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Motivation. Delivering high performance while operating
in an energy-efficient manner is of great importance in con-
ducting scientific research and in the use of daily life technol-
ogy. From a computing perspective, a novel concept, namely
the HAEC Box [3], utilizes innovative ideas of optical and
wireless chip-to-chip communication to allow a new level of
runtime adaptivity for future computers. To achieve high
performance and energy efficiency, the HAEC Box creates a
platform for flexibly adapting to the needs of the computa-
tional problem.

HAEC-SIM [1] is an integrated simulation environment de-
signed for the study of the performance and energy costs
of the HAEC Box running energy-aware applications. The
design of the HAEC Box is based on individual abstraction
models of hardware (e.g., CPUs, links), architecture (e.g.,
computing nodes, network), and software (e.g., runtime sys-
tem, code generation).

Given the characteristics of the HAEC Box [3][1], any sim-

ulation of the execution of communication intensive bench-
marks on this platform needs to account for packet loss due
to errors, failures, or malicious attacks. Therefore, HAEC-
SIM provides three resilient communication models: resilient
dimension order routing (denoted DORr), resilient practical
network coding (denoted PNCr), and resilient dynamic net-
work coding (denoted NCDr).

Goal. Verification is an integral activity in the modeling
and simulation process. The goal of this work, therefore, is
the verification of the implementation of the resilient com-
munication models [5] in HAEC-SIM.

Approach. The following steps were conducted for verifica-
tion:

1 Selected two communication intensive applications (LU
and BT) from the NAS Parallel Benchmarks Suite.
2 Traced of the execution of the class D version of the bench-
marks using 4096 MPI processes on 256 16-way nodes of an
HPC system at TU Dresden [6]. The resulting execution
traces form the input to HAEC-SIM.
3 Specified the simulated HPC platform characteristics: a
3-D torus, with 16 × 16 × 16 computing nodes. Given that,
herein, only the communication models are verified, the com-
putational power of the target platform is assumed equiva-
lent to that of the execution platform, and that the commu-

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by edoc

https://core.ac.uk/display/132294659?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


nication links have characteristics similar to Infiniband: 700
ns latency and 54,54 Gbit/s bandwidth.
4 For each application, launched HAEC-SIM with the three
resilient communication models.
5 Used a verification tool to compare the transfer time for
each point-to-point message of the application obtained from
simulation and from an independent implementation of the
models based on polynomial approximation.
6 Assessed the acceptability of the verification comparative
results.

Applications and traces. , while BT.D.4096 spends ap-
proximately 48 %. From the traces of the two commu-
nication intensive benchmarks (denoted as LU.D.4096 and
BT.D.4096) executed on Taurus [6], we observed that they
spend ≈68 % and ≈48 % respectively of the execution time
in MPI functions. In both cases, processes communicate pri-
marily with their neighbors regarding the application topol-
ogy.

Simulated HPC platform. For the simulation scenarios,
we consider a 3D torus topology, with 16×16×16 computing
nodes and Infiniband links. Each link is assumed to have
a 0.01 packet loss probability. The MPI processes of the
benchmarks are mapped to the simulated compute nodes in
an xyz order.

Communication models. Each point-to-point message ex-
changed between MPI processes of the application is split
into multiple packets of 1500 bytes each. Sender nodes com-
pute a digital signature for every packet, to prevent their
unrecognized modifications. Digital signatures are verified
by the intermediate and receiver nodes. Packets are sent
according to three communication models:

DORr: Denotes the common store-and forward approach
of sending packets. Similar to TCP, packets are organized
into windows. The receiver confirms the successful receipt
of each packet by means of acknowledgments. Upon sending
one window, the sender starts to send packets of the next
window.

PNCr: Refers to Practical Network Coding [2]. The sender
organizes packets in matrices called generations (of 5 pack-
ets) and computes random linear combinations out of the
packets of one generation. The receiver decodes upon re-
ceiving sufficient linear independent combined packets. It
sends acknowledgments to confirm the current rank of the
matrix of received packets. The sender proceeds to the next
generation upon completing the sending of the current one.

NCDr: Similar to PNCr. However, the sender estimates
the delivery probability by means of the receiver acknowl-
edgments. Thus, the sender can estimate the number of re-
maining packets to be sent such that the receiver will have
full rank [4].

Simulation and verification. A total of six parallel HAEC-
SIM simulations have been conducted for each benchmark
with each communication model. Due to the high com-
plexity of the simulation process, high performance comput-
ing was necessary to deliver meaningful verification results.
The simulator writes the transfer time of each message and
the number of hops traveled in the simulated output trace.
This data is extracted by the verification tool and compared
against the polynomial approximation of the data obtained
from the implementation of the models in Sage [5]. The ver-
ification reveals the fact that the data from simulation and
polynomial approximation is identical.

Conclusions and Future Work. This work represents the
first step towards accurate HAEC-SIM-based simulations for
studying the behavior of communication intensive applica-
tions running on the HAEC Box using three resilient com-
munication models. Future work directions include devel-
oping communication models that consider link congestion
and collective communication (or multicast messages).
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