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Phase Transition in Limiting Distributions of Coherence of High-
Dimensional Random Matrices

Abstract
The coherence of a random matrix, which is defined to be the largest magnitude of the Pearson correlation
coefficients between the columns of the random matrix, is an important quantity for a wide range of
applications including high-dimensional statistics and signal processing. Inspired by these applications, this
paper studies the limiting laws of the coherence of n×p random matrices for a full range of the dimension p
with a special focus on the ultra high-dimensional setting. Assuming the columns of the random matrix are
independent random vectors with a common spherical distribution, we give a complete characterization of
the behavior of the limiting distributions of the coherence. More specifically, the limiting distributions of the
coherence are derived separately for three regimes: 1⁄n log p → 0, 1⁄n log p → β ∈ (0, ∞), and 1⁄n log p → ∞. The
results show that the limiting behavior of the coherence differs significantly in different regimes and exhibits
interesting phase transition phenomena as the dimension p grows as a function of n. Applications to statistics
and compressed sensing in the ultra high-dimensional setting are also discussed.
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Phase Transition in Limiting Distributions of Coherence of

High-Dimensional Random Matrices

Tony Cai1 and Tiefeng Jiang2

University of Pennsylvania and University of Minnesota

Abstract

The coherence of a random matrix, which is defined to be the largest magnitude of

the Pearson correlation coefficients between the columns of the random matrix, is an

important quantity for a wide range of applications including high-dimensional statistics

and signal processing. Inspired by these applications, this paper studies the limiting

laws of the coherence of n× p random matrices for a full range of the dimension p with

a special focus on the ultra high-dimensional setting. Assuming the columns of the

random matrix are independent random vectors with a common spherical distribution,

we give a complete characterization of the behavior of the limiting distributions of the

coherence. More specifically, the limiting distributions of the coherence are derived

separately for three regimes: 1

n
log p → 0, 1

n
log p → β ∈ (0,∞), and 1

n
log p → ∞.

The results show that the limiting behavior of the coherence differs significantly in

different regimes and exhibits interesting phase transition phenomena as the dimension

p grows as a function of n. Applications to statistics and compressed sensing in the

ultra high-dimensional setting are also discussed.

Keywords: Coherence, correlation coefficient, limiting distribution, maximum, phase tran-

sition, random matrix, sample correlation matrix, Chen-Stein method.
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1 Introduction

With dramatic advances in computing and technology, large and high-dimensional datasets

are now routinely collected in many scientific investigations. The associated statistical in-

ference problems, where the dimension p can be much larger than the sample size n, arise

naturally in a wide range of applications including compressed sensing, climate studies,

genomics, functional magnetic resonance imaging, risk management and portfolio alloca-

tion. Conventional statistical methods and results based on fixed p and large n are no

longer applicable and these applications call for new technical tools and new statistical

procedures.

The coherence of a random matrix, which is defined to be the largest magnitude of the

off-diagonal entries of the sample correlation matrix generated from the random matrix, has

been shown to be an important quantity for many applications. For example, the coherence

has been used for testing the covariance structure of high-dimensional distributions (Cai

and Jiang (2010)), the construction of compressed sensing matrices and high dimensional

regression in statistics (see, e.g., Candes and Tao (2005), Donoho, Elad and Temlyakov

(2006) and Cai, Wang and Xu (2010a, b)). In addition, the coherence has also been used in

signal processing, medical imaging, and seismology. Some of these problems are seemingly

unrelated at first sight, but interestingly they can all be attacked through the use of the

limiting laws of the coherence of random matrices (see, e.g., Cai and Jiang (2010)). In

these applications, a case of special interest is when the dimension p is much larger than

the sample size n. Indeed, in compressed sensing and other related problems the goal is

often to make the dimension p as large as possible relative to the sample size n.

In the present paper we study the limiting laws of the coherence of random matrices.

Let x = (x1, · · · , xn)T ∈ R
n and y = (y1, · · · , yn)T ∈ R

n. Recall the Pearson correlation

coefficient ρ defined by

ρ = ρx,y =

∑n
i=1(xi − x̄)(yi − ȳ)

√
∑n

i=1(xi − x̄)2 ·∑n
i=1(yi − ȳ)2

(1)

where x̄ = 1
n

∑n
i=1 xi and ȳ = 1

n

∑n
i=1 yi. Let X1, · · · ,Xp be independent n-dimensional

random vectors, and let ρij be the correlation coefficient between Xi and Xj . Set X =

(X1, · · · ,Xp) = (xij)n×p. The coherence of the random matrix X is defined as

Ln = max
1≤i<j≤p

|ρij|. (2)

In certain applications such as the construction of compressed sensing matrices, the means

µi = EXi and µj = EXj are given and one is interested in

ρ̃ij =
(Xi − µi)

T (Xj − µj)

‖Xi − µi‖ · ‖Xj − µj‖
, 1 ≤ i, j ≤ p (3)
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and the corresponding coherence is defined by

L̃n = max
1≤i<j≤p

|ρ̃ij|. (4)

The goal of this paper is to give a complete characterization of the behavior of the limiting

distributions of Ln and L̃n over the full range of p (as a function of n) including the super-

exponential case where (log p)/n → ∞.

The coherence Ln has been studied intensively in recent years. Jiang (2004) was the first

to show that if xij ’s are independent and identically distributed (i.i.d.) with E|xij |30+ǫ < ∞
for some ǫ > 0 and n/p → γ ∈ (0,∞), then nL2

n − 4 log p+ log log p converges weakly to an

extreme distribution of type I with distribution function

F (y) = e
− 1

√

8π
e−y/2

, y ∈ R. (5)

Throughout this paper, log x = loge x for any x > 0 and p = pn depends on n only. The

result (5) was later improved in several papers by sharpening the moment assumptions and

relaxing the restrictions between n and p. In terms of the relationship between n and p,

these results can be classified into the following categories:

(a). Linear rate: p ∼ cn with c being a constant. Li and Rosalsky (2006), Zhou (2007),

Li, Liu and Rosalsky (2009) and Li, Qi and Rosalsky (2010) improved the moment

conditions to make (5) valid under the condition p/n → c ∈ (0, 1).

(b). Polynomial rate: p = O(nα) with α > 0 being a constant. Liu, Lin and Shao (2008)

showed that (5) holds as p → ∞ and p = O(nα) where α is a constant. That is, (5)

still holds when n and p are in the polynomial rates.

(c). Sub-exponential rate: log p = o(nα) with 0 < α ≤ 1/3 being a constant. Motivated

by applications in testing high-dimensional covariance structure and construction of

compressed sensing, Cai and Jiang (2010) further extended the range of p by consid-

ering the sub-exponential rate. It was shown that (5) is also valid if log p = o(nα)

with α ∈ (0, 1/3] and the distribution of x11 is well-behaved. In particular, (5) holds

with α = 1/3 when xij ’s are i.i.d. N(0, 1) random variables.

An interesting question is whether the limiting distribution (5) holds for even higher

dimensional case when log p is of order nα with α > 1/3. This is a case of significant interest

in high-dimensional data analysis and signal processing. For example, in the context of high-

dimensional regression and classification, simulation studies about the distribution of Ln

were made in Cai and Lv (2007) and Fan and Lv (2008 and 2010). In this paper we shall

study the limiting laws of the coherence Ln for a full range of the values of p. To make our

technical analysis tractable, we focus on the setting where the columns Xi of the random

matrix X follow a spherical distribution, which contains the normal distribution N(0, σ2In)
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as a special case. Motivated by the applications in statistics and signal processing mentioned

earlier, we are especially interested in the ultra high dimensional case. More specifically,

we consider three different regimes:

(i). the sub-exponential case: 1
n log p → 0;

(ii). the exponential case: 1
n log p → β ∈ (0,∞);

(iii). the super-exponential case: 1
n log p → ∞.

Our results show that the limiting behavior of Ln differs significantly in different regimes

and exhibits interesting phase transition phenomena as the dimension p grows as a function

of n. To answer the question posed earlier, it is shown that nL2
n−4 log p+log log p converges

to the limiting distribution given in (5) if and only if log p = o(n1/2). The phase transition

in the limiting distribution first occurs with the case when log p is of order n1/2. In this

transitional case, additional shift in the limiting distribution occurs. When the dimension

p further grows as a function of n, another transition occurs in the range when log p is of

the same order as n. In the sub-exponential case, Ln converges to 0 in probability. When

log p ∼ βn for some positive constant β, Ln converges in probability to a constant strictly

between 0 and 1, and the limiting distribution of Tn = log(1−L2
n) is significantly different

from that in the sub-exponential case. If p is further increased to the super-exponential

case, Ln converges to 1 in probability and the limiting distribution of Tn becomes the

extreme value distribution without a shift.

There are also interesting differences between the limiting behaviors of Ln and L̃n. As

shown in Cai and Jiang (2010), the limiting laws of Ln and L̃n coincide with each other

when xij’s are iid N(0, 1) variables and log p = o(n1/3). Our results show that this remains

true in the current setting for the sub-exponential and exponential cases, but not true

for the super-exponential case. It is interesting to contrast the results obtained in this

paper with the results on Ln and L̃n in the previous literature. The only known limiting

distribution of Ln and L̃n is given in (5) and the best known result in terms of the range of

p is log p = o(n1/3). In comparison, our study significantly extends the knowledge on the

limiting distributions of the coherence and shows the “colorful” phase transition phenomena

as the dimension p increases.

The limiting laws of the coherence have immediate applications in statistics and signal

processing. Testing the covariance structure of a high dimensional random variable is an

important problem in statistical inference. A particularly interesting problem is to test for

independence in the Gaussian case because many statistical procedures are built upon the

assumptions of independence and normality of the observations. The limiting laws of the

coherence derived in this paper can be used directly to construct a test for independence in

the ultra high dimensional setting. In addition, the limiting laws can also be used for the

construction of compressed sensing matrices. We shall discuss these applications in Section

3.
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Many sophisticated probabilistic tools have been used in the previous literature to study

the limiting laws of the coherence. For example, the Chen-Stein method, large deviation

inequalities, and strong approximations were used to derive the results mentioned earlier

in (a), (b) and (c). Yet there appears to be limitations to these methods. It is unclear (to

us) whether these techniques can be easily adopted to derive the limiting distribution of Ln

when log p is of order nα for α > 1/3 and answer the question posed earlier. See Remark

4.1 in Section 4 for further discussions. In this paper a different technique is developed.

Under the assumption that Xi in (2) has a spherical distribution, we first show a somewhat

surprising result that the sample correlation coefficients {ρij ; 1 ≤ i < j ≤ p} are pairwise

independent. We then apply the Chen-Stein method to the coherence Ln = max1≤i<j≤p |ρij |
by using the exact distribution of ρij and the pairwise-independence structure of ρij. In

addition, the exact distribution of ρij also leads to some interesting properties of ρij in

the small sample cases: ρij has the symmetric Bernoulli distribution for n = 2, that is,

P (ρij = ±1) = 1/2; ρ2ij follows the Arcsine law on [0, 1] for n = 3; ρij follows the uniform

distribution on [−1, 1] for n = 4; and ρij follows the semi-circle law for n = 5.

The rest of the paper is organized as follows. Section 2 studies the limiting laws of

the coherence Ln and L̃n of a random matrix in the high-dimensional setting under the

three regimes. The interesting phase transition phenomena are discussed in detail. Section

3 considers two direct applications of the limiting laws derived in this paper to statistics

and signal processing in the ultra high dimensional setting. Section 4 discusses some of the

interesting aspects of the techniques used in the derivations. Connections and differences

with other related work, for example, the relationship between the sample correlation co-

efficients and the angles between random vectors, are discussed in Section 5. The main

results are proved in Section 6.

2 Limiting Laws of the Coherence

In this section we study separately the limiting behaviors of the coherence Ln and L̃n of an

n × p random matrix X under the three regimes: 1
n log p → 0, 1

n log p → β ∈ (0,∞), and
1
n log p → ∞. As mentioned before, we shall focus on the setting where the columns Xi of

the random matrix X follow a spherical distribution.

2.1 Limiting Laws of the Coherence Ln

A random vector Y ∈ R
n is said to follow a spherical distribution if OY and Y have the

same probability distribution for all n × n orthogonal matrix O. Examples of spherical

distributions include:

• the multivariate normal distribution N(0, σ2In) with σ > 0;
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• the normal scale-mixutre distribution
∑K

k=1 ǫkN(0, σ2
kIn) with the density function

K
∑

k=1

ǫk
1

(2πσ2
k)

n/2
· exp

(

− 1

2σ2
k

yTy

)

(6)

where σk > 0, ǫk > 0, and
∑K

k=1 ǫk = 1;

• the multivariate t distribution with m degrees of freedom and density function

Γ(m+n
2 )

Γ(m2 )(mπ)n/2
·
(

1 +
1

m
yTy

)(m+n)/2
(7)

for m ≥ 1. The case m = 1 corresponds to the multivariate Cauchy distribution.

See Muirhead (1982) for further discussions on spherical distributions.

Let X = (X1, · · · ,Xp) = (xij)n×p be an n× p random matrix. Throughout the rest of

this paper, we shall assume:

Assumption (A): the columnsX1, · · · ,Xp are independent n-dimensional random vectors

with a common spherical distribution (which may depend on n) and P (X1 = 0) = 0.

The condition P (X1 = 0) = 0 is to ensure that the correlation coefficients are well

defined. Let ρij be the Pearson correlation coefficient of Xi and Xj for 1 ≤ i < j ≤ p.

Then, Ψn := (ρij)p×p is the correlation matrix of X, and Ln defined in (2), is the largest

magnitude of the off-diagonal entries of the sample correlation matrix Ψn.

To make the statements of the limiting distributions uniform across different regimes,

we shall state all the results in the main theorems in terms of Tn = log(1− L2
n). We begin

with the sub-exponential case.

THEOREM 1 (Sub-Exponential Case) Suppose p = pn satisfies (log p)/n → 0 as n →
∞, then under Assumption (A),

(i). Ln → 0 in probability as n → ∞.

(ii). Let Tn = log(1− L2
n). Then, as n → ∞,

nTn + 4 log p− log log p (8)

converges weakly to an extreme distribution with the distribution function F (y) =

1− e−Key/2, y ∈ R and K = 1/
√
8π.

The following law of large numbers is a direct consequence of Theorem 1.

COROLLARY 2.1 Assume the same conditions as in Theorem 1, we have
√

n

log p
Ln → 2 (9)

in probability as n → ∞.
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This result actually provides the convergence speed of Ln → 0 stated in Theorem 1(i). It is

stronger than Theorem 2 in Cai and Jiang (2010), which shows (9) holds if log p = o(n1/3)

and xij ’s are i.i.d. N(0, 1) random variables.

Theorem 1 also shows an interesting phase transition phenomenon of the limiting be-

havior of the coherence Ln.

COROLLARY 2.2 (Transitional Case) Suppose p = pn satisfies limn→∞(log p)/
√
n =

α ∈ [0,∞), then under Assumption (A),

nL2
n − 4 log p+ log log p (10)

converges weakly to the distribution function exp{− 1√
8π
e−(y+8α2)/2}, y ∈ R.

As mentioned in the introduction, Cai and Jiang (2010) shows that nL2
n− 4 log p+log log p

converges weakly to an extreme distribution with distribution function given in (5) when

log p = o(n1/3) and xij are independent standard normal variables. This is the best known

result in the literature in terms of the range of p. Corollary 2.2 shows that (5) holds if

and only if log p = o(n1/2) when X1 has a spherical distribution which includes the normal

distribution N(0, In) as a special case. This answers the question asked earlier in this

paper. Corollary 2.2 also shows that the limiting distribution of Ln has a transitional phase

between (log p)/
√
n → 0 and (log p)/

√
n → ∞. In the transitional case when (log p)/

√
n →

α ∈ (0,∞), the limiting distribution of nL2
n− 4 log p+ log log p is shifted to the left by 8α2.

We now consider the exponential case.

THEOREM 2 (Exponential Case) Suppose p = pn satisfies (log p)/n → β ∈ (0,∞) as

n → ∞, then under Assumption (A),

(i). Ln →
√
1− e−4β in probability as n → ∞.

(ii). Let Tn = log(1− L2
n). Then, as n → ∞,

nTn + 4 log p− log log p (11)

converges weakly to the distribution function

F (y) = 1− exp
{

−K(β)e(y+8β)/2
}

, y ∈ R, where K(β) =
( β

2π(1 − e−4β)

)1/2
. (12)

Theorem 2 reveals the behavior of Ln in the transitional case (log p)/n → β. In this case,

the coherence Ln converges in probability to a constant strictly between 0 and 1. Dividing

(11) by n, it is easy to see that

Tn → −4β in probability as n → ∞
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since limn→∞(log p)/n = β ∈ (0,∞). This is also a direct consequence of Theorem 2(i).

Furthermore, it is trivially true that 1− e−4β ∼ 4β as β → 0+. Thus,

lim
β→0+

K(β) =
1√
8π

,

which is exactly the value of K in Theorem 1. Thus, the limiting distribution F (y) in

Theorem 2 as β → 0+ becomes the limiting distribution F (y) in Theorem 1. Heuristically,

the sub-exponential case covered in Theorem 1 corresponds to the case “β = 0” in Theorem

2. On the other hand, the exponential case of (log p)/n → β ∈ (0,∞) can also be viewed

as a transitional phase between the sub-exponential and super-exponential cases.

Finally we turn to the super-exponential case where (log p)/n → ∞.

THEOREM 3 (Super-Exponential Case) Suppose p = pn satisfies (log p)/n → ∞ as

n → ∞. Let Tn = log(1− L2
n). Then under Assumption (A),

(i). Ln → 1 in probability as n → ∞. Further, n
log pTn → −4 in probability as n → ∞.

(ii). As n → ∞,

nTn +
4n

n− 2
log p− log n (13)

converges weakly to the distribution function F (y) = 1 − e−Key/2, y ∈ R with K =

1/
√
2π.

The correction term of nTn in (13) is 4n
n−2 log p− log n, which is different from the term

“4 log p − log log p” appeared in (8) and (11). A reason is that Tn converges to a finite

constant in probability in Theorems 1 and 2, whereas Tn goes to −∞ in probability in

Theorem 3. On the other hand, suppose (log p)/n → β ∈ (0,∞) and β is large, then

log n = log log p− log β + o(1) and

4n

n− 2
log p = 4 log p+

8

n− 2
log p = 4 log p+ 8β + o(1)

as n → ∞. Consequently, the quantity in (13) becomes

(nTn + 4 log p− log log p) + constant + o(1)

as n → ∞. The part in the parenthesis is the same as (8) in Theorem 1 and (11) in Theorem

2. This says that, heuristically, the results in Theorems 1, 2 and 3 are consistent.

The formulation in the above theorems is in terms of Tn = log(1 − L2
n) for uniformity.

However, one can easily change the expressions in terms of the coherence Ln. For instance,

P (n log(1− L2
n) + 4 log p− log log p ≤ y) = P (Ln ≥ √

sn )

where

sn := 1− exp

{

1

n
(−4 log p+ log log p+ y)

}

. (14)

8



2.2 Limiting Laws of L̃n

We now study the limiting laws of the coherence L̃n defined in (3) and (4). Note that

under Assumption (A), the columns X1, · · · ,Xp are independent n-dimensional random

vectors with a common spherical distribution. By symmetry, it is easy to see that the mean

µ = EXi = 0 if it exists and hence

ρ̃ij =
XT

i Xj

‖Xi‖ · ‖Xj‖
and L̃n = max

1≤i<j≤p
|ρ̃ij |. (15)

As mentioned in the introduction, Cai and Jiang (2010) showed that the limiting laws

of Ln and L̃n coincide with each other when xij ’s are iid N(0, 1) random variables and

log p = o(n1/3). We shall show that this is still true in our current setting for the sub-

exponential and exponential cases, but not true for the super-exponential case.

THEOREM 4 (Sub-Exponential & Exponential Cases) Under the same conditions,

Theorems 1 and 2 and Corollaries 2.1 and 2.2 hold with Ln replaced by L̃n.

In the super-exponential case, the limiting behaviors of L̃n and Ln are different.

THEOREM 5 (Super-Exponential Case) Suppose p = pn satisfies (log p)/n → ∞ as

n → ∞. Let T̃n = log(1− L̃2
n). Then under Assumption (A),

(i). L̃n → 1 in probability as n → ∞. Further, n
log p T̃n → −4 in probability as n → ∞.

(ii). As n → ∞,

nT̃n +
4n

n− 1
log p− log n (16)

converges weakly to the distribution function F (y) = 1 − e−Key/2, y ∈ R with K =

1/
√
2π.

Note the difference between (13) and (16). When (log p)/n → ∞, the difference between
4n
n−2 log p and 4n

n−1 log p is not negligible.

3 Applications

As mentioned in the introduction, the limiting laws of the coherence have a wide range of

applications. Here we discuss briefly two immediate applications, one in high-dimensional

statistics and another in signal processing. These applications were also discussed in Cai

and Jiang (2010), but restricted to the Gaussian case with log p = o(n1/3). Here we extend

to the more general spherical distributions and higher dimensions.

Testing the covariance structure of a distribution is an important problem in high dimen-

sional statistical inference. Let Y1, . . . ,Yn be a random sample from a p-variate spherical

9



distribution with covariance matrix Σp×p = (σij). We wish to test the hypotheses that Σ

is diagonal, i.e.,

H0 : σi,j = 0 for all |i− j| ≥ 1 vs. Ha : σi,j 6= 0 for some |i− j| ≥ 1. (17)

In the Gaussian case, this is the same as testing for independence. The asymptotic distri-

bution of Ln can be used to construct a convenient test statistic for testing the hypotheses

in (17). For example, in the case log p = o(n1/2), an approximate level α test is to reject

the null hypothesis H0 whenever

L2
n ≥ n−1

(

4 log p− log log p− log(8π)− 2 log log(1− α)−1
)

.

It follows directly from Theorem 1 that the size of this test goes to α asymptotically as

n → ∞. This test was introduced in Cai and Jiang (2010) in the Gaussian case with the

restriction that log p = o(n1/3).

Similarly, in the exponential (and sub-exponential) case, set

Dn,p = nTn + 4 log p− log log p.

Then Theorem 2 states that

P (Dn,p ≤ y) → 1− exp
(

−K(β)e(y+8β)/2
)

, (18)

where K(β) =
(

β
2π(1−e−4β)

)1/2
. An approximate level α test for testing the hypotheses in

(17) can be obtained by rejecting the null hypothesis H0 whenever

Dn,p ≤ 2 log log(1− α)−1 − 2 logK(β)− 8β.

A test for the super-exponential case can also be constructed analogously by using the

limiting distribution given in Theorem 3.

Compressed sensing is an active and fast growing field in signal processing. See, e.g.,

Donoho (2006), Candes and Tao (2007), Bickel, Ritov and Tsybakov (2009), Candes and

Plan (2009), and Cai, Wang and Xu (2010a, b). An important problem in compressed sens-

ing is the construction of measurement matrices Xn×p which enables the precise recovery of

a sparse signal β from linear measurements y = Xβ using an efficient recovery algorithm.

Such a measurement matrix X is typically randomly generated because it is difficult to

construct deterministically. The best known example is perhaps the n× p random matrix

X whose entries xi,j are iid normal variables

xi,j
iid∼ N(0, n−1). (19)

A commonly used condition is the mutual incoherence property (MIP) which requires the

pairwise correlations among the column vectors ofX to be small. WriteX = (X1, · · · ,Xp) =

10



(xij)n×p with xij satisfying (19) and let the coherence L̃n = max1≤i<j≤p |ρ̃ij | be defined as

in (3) and (4). It has been shown that the condition

(2k − 1)L̃n < 1 (20)

ensures the exact recovery of k-sparse signal β in the noiseless case where y = Xβ (see

Donoho and Huo (2001) and Fuchs (2004)), and stable recovery of sparse signal in the

noisy case where

y = Xβ + z.

Here z is an error vector, not necessarily random. See Cai, Wang and Xu (2010b).

The limiting laws derived in this paper can be used to show how likely a random matrix

satisfies the MIP condition (20). Take the sub-exponential case as an example. By Theorem

4, as long as (log p)/n → 0,

L̃n ∼ 2

√

log p

n
.

So in order for the MIP condition (20) to hold, roughly the sparsity k should satisfy

k <
1

4

√

n

log p
.

4 Technical Tool: Distribution of Correlation Coefficients

In this section we shall discuss the methodology used in our technical arguments. Sophisti-

cated approximation methods such as the Chen-Stein method, large deviation bounds and

strong approximations are the main ingredients in the proofs of the previous results in the

literature including those given in Jiang (2004), Li and Rosalsky (2006), Zhou (2007), Liu,

Lin and Shao (2008), Li, Liu and Rosalsky (2009), Li, Qi and Rosalsky (2010), and Cai and

Jiang (2010). Though these technical tools work well for the cases when the dimension p is

not ultra high, it is far from clear to us whether/how these same tools can be used to derive

the limiting distributions of the coherence Ln for the three regimes considered in Section 2.

In this paper, a different approach is developed to derive the limiting distributions of

Ln. Assuming the Xi’s have the spherical distribution, we find an interesting and useful

property of the correlation coefficients {ρij ; 1 ≤ i < j ≤ p} and {ρ̃ij ; 1 ≤ i < j ≤ p} given

below.

LEMMA 4.1 Let n ≥ 3. Under Assumption (A), the Pearson correlation coefficient

{ρij ; 1 ≤ i < j ≤ p} are pairwise independent and identically distributed with density

function

f(ρ) =
1√
π

Γ(n−1
2 )

Γ(n−2
2 )

· (1− ρ2)
n−4
2 , |ρ| < 1. (21)

11



Similarly, {ρ̃ij ; 1 ≤ i < j ≤ p} are pairwise independent and identically distributed with

density

g(ρ) =
1√
π

Γ(n2 )

Γ(n−1
2 )

· (1− ρ2)
n−3
2 , |ρ| < 1. (22)

Note that the only difference between (21) and (22) is the “degree of freedom”: replacing

n in (22) with n−1, one gets (21). This is not difficult to understand by noting the definition

of ρij =
(Xi−Xi)T (Xj−Xj)

‖Xi−Xi‖·‖Xj−Xj‖
. Heuristically, by subtracting Xi from Xi, the distribution of ρij

becomes one degree less than that of ρ̃ij =
XT

i Xj

‖Xi‖·‖Xj‖ .

Although {ρij ; 1 ≤ i < j ≤ p} are pairwise independent, they are not mutually inde-

pendent. In fact, recalling Ψ = Ψn = (ρij)p×p, the probability density function of Ψ is

given by

h(Ψ) = Bn,p · (det(Ψ))(n−p−2)/2 (|ρij | < 1, i < j) (23)

for 1 ≤ p < n, where Bn,p is an (explicit) normalizing constant, see p.148 from Muirhead

(1982). Obviously, h(Ψ) is not a product of functions of individual ρij ’s, the entries of Ψ,

hence {ρij ; 1 ≤ i < j ≤ p} are not independent.

Lemma 4.1 also yields the following interesting results on the distribution of the corre-

lation coefficients ρij in the small sample cases. The verification is given in Section 6.

COROLLARY 4.1 Under Assumption (A), the following holds for all 1 ≤ i < j ≤ p.

(i). When n = 2, ρij has the symmetric Bernoulli distribution, i.e., P (ρij = ±1) = 1/2.

(ii). When n = 3, ρij has the density f(ρ) = 1
π

1√
1−ρ2

on (−1, 1). That is, ρ2ij follows the

arcsine law on [0, 1].

(iii). When n = 4, ρij follows the uniform distribution on [−1, 1].

(iv). When n = 5, ρij has the density f(ρ) = 2
π

√

1− ρ2 for |ρ| ≤ 1. That is, ρij follows the

semi-circle law.

Lemma 4.1 provides a major technical tool for the proof of the main results. The starting

step in the proofs of our theorems is the Chen-Stein method (Lemma 6.3) which requires

the evaluation of two quantities: P (ρij ≥ C) and P (ρij ≥ C, ρkl ≥ C). By using the

explicit density expression in (21), we are able to evaluate the first probability precisely.

The pairwise independence stated in Lemma 4.1 yields P (ρij ≥ C, ρkl ≥ C) = P (ρij ≥ C)2

for {i, j} 6= {k, l}. In other words, the evaluation of the second quantity is reduced to the

study of the first one. This greatly simplifies some of the technical arguments.
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REMARK 4.1 Equation (21) yields directly that Wn :=
√
nρ12 has the density function

fn(w) =
1√
n
· 1√

π

Γ(n−1
2 )

Γ(n−2
2 )

·
(

1− w2

n

)

n−4
2

→ 1√
2π

e−w2/2

as n → ∞ for all w ∈ R, where the fact that Γ(n−1
2 )/Γ(n−2

2 ) ∼
√

n/2 as n → ∞ (see

(33)) is used. This shows that Wn converges to N(0, 1) in distribution as n → ∞. Set

(xij)n×p := (X1, · · · ,Xp). Assuming that xij’s are i.i.d. with an unknown distribution

but with suitable moment conditions, say, |x12| is bounded, it can be shown easily that√
nρ12 converges to N(0, 1) by using the standard central limit theorem for i.i.d. random

variables and the Slusky theorem. However, the convergence speed is hard to be captured

well enough so that Ln in (2) is understood clearly when p is much larger than n. The best

known result is that (5) holds for log p = o(nα) with α = 1/3 in Cai and Jiang (2010). Here,

with the understanding of the pairwise independence among {ρij ; 1 ≤ i < j ≤ p} and the

exact distribution of ρij we are able to get the limiting distribution of Ln for the full range

of the values of p and to fully characterize the phase transition phenomena in the limiting

behaviors of the coherence (Theorems 1, 2 and 3 and the corresponding corollaries).

5 Discussions

The present paper was inspired by the applications in high-dimensional statistics and signal

processing in which the dimension p is often desired to be as high as possible as a function of

n. All the known results on the coherence Ln are restricted to the cases where the dimension

p is either linear, polynomial or at most sub-exponential in n. In comparison, we give in this

paper a complete characterization of the limiting distribution of Ln for the full range of p

including the sub-exponential case 1
n log p → 0, the exponential case 1

n log p → β ∈ (0,∞),

and the super-exponential case 1
n log p → ∞. Our results show interesting phase transition

phenomena in the limiting distributions of the coherence when the dimension p grows as a

function of n. Over the full range of values of p, phase transition of the limiting behavior

of Ln occurs twice: when log p is of order n1/2 and when log p is of order n. These results

also show that the standard limiting distribution (5) known in the literature holds if and

only if log p = o(n1/2) when the columns have a spherical distribution which includes the

commonly considered i.i.d. normal setting as a special case.

Previous results on the coherence Ln focus on the case where the entries xij of the ran-

dom matrix X are i.i.d. under certain moment conditions. See the references mentioned in

(a), (b) and (c) in the introduction. In this paper, we assume the columns of X = (xij)n×p

to be i.i.d. with a spherical distribution. The spherical distribution assumption are more

special than the non-specified distributions with certain moment conditions considered in

the previous literature. On the other hand, the entries of a vector with a spherical distribu-

tion do not have to be independent (see, e.g., the normal scale-mixture distribution in (6)
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and the multivariate t-distribution in (7)). In this sense, our work relaxes the independence

assumption among the entries xij. Under the assumption of spherical distributions, we are

able to show that the sample correlation coefficients are pairwise independent and then use

the exact distribution and the pairwise-independence structure of the sample correlation

coefficients as a major technical tool in the derivation of the limiting distributions.

There are interesting connections between sample correlation coefficients and angles

between random vectors. Let a ∈ R
n be a deterministic vector with ‖a‖ = 1. Let X1 ∈ R

n

be a random vector with a spherical distribution satisfying P (X1 = 0) = 0. Relating

Theorem 1.5.7(i) and (5) on page 147 in Muirhead (1982), it can be seen that W = aTX1
‖X1‖ has

the same distribution as the one given in (22). Note that X1
‖X1‖ has the uniform distribution

over the unit sphere in R
n, and hence W is the cosine of the angle between a fixed unit

vector a and a random vector with the uniform distribution on the unit sphere. Similar to

Corollary 4.1, the following holds.

(i). If n = 2, then the cosine of the angle has the probability density function f(ρ) =
1
π

1√
1−ρ2

. That is, the square of the cosine follows the Arcsine law on [0, 1].

(ii). If n = 3, then the cosine of the angle follows the uniform distribution on [−1, 1].

(iii). If n = 4, then the cosine of the angle has the probability density function f(ρ) =
2
π

√

1− ρ2 for |ρ| ≤ 1. That is, ρij follows the semi-circle law.

The semi-circle law is perhaps best known in random matrix theory as the limit of the

empirical distribution of the eigenvalues of an n × n Wigner random matrix as n → ∞.

See, e.g., Wigner (1958). It seems not so common to see a random variable to satisfy the

semi-circle law in practice. It is interesting to see the semi-circle law here as the exact

distribution of the correlation coefficient and the cosine of the angle between two random

vectors in Corollary 4.1(iv) and (iii) above.

6 Proofs

In this section we prove the main results of the paper. We shall write p for pn if there

is no confusion. We begin by proving Lemma 4.1 on the distributions of the correlation

coefficients. We then collect and prove a few additional technical results before giving the

proofs of the main theorems.

6.1 Technical Results

The following lemma is needed for the proof of Lemma 4.1.
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LEMMA 6.1 Let X be an n-dimensional random vector with a spherical distribution and

P (X = 0) = 0. Let 1 = (1, · · · , 1)T ∈ R
n and {1} = {k1; k ∈ R}, the span of 1. Then

P (X ∈ {1}) = 0.

Proof. Since P (X = 0) = 0, we know Y := X
‖X‖ is well-defined. By definition, OX

P
= X

for any orthogonal matrix O, then

OY =
OX

‖OX‖
P
=

X

‖X‖ = Y.

That is, the probability measure generated by Y is an orthogonal-invariant measure on the

unit sphere Sn−1 ⊂ R
n. Since the Haar probability measure, as the distribution on the unit

sphere with the orthogonal-invariant property, is unique, it follows that Y must have the

uniform distribution on the unit sphere in R
n. In particular, P (Y = y) = 0 for any y ∈ Sn−1.

Let A = {X ∈ {1}\{0}} and y0 = n−1/2(1, · · · , 1)T ∈ Sn−1. Notice A ⊂ {Y = y0 or − y0}.
It follows that P (X ∈ {1}) = P (A) ≤ P (Y = y0) + P (Y = −y0) = 0. �

Proof of Lemma 4.1. Recall that X1, · · · ,Xp are independent and ρij is the Pearson

correlation coefficient of Xi and Xj for 1 ≤ i < j ≤ p. Given i < j and k < l with

(i, j) 6= (k, l). It is easy to see that ρij and ρkl are independent if {i, j}⋂{k, l} = ∅. Thus,

to finish the proof, it enough to prove the following:

Let {U,V,W}be i.i.d with ann-dimensional spherical distribution and P (U = 0) = 0.

Then ρU,V and ρU,W are i.i.d. with the density function given in (21). (24)

By Lemma 6.1, P (U ∈ {1}) = P (V ∈ {1}) = P (W ∈ {1}) = 0. Then, ρU,V and ρU,W

have the same probability density function f(ρ) by (5) on p. 147 from Muirhead (1982).

To show the independence, we need to prove

E[g(ρU,V) · h(ρU,W)] = Eg(ρU,V) ·Eh(ρU,W) (25)

for any bounded and measurable functions g(x) and h(x). Since U, V and W are indepen-

dent,

E[g(ρU,V) · h(ρU,W)] = E
{

E[g(ρU,V) · h(ρU,W)|U]
}

= E
{

E[g(ρU,V)|U] · E[h(ρU,W)|U]
}

. (26)

Write V = (V1, · · · , Vn)
T ∈ R

n and V̄ = 1
n

∑n
i=1 Vi. For any numbers u1, · · · , un such that

at least two of them are not identical, Theorem 5.1.1 and (5) on p. 147 from Muirhead

(1982) say that

ρu,V =

∑n
i=1(ui − ū)(Vi − V̄)

√

∑n
i=1(ui − ū)2 ·∑n

i=1(Vi − V̄)2
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has the probability density function f(ρ) as in (21), where u = (u1, · · · , un)T and ū =
1
n

∑n
i=1 ui (see also Kariya and Eaton (1977) for this). In other words, given U, the prob-

ability distribution of ρU,V does not depend on the value of U. Let U = (U1, · · · , Un)
T .

Evidently, P (U1 = · · · = Un) = P (U ∈ {1}) = 0. Thus,

E[g(ρU,V)|U] =

∫

|ρ|≤1
g(ρ)f(ρ) dρ = Eg(ρU,V)

and

E[h(ρU,W)|U] = Eh(ρU,W)

since ρU,V and ρU,W have the same probability density function f(ρ) as in (21). These

and (26) conclude (25).

We now turn to study ρ̃ij . Given 1 ≤ i < j ≤ p. Then α :=
Xj

‖Xj‖ is a unit vector and

is independent of Xi. Further, ρ̃ij = αTXi
‖Xi‖ . It then follows from Theorem 1.5.7(i) and the

argument for (5) on p.147 of Muirhead (1982) that ρ̃ij has the probability density function

f(ρ) as in (22). The proof for the pairwise independence among {ρ̃ij ; 1 ≤ i < j ≤ p} is the

same as that for the ρij ’s. �

Proof of Corollary 4.1. Taking n = 3, 4, 5, respectively, in Lemma 4.1, we easily have

(ii), (iii) and (iv). Now we check (i).

Let X1 = (ξ1, η1)
T ∈ R

2 and X2 = (ξ2, η2)
T ∈ R

2. It is easy to see

ρ1 2 =
ξ1 − η1
|ξ1 − η1|

· ξ2 − η2
|ξ2 − η2|

. (27)

First, Assumption (A) and Lemma 6.1 imply P (ξi = ηi) = 0 for i = 1, 2. Since X1 has

a spherical distribution, we know that AX1 and X1 have the same distribution for any

A = diag(ǫ1, ǫ2) with ǫi = ±1, i = 1, 2. This implies X1 is symmetric, and hence ξ1 − η1

is symmetric. Consequently, ξ1−η1
|ξ1−η1| takes value ±1 with probability 1/2 each. The same

is true for ξ2−η2
|ξ2−η2| . By (27) and the independence between X1 and X2, we conclude that

P (ρ1 2 = ±1) = 1/2. �

LEMMA 6.2 Let t = tm ∈ (0, 1) satisfy mt2m → ∞ as m → ∞. Then

∫ 1

t
(1− x2)m/2 dx =

1

mt

(

1− t2
)(m+2)/2

(1 + o(1))

as m → ∞.

Proof. Set y = x2 for x > 0. Then x =
√
y and

Im :=

∫ 1

t
(1− x2)m/2 dx =

1

2

∫ 1

t2

1√
y
(1− y)m/2 dy (28)

= − 1

m+ 2

∫ 1

t2

1√
y

[

(1− y)(m+2)/2
]′
dy.
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By integration by parts,

Im = − 1

m+ 2

1√
y
(1− y)(m+2)/2

∣

∣

∣

1

t2
− 1

2(m+ 2)

∫ 1

t2

1

y3/2
(1− y)(m+2)/2 dy

=
1

(m+ 2)t

(

1− t2
)(m+2)/2 − 1

m+ 2
· 1
2

∫ 1

t2

1√
y
(1− y)m/2 · 1− y

y
dy. (29)

Note that 0 ≤ 1−y
y ≤ 1

t2
for all [t2, 1]. By the second equality in (28),

0 <
1

m+ 2
· 1
2

∫ 1

t2

1√
y
(1− y)m/2 · 1− y

y
dy ≤ 1

mt2
Im.

This and (29) conclude that

1

(m+ 2)t

(

1− t2
)(m+2)/2 − 1

mt2
Im ≤ Im ≤ 1

(m+ 2)t

(

1− t2
)(m+2)/2

.

Solving the first inequality on Im, we have

(

1 +
1

mt2

)−1 1

(m+ 2)t

(

1− t2
)(m+2)/2 ≤ Im ≤ 1

(m+ 2)t

(

1− t2
)(m+2)/2

.

By the given condition that mt2 = mt2m → ∞, we arrive at

Im =
1

(m+ 2)t

(

1− t2
)(m+2)/2

(1 + o(1)) =
1

mt

(

1− t2
)(m+2)/2

(1 + o(1))

as m → ∞. �

The following Poisson approximation result is essentially a special case of Theorem 1

from Arratia et al. (1989).

LEMMA 6.3 Let I be an index set and {Bα, α ∈ I} be a set of subsets of I, that is,

Bα ⊂ I for each α ∈ I. Let also {ηα, α ∈ I} be random variables. For a given t ∈ R, set

λ =
∑

α∈I P (ηα > t). Then

|P (max
α∈I

ηα ≤ t)− e−λ| ≤ (1 ∧ λ−1)(b1 + b2 + b3)

where

b1 =
∑

α∈I

∑

β∈Bα

P (ηα > t)P (ηβ > t), b2 =
∑

α∈I

∑

α6=β∈Bα

P (ηα > t, ηβ > t),

b3 =
∑

α∈I
E|P (ηα > t|σ(ηβ , β /∈ Bα))− P (ηα > t)|,

and σ(ηβ , β /∈ Bα) is the σ-algebra generated by {ηβ , β /∈ Bα}. In particular, if ηα is

independent of {ηβ , β /∈ Bα} for each α, then b3 = 0.
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LEMMA 6.4 Let Ln be as in (2) and Assumption (A) hold. For {tn ∈ [0, 1]; n ≥ 1}, set

hn =
n1/2p2√

2π

∫ 1

tn

(1− x2)
n−4
2 dx, n ≥ 1.

If limn→∞ hn = λ ∈ [0,∞), then limn→∞ P (Ln ≤ tn) = e−λ.

Proof. For brevity of notation, we sometimes write t = tn if there is no confusion. First,

take I = {(i, j); 1 ≤ i < j ≤ p}. For u = (i, j) ∈ I, set Bu = {(k, l) ∈ I; one of k and l =

i or j, but (k, l) 6= u}, ηu = |ρij | and Au = Aij = {|ρij | > t}. By the i.i.d. assumption on

X1, · · · ,Xp and Lemma 6.3,

|P (Ln ≤ t)− e−λn | ≤ b1,n + b2,n (30)

where

λn =
p(p− 1)

2
P (A12) (31)

and

b1,n ≤ 2p3P (A12)
2 and b2,n ≤ 2p3P (A12A13).

By Lemma 4.1, A12 and A13 are independent events with the same probability. Thus, from

(31),

b1,n ∧ b2,n ≤ 2p3P (A12)
2 ≤ 8pλ2

n

(p − 1)2
≤ 32λ2

n

p
(32)

for all p ≥ 2. Now we compute P (A12). In fact, by Lemma 4.1 again,

P (A12) =

∫

1>|x|>t
f(x) dx =

1√
π

Γ(n−1
2 )

Γ(n−2
2 )

∫

1>|x|>t
(1− x2)

n−4
2 dx

=
2√
π

Γ(n−1
2 )

Γ(n−2
2 )

∫ 1

t
(1− x2)

n−4
2 dx.

Recalling the Stirling formula (see, e.g., p.368 from Gamelin (2001) or (37) on p.204 from

Ahlfors (1979)):

log Γ(z) = z log z − z − 1

2
log z + log

√
2π +O

(

1

x

)

as x = Re (z) → ∞, it is easy to verify that

Γ(n−1
2 )

Γ(n−2
2 )

∼
√

n

2
(33)
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as n → ∞. Thus,

P (A12) ∼
2n1/2

√
2π

∫ 1

t
(1− x2)

n−4
2 dx

as n → ∞. From (31), we know

λn ∼ n1/2p2√
2π

∫ 1

t
(1− x2)

n−4
2 dx = hn

as n → ∞. Finally, by (30) and (32), we know

lim
n→∞

P (Ln ≤ t) = e−λ if lim
n→∞

hn = λ ∈ [0,∞). �

6.2 Proofs for Results on Ln in Section 2.1

Proof of Theorem 1. (i). Assume (ii) of the theorem holds. Since (log p)/n → 0 as

n → ∞, dividing (8) by n, we see that log(1 − L2
n) → 0 in probability, or equivalently,

Ln → 0 in probability as n → ∞.

(ii). The proof here does not rely on the conclusion in (i). We claim that

(n − 2) log(1− L2
n) + 4 log p− log log p (34)

converges weakly to the distribution function F (y) = 1− e−Key/2, y ∈ R. Once this holds,

using the condition that log p = o(n) and the same argument as in (i) above, we have

log(1− L2
n) → 0 in probability as n → ∞. Then by the Slusky lemma,

n log(1− L2
n) + 4 log p− log log p

converges weakly to the distribution function F (y) = 1 − e−Key/2, y ∈ R. We then obtain

(8). Now we prove (34).

Fix y ∈ R. Let N = n− 2 and t = tn ∈ [0, 1) such that

log(1− t2) =
−4 log p+ log log p+ y

N
∧ 0. (35)

From (35) and the assumption log p = o(n), we have that tn → 0+ as n → ∞, and hence

log(1− t2) ∼ −t2. Thus, (35) implies

t ∼
(4 log p− log log p− y

N

)1/2
∼ 2

√
log p√
N

and Nt2n → ∞ (36)

as n → ∞. By (35) again,

P ((n − 2) log(1− L2
n) + 4 log p− log log p ≥ y) = P (Ln ≤ t) (37)
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as n is large enough. Now let’s compute hn in Lemma 6.4 for limn→∞ P (Ln ≤ t). Recall

hn =
n1/2p2√

2π

∫ 1

t
(1− x2)

n−4
2 dx. (38)

From Lemma 6.2 and the second assertion in (36),

n1/2p2
∫ 1

t
(1− x2)(n−4)/2 dx ∼ n1/2p2

nt

(

1− t2
)(n−2)/2

∼ p2√
N t

(

1− t2
)N/2

as n → ∞. This joint with (35) and the first assertion in (36) gives

p2√
N t

(

1− t2
)N/2 ∼ p2

2
√
log p

· exp
{−4 log p+ log log p+ y

N
· N
2

}

=
1

2
ey/2

as n → ∞. Combining the above three identities, we see that

hn → 1√
8π

ey/2

as n → ∞. Therefore, we conclude from Lemma 6.4 and (37) that

lim
n→∞

P ((n− 2) log(1− L2
n) + 4 log p− log log p ≥ y) = e−Key/2

for any y ∈ R, where K = 1√
8π
. Since ϕ(y) := e−Key/2 is continuous for all y ∈ R, it is

trivial to check that

lim
n→∞

P ((n − 2) log(1− L2
n) + 4 log p− log log p ≤ y) = 1− e−Key/2 (39)

for any y ∈ R. We get (34). �

Proof of Corollary 2.1. Dividing (8) by log p, we see that

n

log p
log(1− L2

n) → −4 (40)

in probability as n → ∞. By (i) of Theorem 1, we know Ln → 0 in probability as n → ∞.

Since ρij has density f(ρ) as in (21) for i 6= j, we have P (Ln = 0) = 0 for all n ≥ 3. Notice

the function

h(x) :=







x−1 log(1− x), if x ∈ (0, 1);

−1, if x = 0

is continuous on [0, 1), we have

log(1− L2
n)

L2
n

= h(L2
n) → h(0) = −1
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in probability as n → ∞. This together with (40) yields

n

log p
· L2

n → 4

in probability as n → ∞. The desired conclusion then follows. �

Proof of Corollary 2.2. By Theorem 1,

P
(

n log(1− L2
n) + 4 log p− log log p ≤ y

)

→ F (y) (41)

as n → ∞, where F (y) = 1− e−Key/2, y ∈ R. Set

yn,p = n
[

1− exp
{ 1

n
(−4 log p+ log log p+ y)

}]

. (42)

Then, (41) becomes that P (nL2
n ≥ yn,p) → F (y), and hence

P (nL2
n − 4 log p+ log log p < yn,p − 4 log p+ log log p) → 1− F (y) (43)

as n → ∞ for any y ∈ R. We claim

yn,p − 4 log p+ log log p → −(y + 8α2) if
log p√

n
→ α ∈ [0,∞). (44)

If this is true, by (43) and the continuity of F (y),

lim
n→∞

P (nL2
n − 4 log p+ log log p ≤ −(y + 8α2)) = 1− F (y)

for any y ∈ R. In other words, nL2
n − 4 log p + log log p converges weakly to a probability

distribution function

G(z) := 1− F (−z − 8α2) = exp{−Ke−(z+8α2)/2}, z ∈ R,

as n → ∞. Now we prove claim (44).

In fact, set t = −4 log p + log log p + y. Then t = O(log p) and t
n → 0 as n → ∞ under

the assumption log p√
n

→ α. Consequently, by (42) and the Taylor expansion,

yn,p = n(1− et/n) = −n
[ t

n
+

t2

2n2
+O

( t3

n3

)]

= −t− t2

2n
+O

( t3

n2

)

as n → ∞. If log p√
n

→ α as n → ∞, then t2

2n → 8α2 and t3

n2 → 0 as n → ∞. Therefore, (44)

is concluded. �
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Proof of Theorem 2. (i). Assume (ii) of the theorem holds. Since (log p)/n → β as

n → ∞, dividing (11) by n, we see that log(1− L2
n) → −4β in probability, or equivalently,

Ln →
√
1− e−4β in probability as n → ∞.

(ii). The proof here does not rely on the conclusion in (i). We first show that

(n − 2) log(1− L2
n) + 4 log p− log log p (45)

converges weakly to the distribution function F (y) = 1− e−K(β)ey/2 , y ∈ R, where K(β) is

as in (12). If this is true, by the condition (log p)/n → β and the argument as in (i) above,

we see that

log(1− L2
n) → −4β

in probability as n → ∞. Thus, by the Slusky lemma,

n log(1− L2
n) + 4 log p− log log p

=
[

(n− 2) log(1− L2
n) + 4 log p− log log p

]

+ 2 log(1− L2
n)

converges weakly to the distribution function F (y) = 1 − e−K(β)e(y+8β)/2
, y ∈ R. We now

prove (45).

Fix y ∈ R. Let N = n− 2 and t = tn ∈ [0, 1) such that

t2 = 1− exp
{ 1

N
(−4 log p+ log log p+ y) ∧ 0

}

.

It is easy to see that

P ((n − 2) log(1− L2
n) + 4 log p− log log p ≥ y) = P (Ln ≤ t) (46)

as n is sufficiently large, and

lim
n→∞

tn =
√

1− e−4β ∈ (0, 1) and N log(1− t2) = −4 log p+ log log p+ y (47)

as n is sufficiently large. We now calculate hn in Lemma 6.4 to obtain limn→∞ P (Ln ≤ t).

Review

hn =
n1/2p2√

2π

∫ 1

t
(1− x2)

n−4
2 dx. (48)

It follows from Lemma 6.2 and the first identity in (47) that

n1/2p2
∫ 1

t
(1− x2)(n−4)/2 dx ∼ n1/2p2

nt

(

1− t2
)(n−2)/2

∼ 1√
1− e−4β

· p2√
N

(

1− t2
)N/2
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as n → ∞. By using the second identity in (47), we see that

p2√
N

(

1− t2
)N/2

=
p2√
N

· exp
{−4 log p+ log log p+ y

N
· N
2

}

=

√
log p√
N

· ey/2 →
√

β ey/2

as n → ∞. Collect all the facts above to have

lim
n→∞

hn = K(β)ey/2

where

K(β) =
( β

2π(1 − e−4β)

)1/2
.

By (46) then Lemma 6.4 we have

lim
n→∞

P ((n− 2) log(1− L2
n) + 4 log p− log log p ≥ y) = e−K(β)ey/2

for any y ∈ R. By the same argument as getting (39), the above yileds that

lim
n→∞

P ((n− 2) log(1 − L2
n) + 4 log p− log log p ≤ y) = 1− e−K(β)ey/2

for any y ∈ R. We eventually arrive at (45). �

Proof of Theorem 3. (i). Assuming (ii) of the theorem, dividing (13) by log p, we see

that

n

log p
log(1− L2

n) → −4

in probability as n → ∞. Since (log p)/n → ∞, we have Ln → 1 in probability as n → ∞.

(ii). The proof in this part does not rely on the conclusion in (i). Fix y ∈ R. Let

N = n− 2 and t = tn ≥ 0 such that

t2 = 1− exp
{ 1

N
(−4 log p+ log n+ y) ∧ 0

}

.

Obviously, tn → 1− as n → ∞ by the condition (log p)/n → ∞. Thus, without loss of

generality, assume t = tn ∈ (0, 1) for all n ≥ 1. Easily,

log(1 − t2) =
−4 log p+ log n+ y

N
and (49)

P ((n − 2) log(1− L2
n) + 4 log p− log n ≥ y) = P (Ln ≤ t) (50)

as n is sufficiently large. We now evaluate hn in Lemma 6.4 to obtain limn→∞ P (Ln ≤ t).

Recall

hn =
n1/2p2√

2π

∫ 1

t
(1− x2)

n−4
2 dx. (51)
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From Lemma 6.2 and the fact tn → 1 as n → ∞ we obtain

n1/2p2
∫ 1

t
(1− x2)(n−4)/2 dx ∼ n1/2p2

nt

(

1− t2
)(n−2)/2

∼ p2√
N

(

1− t2
)N/2

as n → ∞. Combine this and (49) to have

p2√
N

(

1− t2
)N/2 ∼ p2√

N
· exp

{−4 log p+ log n+ y

N
· N
2

}

= ey/2 ·
√
n√
N

→ ey/2

as n → ∞. Joining all the above we have that

lim
n→∞

hn =
1√
2π

ey/2

as n → ∞. From (50) then Lemma 6.4 we finally obtain

lim
n→∞

P ((n− 2) log(1− L2
n) + 4 log p− log n ≥ y) = e−Key/2

for any y ∈ R, where K = 1√
2π
. By the same argument as getting (39), the above actually

implies that

lim
n→∞

P ((n− 2) log(1− L2
n) + 4 log p− log n ≤ y) = 1− e−Key/2

for any y ∈ R. This says that

(n− 2)Tn + 4 log p− log n =⇒ F (y) (52)

with F (y) = 1 − e−Key/2, y ∈ R and K = 1/
√
2π. Further, multiplying the left hand side

of (52) by 2
n−2 we obtain

2Tn +
8 log p

n− 2

P→ 0 (53)

as n → ∞. Noticing (n − 2)Tn + 2Tn = nTn. Adding up (52) and (53), we conclude from

the Slusky lemma that

nTn + 4 log p− log n+
8 log p

n− 2
= nTn +

4n

n− 2
log p− log n

converges weakly to the distribution function F (y) = 1− e−Key/2, y ∈ R with K = 1/
√
2π.

�
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6.3 Proofs for Results on L̃n in Section 2.2

The proofs of the results on L̃n are analogous to those of the results on Ln. The essential

difference is to apply (22) in place of (21). Keeping all other arguments, we then get the

proofs of the results on L̃n stated in Section 2.2. We omit the details for reasons of space.
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