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## 1. Introduction

Phylogenetic trees are widely used in evolutionary biology to describe how species have evolved from a shared ancestral species. In the last 25 years, aligned DNA sequence data and related sequences (amino acids, codons etc) have been widely used for reconstructing and analysing these trees [5, 11]. Tree reconstruction methods usually assume that sequence sites evolve according to some Markov process. The question of how much data is required to reconstruct a phylogenetic tree has been considered by a number of biologists $[2,6,10,16]$ and is topical, as it is not clear whether all trees for all taxa sets could be reconstructed accurately from the available data.

In earlier papers, we have analytically quantified the sequence length required for accurate tree reconstruction when sites evolve i.i.d. under various Markov processes $[3,4,7,9]$. These bounds typically depend on the number of taxa and the properties of the tree - in particular, how close the probability of a change of state ('substitution') on any edge is to 0 or to its maximum possible value. It is the rate of growth in the sequence with the number of taxa that is of interest here. The growth rate in sequence length required for accurate tree reconstruction has a trivial lower bound growth of $\log (n)$ - this comes from simply comparing the number of binary trees on $n$ leaves with the number of collections of $n$ sequences of given length. What is perhaps surprising is that for certain finite-state Markov processes this primitive rate of growth can be achieved for some models [3], given a bound on the substitution probabilities. This $\log (n)$ upper bound on sequence length also applies to a discrete infinite-state model (the 'random cluster model') [7], given similar bounds on the substitution probabilities. The $\log (n)$ behaviour for these two models changes to a polynomial dependence on $n$ when the probabilities of state change are allowed to exceed a certain critical value.

In this paper, we address a quite different question: namely if one has both the data and a proposal for a 'true' tree (i.e. the tree that produced the data under the model) we would like to test whether this tree is indeed the true tree, or whether some other tree must have produced the data. The answer provided must be correct with high probability. This concept of testing fits into the Popperian tradition we would like to be able to refute the hypothesis that a particular tree produced the data, without necessarily exhibiting the tree that did. In statistics, the theory of testing among a discrete set of hypotheses has a long history (see, for example, Wald's paper from 1948 [1]).

In this paper, we ask whether the information (sequence length) required for these two tasks - reconstructing versus testing - is fundamentally the same, i.e. that it grows at the same rate as a function of the size of the taxon set. Intuitively, testing should be 'easier' (require less data) than reconstructing, since for testing, one has additional information, and one is simply asked to make a binary decision. This suggested difference is somewhat analogous to the " $P \neq N P$ " conjecture in computational complexity, where any candidate solution for a problem in the class $N P$ can be readily verified or refuted (in polynomial time) but it is believed that finding such a solution is fundamentally harder (i.e. not always possible in
polynomial time). Of course, in our setting, we are dealing with sequence length, not computing time, but the two problems have an analogous flavour.

In the next section, we describe a general framework for discussing these issues, and we exhibit an (abstract) example where the sequence length required to test a discrete parameter is far less than the sequence length required to reconstruct it. Turning to the phylogenetic setting in Section 3, we show that when sequence sites evolve i.i.d. according to a finite-state Markov process then testing requires sequence length growth of rate $\log (n)$ - which is the same as reconstructing requires, given bounds on the substitution probabilities. By contrast, for a discrete infinitestate Markov process, the situation is quite different - constant length sequences suffice to test, but order $\log (n)$ length sequences are required for reconstruction. We conclude the paper with some brief comments.

## 2. Testing versus Reconstructing

In this section, we describe definitions and properties of testing and reconstructing in a general setting; we will specialize our approach to the phylogenetic setting in the following section.

Suppose $A=A_{n}$ and $U=U_{n}$ are finite sets, and that we have a random variable $X=X_{(a, \theta)}$ taking values in $U$ and whose distribution depends on the discrete parameter $a \in A$, and perhaps some nuisance parameter $\theta$ taking values in a set $\Theta(a)$ (in the next section, $A$ will be a set of trees, $U$ will be a set of site patterns and the nuisance parameters will be edge lengths of the tree - all these concepts will be described later). We call $X_{(a, \theta)}$ a parameterized random variable, and when the nuisance parameter is either absent or has been specified for each $a$ (so that the distribution of $X_{(a, \theta)}$ just depends on $a$ ), we refer to a simply-parameterized random variable.

Given a sequence $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{k}\right)$ of $k$ i.i.d. observations of $X_{(a, \theta)}$, we would like to use $\mathbf{u}$ to identify the discrete parameter $a$ correctly with high probability. This reconstruction task is always possible for sufficiently large values of $k$ provided a weak 'identifiability' condition holds, namely that for all $a \in A$, and $\theta \in \Theta(a)$ we have:

$$
\inf _{a^{\prime} \neq a, \theta^{\prime} \in \Theta\left(a^{\prime}\right)} d\left((a, \theta),\left(a^{\prime}, \theta^{\prime}\right)\right)>0
$$

(see [14]), where $d\left((a, \theta),\left(a^{\prime}, \theta^{\prime}\right)\right)$ denotes the $l_{1}$ distance between the probability distribution of the random variables $X_{(a, \theta)}$ and $X_{\left(a^{\prime}, \theta^{\prime}\right)}$.

The two tasks that we consider can be summarized, informally, as follows.

Reconstructing: Given $\mathbf{u} \in U^{k}$, determine with high probability the value $a \in A$ that generated $\mathbf{u}$ (for some $\theta \in \Theta(a)$ ).
Testing: Given a candidate value $a \in A$, as well as $\mathbf{u} \in U^{k}$, determine with high probability whether or not $\mathbf{u}$ was generated by $(a, \theta)$ (for some $\theta \in \Theta(a))$.

We are interested in determining and comparing the number of i.i.d. samples required to carry out these tasks. Clearly testing is 'easier' than reconstructing (i.e. testing requires a smaller or equal value of $k$ than reconstructing for the same accuracy), since one can always test by reconstructing and comparing the reconstructed object with the candidate object. Thus we will be particularly interested in determining whether the value of $k$ grows at the same rate with $n$ for these two tasks.

In general a basic lower limit on $k$ is required for reconstructing, and a much weaker one for testing, which shows that testing can require asymptotically much shorter sequences. Before describing these bounds (Proposition 2.1), we formalize the concept of reconstructing and testing.
2.1. Definitions: Reconstruction, testing and accuracy. Throughout we will let $\left(X_{(a, \theta)}^{1}, \ldots X_{(a, \theta)}^{k}\right)$ denote a sequence of $k$ i.i.d. observations generated by $(a, \theta)$.

A reconstruction method $R$ is a random variable ${ }^{1} R(\mathbf{u})$ taking values in $A$ and which depends on $\mathbf{u} \in U^{k}$. Then:

$$
\rho_{(a, \theta)}^{R}:=\mathbb{P}\left(R\left(\left(X_{(a, \theta)}^{1}, \ldots X_{(a, \theta)}^{k}\right)\right)=a\right)
$$

is the probability that $R$ will correctly reconstruct $a$ from $k$ i.i.d. samples generated by $(a, \theta)$. We say that $R$ has (reconstruction) accuracy $1-\epsilon$ (for $k$ samples) if, for all $a \in A$ and $\theta \in \Theta(a)$, we have,

$$
\rho_{(a, \theta)}^{R} \geq 1-\epsilon .
$$

Note that, if we let $p_{a, \theta}(u)=\mathbb{P}\left(X_{(a, u)}=u\right)$, and for $\mathbf{u} \in U^{k} \operatorname{let}^{2}$

$$
p_{a, \theta}(\mathbf{u}):=\prod_{i=1}^{k} p_{a, \theta}\left(u_{i}\right)
$$

then:

$$
\rho_{(a, \theta)}^{R}=\sum_{\mathbf{u} \in U^{k}} p_{(a, \theta)}(\mathbf{u}) \cdot \mathbb{P}(R(\mathbf{u})=a) .
$$

A testing process $\psi$ is a collection of random variables $\psi(a, \mathbf{u}): a \in A, \mathbf{u} \in U^{k}$ taking values in \{true, false\}. In the case where $\psi$ assigns 'true' or 'false' with probability 1 (for each choice of $(a, \mathbf{u})$ ), we say that $\psi$ is a deterministic testing process.

Let $\epsilon>0$. We say that a testing process has accuracy $1-\epsilon$ (for $k$ samples) if for all $a \in A$, and $\theta \in \Theta(a)$, the following two conditions hold:

$$
\begin{equation*}
\mathbb{P}\left(\psi\left(a,\left(X_{(a, \theta)}^{1}, \ldots, X_{(a, \theta)}^{k}\right)\right)=\text { true }\right) \geq 1-\epsilon \tag{1}
\end{equation*}
$$

[^1]and for any $b \neq a$, and $\theta^{\prime} \in \Theta(b)$,
$$
\mathbb{P}\left(\psi\left(a,\left(X_{\left(b, \theta^{\prime}\right)}^{1}, \ldots, X_{\left(b, \theta^{\prime}\right)}^{k}\right)\right)=\text { false }\right) \geq 1-\epsilon
$$

In other words, $\psi$ returns 'true' with probability at least $1-\epsilon$ when the discrete parameter $a \in A$ is tested against the data it produced, and $\psi$ returns 'false' with probability at least $1-\epsilon$ when any other particular element of $A$ is tested against the data. Note that any collection of random variables $X_{(a, \theta)}$ has a trivial testing process with accuracy $\frac{1}{2}$; namely for each $a \in A$ and $\mathbf{u} \in U$ let $\psi(a, \mathbf{u})=$ true with probability $\frac{1}{2}$. To exclude such trivialities we will generally assume that $\epsilon<\frac{1}{2}$.

If Inequality (1) is strengthened to:

$$
\mathbb{P}\left(\psi\left(a,\left(X_{(a, \theta)}^{1}, \ldots, X_{(a, \theta)}^{k}\right)\right)=\text { true }\right)=1
$$

for all $a \in A$ and $\theta \in \Theta(a)$, we say that the testing process has strong accuracy $1-\epsilon$.

The following proposition shows that reconstructing in general can require considerably longer sequences than testing.

## Proposition 2.1.

(i) Suppose a simply-parameterized random variable $X_{a}(a \in A)$ takes values in $U$ and has a reconstruction method with accuracy strictly greater than $\frac{1}{2}$ for $k$ samples. Then $|A| \leq|U|^{k}$, and so $k \geq \frac{\log (|A|)}{\log (|U|)}$, or, equivalently:

$$
\log (|U|) \geq \frac{1}{k} \log (|A|)
$$

(ii) For any $\epsilon>0$ and $k=1$, there exist sets $A, U$ and a simply-parametized random variable $X_{a}$ (for $a \in A$ ) taking values in $U$, and a deterministic testing procedure $\psi$ that has strong accuracy of $1-\epsilon$, such that:

$$
\log (|U|)=O(\log (\log (|A|)))
$$

Proof. Part (i) was established in [12] (Theorem 2.1 (ii)). For Part (ii), let $U=$ $\{1, \ldots, n\}$ and let $A$ be a collection of subsets of $U$ with the property that for any two elements $a, a^{\prime} \in A$ :

$$
\begin{equation*}
\frac{\left|a \cap a^{\prime}\right|}{\min \left\{|a|,\left|a^{\prime}\right|\right\}} \leq \epsilon \tag{2}
\end{equation*}
$$

Consider the following simply-parameterized random variable $X_{a}(a \in A)$ defined by the rule that $X_{a}$ selects one of the elements of $a$ uniformly at random. Note that $X_{a}$ takes values in the set $U$. Consider the deterministic testing process $\psi$ defined by the rule:

$$
\psi(a, u)= \begin{cases}\text { true, } & \text { if } u \in a \\ \text { false, } & \text { otherwise }\end{cases}
$$

Clearly,

$$
\mathbb{P}\left(\psi\left(a, X_{a}\right)=\text { true }\right)=1
$$

and Condition (2) ensures that for $b \neq a$ :

$$
\mathbb{P}\left(\psi\left(a, X_{b}\right)=\text { true }\right) \leq \epsilon,
$$

and so $\psi$ has strong accuracy $1-\epsilon$. Thus it remains to construct a family $A$ of subsets of $\{1, \ldots, n\}$ satisfying (2) and of cardinality at least $e^{n^{\eta}}$ for some $\eta>0$ (since in that case $\log (|U|)=O(\log (\log (|A|)))$ ).

The existence of such a large collection can be established by using the probabilitistic method as follows. Construct $N$ random subsets of $\{1, \ldots, n\}$ by the following process: for each element $i$ of $\{1, \ldots, n\}$ place $i$ in the set with probability $n^{-2 / 3}$; otherwise, leave that element out. Using standard results on the asymptotic distribution of sums of i.i.d. random variables, the probability $p$ of the event that (i) all of the $N$ sets are of size at least $n^{0.3}$, and (ii) that all pairs of sets intersect in at most $n^{0.2}$ points satisfies (by the subadditivity of probability):

$$
p \geq 1-N \exp \left(-n^{c_{1}}\right)-\binom{N}{2} \exp \left(-n^{c_{2}}\right)
$$

for positive constants $c_{1}, c_{2}$. Now, for $N=e^{n^{\eta}}$ where $0<\eta<\min \left\{c_{1}, c_{2}\right\}$ it holds that $p>0$ for sufficiently large values of $n$. In this case, a collection of sets must exist that satisfy Conditions (i) and (ii). Finally, this collection will also satisfy (2) provided $n$ is large enough that $\frac{n^{0.2}}{n^{0.3}}<\epsilon$. This completes the proof.

Given a reconstruction method $R$, a canonical testing process $\psi_{R}$ is associated with it, defined as follows:

$$
\psi_{R}(a, \mathbf{u})=\operatorname{true} \Leftrightarrow R(\mathbf{u})=a .
$$

for all $a \in A$ and $\mathbf{u} \in U^{k}$. The following lemma follows easily from the definitions.
Lemma 2.2. Given a parameterized random variable $X_{(a, \theta)}$ and an associated reconstruction method $R$ with accuracy $1-\epsilon$, the associated testing process $\psi_{R}$ has reconstruction accuracy $1-\epsilon$.

In summary, it is clear that in general, 'testing' can require considerably less information (sequence length) than 'reconstructing.' We now consider what happens in a specific setting that arises in computational evolutionary biology.

## 3. Testing versus reconstruction in Phylogenetics

A phylogenetic ( $X^{-}$) tree is a tree $\mathcal{T}$, whose leaf set $X$ is labelled and whose interior vertices are unlabeled and of degree at least 3. If, in addition, every interior vertex of $\mathcal{T}$ has degree exactly 3 then $\mathcal{T}$ is said to be binary. Without loss of generality, we can usually take $X=\{1, \ldots, n\}$.

In this section, we specialize, letting $A=A_{n}$ be the set of binary phylogenetic trees on leaf set $\{1, \ldots, n\}$, and letting $U=U_{n}$ be the set of site patterns on the leaf set $\{1, \ldots, n\}$ generated under some Markov process on the tree. Let $k_{t}(n)$ denote the sequence length required to test a phylogenetic tree with high probability and let $k_{r}(n)$ be the sequence length required to reconstruct a tree with high probability (under the same model).

For one class of models (finite-state Markov processes with an irreducible rate matrix), we will show (Theorem 3.1) that $k_{t}(n)$ grows at least logarithmically with $n$ (even in the simply-parametric setting, where each tree has a fixed set of edge lengths). It had already been established earlier that $k_{r}(n)$ grows at least logarithmically for very general models of sequence evolution (and in some more restricted models and parameter sets, grows at least polynomially) [3, 4]. Thus, when $k_{r}(n)=O(\log n)$, we have $k_{t}(n)=\Theta\left(k_{r}(n)\right)$.

However for a closely-related Markov process - the 'random cluster model', which can be used to model rare genomic events, the situation is surprisingly different in one respect. Although reconstruction still requires at least logarithmic (and in a certain range polynomial) number of samples [7], testing with strong accuracy of $1-\epsilon$ can be achieved with $O(1)$ samples (Theorem 3.3). Thus, in this case we have $k_{t}(n)=o\left(k_{r}(n)\right)$. Moreover this applies even in the simply-parameterized setting (where each tree has a fixed set of edge lengths).

We will now describe these results, beginning with the finite-state model.
3.1. Testing for a finite-state Markov process requires at least $\log (n)$ length sequences. Finite-state Markov processes on trees underlie many approaches in molecular phylogenetics (see, for example, [5]). We provide a brief formal description; for more details, the reader may wish to consult [5] or [11].


Figure 1. (a): In a finite-state Markov process, a random state $(\alpha)$ at some vertex $(w)$ evolves along the arcs of the tree (directed away from $w$ ). This gives rise to states at the internal vertices of the tree (in this example $(\alpha),(\alpha),(\beta))$ and a site pattern at the leaves (in this case $\alpha, \beta, \gamma, \beta, \gamma$ where the ordering corresponds to leaf order $1,2,3,4,5$ ). (b): In the random cluster model each edge $e$ is independently cut (indicated by $\times$ ) with an associated probability $p(e)$. In this example two edges were cut resulting in the leaf partition (character) of $\{\{1\},\{2,3\},\{4,5\}\}$.

A finite-state Markov process is a continuous-time Markov process whose state space is some finite set; we will denote the rate (intensity) matrix of this process
by $R$. We assume that $R$ forms a reversible Markov process and we let $\pi$ denote the equilibrium distribution on the states (determined by $R$ ).

Now, suppose we have a phylogenetic $X$-tree $\mathcal{T}$ for which each edge $e$ has some strictly positive valued 'length' $(l(e))$. In this way, we can define a Markov process on $\mathcal{T}$ as follows (c.f. Fig 1(a)). To some vertex $w$, we assign states according to the distribution $\pi$. Then assign states to the remaining vertices of the tree by orienting the edges of $\mathcal{T}$ away from $w$; for each arc $(u, v)$ for which $u$ has been assigned a state $s$, assign to $v$ the state obtained by applying the continuoustime Markov process with initial state $s$ for duration $l(e)$. Thus the transition matrix associated to edge $e$ is $\exp (R l(e))$ and the joint probability distribution on the vertices of $\mathcal{T}$ is independent of the choice of the initial vertex $w$ (by the reversibility assumption). Such a model induces a marginal distribution on the set of site patterns - assignments of states to the elements of $X$ (the leaves of $\mathcal{T}$ ) - and this constitutes a single sample of the process (the site pattern is a random variable parameterized by the pair $(\mathcal{T}, l)$, where $l$ assigns the lengths to the edges of $\mathcal{T})$.

The main result of this section is the following. Recall that a rate matrix is irreducible if the probability of a transition from any one state to any other state in time $\delta>0$ is strictly positive.

Theorem 3.1. Suppose we have a finite-state Markov process, with an irreducible rate matrix, on binary phylogenetic trees with leaf set $\{1, \ldots, n\}$. Suppose that we generate $k$ i.i.d. site patterns. Then any testing procedure that has accuracy $>\frac{1}{2}$ requires $k$ to grow at least at the rate $\log (n)$, even in the simply-parameterized setting where all edge lengths are equal to a fixed strictly positive value.

Remark: Theorem 3.1 should be viewed alongside the result of [3], which shows that tree reconstruction (under the 2-state symmetric Markov model) with high accuracy is possible for sequences of length order $\log (n)$, even when the edge lengths are not known but constrained to lie within a fixed interval $[f, g]$ for any $f>0$ and when $g$ is sufficiently small.

To establish Theorem 3.1, we first require a general result.
Lemma 3.2. Suppose a simply-parameterized random variable $X_{a}$ has a testing process $\psi$ with accuracy $1-\epsilon$ for $k$ samples. Then:
(i) $d^{(k)}\left(a, a^{\prime}\right) \geq 2(1-2 \epsilon)$ for all $a, a^{\prime} \in A$ with $a \neq a^{\prime}$,

$$
\text { where } d^{(k)}\left(a, a^{\prime}\right):=\sum_{\mathbf{u} \in U^{k}}\left|p_{a}(\mathbf{u})-p_{a^{\prime}}(\mathbf{u})\right|
$$

(ii) Let $A^{\prime}$ be a proper, nonempty subset of $A$, and let $a \in A-A^{\prime}$. Consider the following random variable $X^{\prime}$ that is simply parameterized by the set $\{a, *\}$, and defined as follows: $X_{a}^{\prime}=X_{a}$, and $X_{*}^{\prime}=X_{Y}$ where $Y$ is selected uniformly at random from the nonempty set $A^{\prime}$. Then $X^{\prime}$ has a reconstruction method with accuracy $1-\epsilon$ for $k$ samples. In particular:

$$
d^{(k)}(a, *) \geq 2(1-2 \epsilon)
$$

Proof. Part (i). First observe that $d^{(k)}\left(a, a^{\prime}\right)$ is twice the variational distance between the probability distributions $p_{a}$ and $p_{a^{\prime}}$ on $U^{k}$, i.e.:

$$
d^{(k)}\left(a, a^{\prime}\right)=2 \cdot \max _{E}\left|\mathbb{P}_{a}(E)-\mathbb{P}_{a^{\prime}}(E)\right|
$$

where maximization is over all events $E$ on $U^{k}$. For each $a, a^{\prime} \in A$, let $E_{a, a^{\prime}}$ be the event that $\psi\left(a,\left(X_{(a, \theta)}^{1}, \ldots X_{(a, \theta)}^{k}\right)\right)=$ true. Then $E_{a, a^{\prime}}$ has probability at least $1-\epsilon$ when $a=a^{\prime}$ and probability at most $\epsilon$ when $a \neq a^{\prime}$. Consequently, $d^{(k)}\left(a, a^{\prime}\right) \geq 2\left|\mathbb{P}_{a}\left(E_{a, a^{\prime}}\right)-\mathbb{P}_{a^{\prime}}\left(E_{a, a^{\prime}}\right)\right| \geq 2(1-2 \epsilon)$.

Part (ii). Let $R: U^{k} \rightarrow\{a, *\}$ be defined as follows:

$$
R(\mathbf{u})= \begin{cases}a, & \text { if } \psi(a, \mathbf{u})=\text { true } \\ *, & \text { if } \psi(a, \mathbf{u})=\text { false }\end{cases}
$$

Then, $\rho_{a}^{R}=\mathbb{P}\left(\psi\left(a,\left(X_{(a, \theta)}^{1}, \ldots X_{(a, \theta)}^{k}\right)\right)=\right.$ true $) \geq 1-\epsilon$. Moreover:

$$
\rho_{*}^{R}=1-\mathbb{P}\left(\psi\left(a,\left(X_{(Y, \theta)}^{1}, \ldots X_{(Y, \theta)}^{k}\right)\right)=\text { true }\right)
$$

and:
$\mathbb{P}\left(\psi\left(a,\left(X_{(Y, \theta)}^{1}, \ldots X_{(Y, \theta)}^{k}\right)\right)=\right.$ true $)=\sum_{y \in A^{\prime}} \mathbb{P}\left(\psi\left(a,\left(X_{(y, \theta)}^{1}, \ldots X_{(y, \theta)}^{k}\right)\right)=\right.$ true $) \cdot \frac{1}{\left|A^{\prime}\right|}$.
By assumption, each term in the sum is $\leq \epsilon$ and so $\mathbb{P}\left(\psi\left(a,\left(X_{(Y, \theta)}^{1}, \ldots X_{(Y, \theta)}^{k}\right)\right)=\right.$ true) $\leq \epsilon$. Thus, $\rho_{*}^{R} \geq 1-\epsilon$, as required. By Lemma 2.2 there is a testing procedure for $X^{\prime}$ that has accuracy at least $1-\epsilon$ and so the second claim in Part (ii) now follows by Part (i).


Figure 2. The generating tree in the proof of Theorem 3.1.
Proof of Theorem 3.1 Let $a$ be the tree shown in Fig. 2 (for convenience, we will take all the edge lengths in this tree to be equal). With a view to applying Lemma 3.2, let $A^{\prime}$ denote the set of $m$ trees consisting of precisely those trees obtained from $a$ by interchanging the leaf labels $3 i-1$ and $3 i$ for one value of $i=1, \ldots, m$ (and keeping the edge lengths fixed). Suppose there exists a testing process of accuracy $1-\epsilon$ for phylogenetic trees. Then, by Lemma 3.2(ii) we have:

$$
\begin{equation*}
d^{(k)}(a, *) \geq 2(1-2 \epsilon) \tag{3}
\end{equation*}
$$

Suppose we generate $k$ sites i.i.d. under parameter $a$ or $*$ (in the case of $*$, we select the random element of $A^{\prime}$ and then generate $k$ sites i.i.d. using that element). Let $C$ be the random vector variable that lists the sequences occurring at the unlabelled
internal vertices of the model tree $a$ in Fig. 2. Note that $C$ has the same probability distribution for any element $b$ in $A^{\prime}$ as it does for $a$, and so, in particular, we have:

$$
\mathbb{P}_{a}(C=c)=\mathbb{P}_{*}(C=c)
$$

for all choices of $c$. Thus:

$$
d^{(k)}(a, *)=\sum_{\mathbf{u} \in U^{k}}\left|\mathbb{P}_{a}(\mathbf{u})-\mathbb{P}_{*}(\mathbf{u})\right|=\sum_{\mathbf{u}}\left|\sum_{c}\left(\mathbb{P}_{a}(\mathbf{u} \mid c)-\mathbb{P}_{*}(\mathbf{u} \mid c)\right) \cdot \mathbb{P}_{a}(C=c)\right|
$$

and so:
(4)
$\left.\left.d^{(k)}(a, *) \leq\left(\max _{c} \sum_{\mathbf{u}} \mid \mathbb{P}_{a}(\mathbf{u} \mid c)-\mathbb{P}_{*}(\mathbf{u} \mid c)\right) \mid\right) \cdot \sum_{c} \mathbb{P}_{a}(C=c)=\max _{c} \sum_{\mathbf{u}} \mid \mathbb{P}_{a}(\mathbf{u} \mid c)-\mathbb{P}_{*}(\mathbf{u} \mid c)\right) \mid$.
We will establish the following crucial inequality: For any $c$ :

$$
\begin{equation*}
\left.\sum_{\mathbf{u} \in U^{k}} \mid \mathbb{P}_{a}(\mathbf{u} \mid c)-\mathbb{P}_{*}(\mathbf{u} \mid c)\right) \mid<\tau^{k} / \sqrt{m} \tag{5}
\end{equation*}
$$

for a constant $\tau$. Then, combining (5), (4) and (3) gives $\tau^{k} / \sqrt{m}>2(1-2 \epsilon)$ and so $k$ must grow at least logarithmically with $n(=3 m+2)$, as claimed by the Theorem.

Thus, to establish the theorem, it suffices to justify Inequality (5).
For any $c$ maximizing $\left.\sum_{\mathbf{u}} \mid \mathbb{P}_{a}(\mathbf{u} \mid c)-\mathbb{P}_{*}(\mathbf{u} \mid c)\right) \mid$, let us denote $\mathbb{P}_{x}(\mathbf{u} \mid c)$ by $Q_{x}(\mathbf{u})$ for $x=a, *$ and $b \in A^{\prime}$. Then:

$$
\begin{equation*}
\sum_{\mathbf{u}}\left|Q_{a}(\mathbf{u})-Q_{*}(\mathbf{u})\right|=\sum_{\mathbf{u}}\left|Q_{a}(\mathbf{u})-\frac{1}{m} \sum_{b \in A^{\prime}} Q_{b}(\mathbf{u})\right| \tag{6}
\end{equation*}
$$

We can rewrite the expression on the right-hand side of (6) as:

$$
\begin{equation*}
\left|\sum_{\mathbf{u}} Q_{a}(\mathbf{u})\left(1-\frac{1}{m} \sum_{b \in A^{\prime}} \frac{Q_{b}(\mathbf{u})}{Q_{a}(\mathbf{u})}\right)\right| \leq \sum_{\mathbf{u}} Q_{a}(\mathbf{u}) \cdot\left|\frac{1}{m} \sum_{b \in A^{\prime}}\left(1-\frac{Q_{b}(\mathbf{u})}{Q_{a}(\mathbf{u})}\right)\right| \tag{7}
\end{equation*}
$$

In particular, consider the following random variable:

$$
Z_{b}:=1-\frac{Q_{b}(\xi)}{Q_{a}(\xi)}
$$

for each $b \in A^{\prime}$, where $\xi$ is the random element of $U^{k}$ generated by the probability distribution $Q_{a}$. Then the expression on the right-hand side of (7) can be rewritten as:

$$
\mathbb{E}\left(\left|\frac{1}{m} \sum_{b \in A^{\prime}} Z_{b}\right|\right)
$$

where expectation is taken with respect to the probability distribution $Q_{a}$ on $U^{k}$. Now, for all $b \in A^{\prime}$ we have:

$$
\mathbb{E}\left(Z_{b}\right)=\sum_{\mathbf{u} \in U^{k}} Q_{a}(\mathbf{u}) \cdot\left(1-\frac{Q_{b}(\mathbf{u})}{Q_{a}(\mathbf{u})}\right)=\sum_{\mathbf{u} \in U^{k}}\left(Q_{a}(\mathbf{u})-Q_{b}(\mathbf{u})\right)=1-1=0
$$

and the $Z_{b}$ are independent random variables (since we have conditioned on a particular value $C=c$ ). Thus, by Jensen's inequality:

$$
\begin{equation*}
\mathbb{E}\left(\left|\frac{1}{m} \sum_{b \in A^{\prime}} Z_{b}\right|\right)^{2} \leq \mathbb{E}\left(\left(\frac{1}{m} \sum_{b \in A^{\prime}} Z_{b}\right)^{2}\right)=\frac{1}{m^{2}} \sum_{b \in A^{\prime}} \mathbb{E}\left(Z_{b}^{2}\right) \tag{8}
\end{equation*}
$$

Now, since $\mathbb{E}\left(Z_{b}\right)=0$, we have $1+\mathbb{E}\left(Z_{b}^{2}\right)=\mathbb{E}\left(\left(Z_{b}+1\right)^{2}\right)=\mathbb{E}\left(\frac{Q_{b}(\xi)^{2}}{Q_{a}(\xi)^{2}}\right)$ and so:

$$
\begin{equation*}
\mathbb{E}\left(Z_{b}^{2}\right)=-1+\mathbb{E}\left(\frac{Q_{b}(\xi)^{2}}{Q_{a}(\xi)^{2}}\right) \tag{9}
\end{equation*}
$$

Also, writing $\mathbf{u}=\left(u_{1}, \ldots, u_{k}\right)$ and $c=\left(c_{1}, \ldots, c_{k}\right)$, the irreducibility condition of the Markov process ensures that the following inequality holds:

$$
\begin{equation*}
\frac{\mathbb{P}_{b}\left(u_{i} \mid c_{i}\right)}{\mathbb{P}_{a}\left(u_{i} \mid c_{i}\right)} \leq \tau \tag{10}
\end{equation*}
$$

for some absolute constant $\tau$ dependent only on the rate matrix $R$ and the (equal) value of the common edge length. Thus, by independence, $\frac{Q_{b}(\mathbf{u})}{Q_{a}(\mathbf{u})} \leq \tau^{k}$, and so (9) gives:

$$
\mathbb{E}\left(Z_{b}^{2}\right) \leq-1+\tau^{2 k}<\tau^{2 k}
$$

Consequently, by (8):

$$
\mathbb{E}\left(\left|\frac{1}{m} \sum_{b \in A^{\prime}} Z_{b}\right|\right) \leq \sqrt{\frac{1}{m^{2}}\left|A^{\prime}\right| \tau^{2 k}}<\tau^{k} / \sqrt{m}
$$

and so (by (6) and (7)) we have verified Inequality (5), and thereby completed the proof.
3.2. An $\mathbf{O}(1)$ test for the random cluster model. In this section, a character (on $X$ ) denotes an arbitrary partition $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ of $X$ into any number of disjoint subsets.

In the random cluster model, one has a phylogenetic $X$-tree $\mathcal{T}$ and each edge $e$ has an associated probability $p(e)$ that the edge of $\mathcal{T}$ is cut. These cuts are performed independently across the tree, resulting in a (generally disconnected) graph and the leaves in each connected component form the blocks of a resulting random character on $X$. Thus $\mathcal{T}$ along with the $p(e)$ values (called 'substitution probabilities') provide a well-defined probability distribution on characters on $X$ (see Fig. 1(b)).

This is the same distribution on characters as one obtains in the limit as $s \rightarrow \infty$ from a finite-state Markov process on $\mathcal{T}$ that has an $s \times s$ rate matrix in which all its off-diagonal entries are equal, and where one considers the character on $X$ whose blocks are the sets of leaves of the same state. Thus we can view the random cluster model as a type of infinite-state Markov process. The model is relevant for describing evolution in settings where transitions generally lead to states that have not appeared elsewhere in the tree (such as with gene order re-arrangement, or other rare genomic events).

Given a character $\chi$ on $X$ and a phylogenetic $X$-tree $\mathcal{T}$, let $\mathcal{T}_{\alpha}$ denote the minimal subtree of $\mathcal{T}$ connecting the leaves of $\mathcal{T}$ in block $\alpha$. Then $\chi$ is said to be homoplasy-free on $\mathcal{T}$ if the collection of trees $\mathcal{T}_{\alpha}: \alpha \in \chi$ is vertex-disjoint. Given a sequence $\mathcal{C}=\left(\chi_{1}, \chi_{2}, \ldots, \chi_{k}\right)$ of characters, consider the following deterministic testing process $\psi_{H}$ on phylogenetic trees:
$\psi_{H}(\mathcal{C}, \mathcal{T})= \begin{cases}\text { true, } & \text { if } \chi_{i} \text { is homoplasy-free on } \mathcal{T} \text { for } i=1, \ldots, k ; \\ \text { false, } & \text { otherwise } .\end{cases}$

$\mathcal{T}_{1}$


Figure 3. Canonical representation of two different binary phylogenetic trees in the proof of Theorem 3.3

Theorem 3.3. Under the random cluster model on binary phylogenetic trees with leaf set $\{1, \ldots, n\}$, suppose that we generate $k$ i.i.d. characters, where the substitution probability $p(e)$ on any edge $e$ lies in some fixed interval $[a, b]$ where $0<a \leq b<\frac{1}{2}$. Then $\psi_{H}$ is a testing process with strong accuracy of $1-\epsilon$ whenever the number of characters is at least $k$, where:

$$
k=\gamma^{-1} \cdot \log \left(\epsilon^{-1}\right)
$$

and where $\gamma=a \cdot \frac{(1-2 b)^{4}}{(1-b)^{4}}$. This holds for all values of $n$.

To prove Theorem 3.3 we first require a combinatorial lemma.
Lemma 3.4. Suppose $\mathcal{T}_{1}, \mathcal{T}_{2}$ are two binary phylogenetic $X$-trees, with $\mathcal{T}_{1} \neq \mathcal{T}_{2}$, and $|X|>3$. There exist induced rooted phylogenetic subtrees $\mathcal{T}_{A}, \mathcal{T}_{B}$, on leaf sets $A$ and $B$, respectively, where $A, B$ are disjoint, nonempty subsets of $X$, such that:
(i) $\mathcal{T}_{A}$ and $\mathcal{T}_{B}$ are present as pendant subtrees in $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$; and
(ii) the root of $\mathcal{T}_{A}$ and of $\mathcal{T}_{B}$ are adjacent to a common vertex in $\mathcal{T}_{2}$ but not in $\mathcal{T}_{1}$.

Proof. The proof is by induction on $|X|$. For $|X|=4$, the result is easily seen to hold. Suppose the lemma holds for $|X|=n-1$ where $n \geq 5$, and that $|X|=n$. If $\mathcal{T}_{2}$
has a cherry (a pair of elements $\{x, y\}$ of $X$ that label leaves that are adjacent to a common vertex) that is not also a cherry of $\mathcal{T}_{1}$, then we can take $A=\{x\}, B=\{y\}$ and the claim in the theorem holds. Otherwise, every cherry of $\mathcal{T}_{2}$ is a cherry of $\mathcal{T}_{1}$ and since $\mathcal{T}_{2}$ has at least one cherry ( say $\{x, y\}$ ) we may replace $\mathcal{T}_{1}, \mathcal{T}_{2}$ with the pair of trees $\mathcal{T}_{1}^{\prime}, \mathcal{T}_{2}^{\prime}$ obtained by deleting the leaves labeled $\{x, y\}$ and their incident edges from each tree, and assigning each newly created leaf vertex the label $v_{x, y}$. Note that $\mathcal{T}_{1}^{\prime}, \mathcal{I}_{2}^{\prime}$ are binary phylogenetic trees, with a leaf label set $X-\{x, y\} \cup\left\{v_{x, y}\right\}$, and that $\mathcal{T}_{1}^{\prime} \neq \mathcal{T}_{2}^{\prime}$ (otherwise it is easily seen that $\mathcal{T}_{1}=\mathcal{T}_{2}$ ). Thus we may apply the induction hypothesis to the pair $\mathcal{T}_{1}^{\prime}, \mathcal{T}_{2}^{\prime}$. Given the sets $A, B$ for this pair that meet the requirements stated in the lemma, we then replace any occurrence of $v_{x, y}$ in $A$ or $B$ by the elements $x, y$ - the resulting pair of sets now satisfies the requirements stated in the lemma. This completes the proof.

Proof of Theorem 3.3 Suppose that $\mathcal{T}_{1}$ is the binary phylogenetic $X$-tree that generates the characters. Then $\psi_{H}\left(\mathcal{F}, \mathcal{T}_{1}\right)=$ 'true' with probability 1 , since the event $\chi$ is homoplasy-free on $\mathcal{T}_{1}$ has probability 1 for any character $\chi$ that evolves on $\mathcal{T}_{1}$ under the random cluster model. Now, suppose that $\mathcal{T}_{2}$ is a binary phylogenetic $X$-tree that is different from $\mathcal{T}_{1}$. By Lemma $3.4, \mathcal{T}_{2}$ and $\mathcal{T}_{1}$ both share the same pair of pendant subtrees $\mathcal{T}_{A}$ and $\mathcal{T}_{B}$ for which the roots are adjacent in $\mathcal{T}_{2}$ but not in $\mathcal{T}_{1}$, as illustrated in Fig. 3. Now consider the evolution of one of the characters $\chi_{i}$ under the random cluster model on $\mathcal{T}_{1}$. Let $\alpha, \beta$ denote, respectively, the blocks of the character at vertices $u, v$ of $\mathcal{T}_{1}$, and consider the conjunctive event $E=\bigcap_{i=1}^{5} E_{i}$ in which:
$\left(E_{1}\right) \alpha \neq \beta$;
$\left(E_{2}\right)$ at least one leaf of $\mathcal{T}_{A}$ is present in $\alpha$;
$\left(E_{3}\right)$ at least one leaf of the other subtree of $\mathcal{T}_{1}$, which is incident with $u$ and does not contain $v$, is present in $\alpha$;
$\left(E_{4}\right)$ at least one leaf of $\mathcal{T}_{B}$ is present in $\beta$; and
$\left(E_{5}\right)$ at least one leaf of the other subtree of $\mathcal{T}_{1}$, which is incident with $v$ and does not contain $u$, is present in $\beta$.

Under the random cluster model, these five events are independent (by the assumption that the cuts on edges are made independently) and so:

$$
\mathbb{P}(E)=\mathbb{P}\left(\bigcap_{i=1}^{5} E_{i}\right)=\prod_{i=1}^{5} \mathbb{P}\left(E_{i}\right) \geq \gamma
$$

since $\mathbb{P}\left(E_{1}\right) \geq a$, and, by Lemma 2.1 of $[7], \mathbb{P}\left(E_{i}\right) \geq(1-2 b) /(1-b)$ for $i \in\{2, \ldots, 5\}$. Now, $\psi_{H}\left(\mathcal{F}, \mathcal{I}_{2}\right)=$ 'false' whenever event $E$ occurs. If we evolve $k$ independent characters under the assumptions stated in the Theorem, then the probability that $E$ occurs at least once is at least $1-(1-\gamma)^{k}$, and this probability is at least $1-\epsilon$ when $k \geq \gamma^{-1} \log \left(\epsilon^{-1}\right)$, by virtue of the inequality $1-(1-x)^{y} \geq 1-e^{-x y}$. This completes the proof.

## 4. Concluding comments

The reader may be curious as to where our proof for the $\log (n)$ lower bound on sequence length for testing under the finite-state model breaks down for the random cluster model. The crucial distinction is that the random cluster model fails to satisfy condition (10) required in the proof for Theorem 3.1. That is, in the random cluster model, some characters have a positive probability on some trees but have zero probability on other trees. Indeed it has been shown that, for any binary phylogenetic tree $\mathcal{T}$ with $n$ leaves, there is a set of just four characters such that $\mathcal{T}$ is the only tree for which these characters have strictly positive probability [8]. Thus, in contrast to finite-state models, under the random cluster model each tree can be reconstructed from $O(1)$ characters (using, say maximum likelihood estimation), provided these characters are carefully selected; if the characters evolve under the random cluster model then, as mentioned earlier, the number required number of characters for accurate tree reconstruction grows at the rate of (at least) $\log (n)$ [7].

Note also that Theorem 3.3 can be extended to a setting in which the substitution probabilities vary from character to character, provided they all lie in some fixed interval $[a, b]$ where $0<a \leq b<\frac{1}{2}$. If we generate $k$ characters independently (but not necessarily identically) in this more general setting, testing the true tree using $\psi_{H}$ will return 'true' with probability 1 , while testing any other tree will return 'false' with probability at least $1-\epsilon$ provided $k$ satisfies the lower bound described in Theorem 3.3.

Although testing for the finite-state Markov model can require the same $\Omega(\log (n))$ growth in sequence length required for reconstructing, there is a related task where $O(1)$ sequence length suffices. This is for teasing a tree, where one is given sequences of length $k$ and a set of two trees - one of which is the tree that generated the data, and one is asked to identify which of the two trees generated the data. For the symmetric 2 -state Markov process and under suitable restrictions on the substitution probabilities, it was shown in [15] that sequences of length $O(1)$ (i.e. independent of $n$ ) suffice to correctly solve (with high probability) the teasing problem on binary phylogenetic trees with $n$ leaves.

Finally, we have considered reconstruction only in the part of the parameter range (on the substitution probabilities on the edges of the tree) where reconstruction requires logarithmic length sequences. Outside of this region, it is known that polynomial-length sequences can be required, both for the finite state Markov model [3] and for the random cluster model [7]. It may be of interest in future work to determine the sequence length required for testing in these portions of parameter space.
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