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## 1. Statement of the problem on pricing of the "Russian option".

1. Following Samuelson [9], Black and Scholes [2], and Merton [8], we consider the "diffusion" $(B, S)$-market consisting of two assets: riskless bank account $B=\left(B_{t}\right)_{t \geqq 0}$ and risky stock $S=\left(S_{t}\right)_{t \geqq 0}$.

We assume that the bank account $B=\left(B_{t}\right)_{t \geqq 0}$ is a determinate function

$$
\begin{equation*}
B_{t}=B_{0} e^{r t}, \quad B_{0}>0, \quad r \geqq 0, \tag{1.1}
\end{equation*}
$$

satisfying the equation

$$
\begin{equation*}
d B_{t}=r B_{t} d t \tag{1.2}
\end{equation*}
$$

In order to describe the evolution of the stock price $S=\left(S_{t}\right)_{t \geqq 0}$ as a random process we shall consider following the spirit of the modern "general theory of the random processes" the canonical filtered Wiener space $\left(\Omega, \mathcal{F}, \mathbf{F}=\left(\mathcal{F}_{t}\right)_{t \geqq 0}, \mathbf{P}\right)$ with components:
$\Omega$ a space of continuous functions $\omega=\left(\omega_{t}\right)_{t \geqq 0}$ with $\omega_{0}=0 ; \mathcal{F}=\mathcal{C}$ a Borel $\sigma$-algebra generated by cylindric sets; $\mathbf{P}$ a Wiener measure on $(\Omega, \mathcal{F}) ; \mathbf{F}=\left(\mathcal{F}_{t}\right)_{t \geqq 0}$ a filtration, i.e., a flow of $\sigma$-algebras $\mathcal{F}_{t}, t \geqq 0$, where $\mathcal{F}_{t}$ is a $\sigma$-algebra $\cap_{s>t} \mathcal{F}_{s}^{0}$ with $\mathcal{F}_{s}^{0}=\sigma\left(\omega_{u}, u \leqq s\right)$ completed by the sets of $\mathbf{P}$-null probability from $\mathcal{F}$.

Let $W=\left(W_{t}\right)_{t \geqq 0}$ be a canonical process with $W_{t}=W_{t}(\omega)$ such that $W_{t}(\omega)=\omega_{t}$. The process $W$ is a standard Wiener process (Brownian motion) with respect to the measure $\mathbf{P}$ whose one characterization is the following (Lévy theorem, see [16, Theorem 4.1]): $W$ is a continuous martingale (with respect to $(\mathbf{F}, \mathbf{P})$ ), i.e., $\mathbf{E}\left(W_{t} \mid \mathcal{F}_{s}\right)=W_{s}(\mathbf{P}$ a.s.) and $\mathbf{E}\left(\left(W_{t}-W_{s}\right)^{2} \mid \mathcal{F}_{s}\right)=t-s(\mathbf{P}-\mathrm{a} . \mathrm{s}),. s \leqq t$.

To describe the evolution of a stock price we shall assume (following [9], [2], [8] and also [18] and [20] in this issue) that the stock $S=\left(S_{t}\right)_{t \geqq 0}, S_{t}=S_{t}(\omega)$, is a diffusion random process satisfying the stochastic differential equation

$$
\begin{equation*}
d S_{t}=S_{t}\left(\mu d t+\sigma d W_{t}\right) \tag{1.3}
\end{equation*}
$$

[^0]with appreciation rate $\mu \in \mathbf{R}$, volatility $\sigma>0$, and initial value $S_{0}=s>0$.
Concerning the parameters $\mu$ and $\sigma$ in (1.3) (cf. [20, §1]) we note that the coefficient $\sigma$ is defined by a continuously observable process $S$ in an arbitrarily small time interval $\left[0, t_{0}\right], t_{0}>0$ (see, for example, [16, Lemma 4.3]). The appreciation rate $\mu$ is defined "worse". In this connection the result obtained by Black and Scholes [2] (see also [20]) turned out to be unexpected. It states that the rational price of a standard call option of European type does not depend on the parameter $\mu \in \mathbf{R}$, the $a$ priori opinion on a value of which may be very fuzzy, and in order to obtain a "good" estimation for $\mu$ one need some time of observation.

Section 6 in [20] says that the mentioned above "Black and Scholes effect" of independence of $\mu$ is explained by the fact that for the standard call option of European type with expiration time $T>0$ its payment function $f_{T}(\omega)\left(=\left(S_{T}(\omega)-K\right)^{+}\right)$depends on $\omega \in \Omega$ not directly but only via the values $S_{T}(\omega)$.

By the same reason a similar effect takes place in the case of the "Russian option" considered in [10], for which the system of payment functions $f=\left(f_{t}(\omega)\right)_{t \geqq 0}$ is of the following type:

$$
\begin{equation*}
f_{t}=e^{-\lambda t} \max \left[\max _{u \leqq t} S_{u}, s \psi_{0}\right] \tag{1.4}
\end{equation*}
$$

where $\lambda>0, \psi_{0} \geqq 1, s=S_{0}>0$.
2. Let $f=\left(f_{t}(\omega)\right)_{t \geqq 0}$ be some non-negative progressively measurable random process [16, p. 30], [17, p. 11].

Let us consider an option of the American type with a system of payment functions $f=\left(f_{t}(\omega)\right)_{t \geqq 0}$ as a contract between a seller and a buyer by which the buyer can exercise the option at any (Markov) time $\tau=\tau(\omega)$ with payment $f_{\tau(\omega)}(\omega), \omega \in \Omega$. (For details see [18], [19], [20].) The following two general problems arise for such options:
(1) What is the rational price (i.e., a fair price both from the seller's and buyer's points of view) which the buyer must pay to gain a given contract?
(2) What is the rational time in which it is "reasonable" for buyer to exercise the option?

The general theory of option pricing ([4], [5], [7], [1], [18], [19], and [20]) gives the following answers to these questions.

Let $\mathbb{C}_{T}^{*}(\mu, f)$ be a rational option cost (see Definition 4 in [19, $\left.\S 1\right]$ and Definition 4 in [20,§2]) under the assumption that the option (of the American type) can be exercised at any Markov time with values from the interval $[0, T]$. Then

$$
\begin{equation*}
\mathbb{C}_{T}^{*}(\mu, f)=B_{0} \sup _{0 \leqq \tau \leqq T} \mathbf{E}^{\mu-r} \frac{f_{\tau}}{B_{\tau}} \tag{1.5}
\end{equation*}
$$

where $\mathbf{E}^{\mu-r}$ is expectation with respect to the measure $\mathbf{P}^{\mu-r}$ defined below in (2.3).
In the case where the expiration time can take any values from the set $[0, \infty)$ we denote by $\mathbb{C}^{*}(\mu, f)$ the rational price. In analogy to (1.5),

$$
\begin{equation*}
\mathbb{C}^{*}(\mu, f)=B_{0} \sup _{0 \leqq \tau<\infty} \mathbf{E}^{\mu-r} \frac{f_{\tau}}{B_{\tau}} \tag{1.6}
\end{equation*}
$$

Therefore, the rational pricing reduces (in view of (1.1)) to the solution of the following optimal stopping problems:

$$
\begin{equation*}
" \sup _{0 \leqq \tau \leqq T} \mathbf{E}^{\mu-r} e^{-r \tau} f_{\tau} " \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
" \sup _{0 \leqq \tau<\infty} \mathbf{E}^{\mu-r} e^{-r \tau} f_{\tau} " \tag{1.8}
\end{equation*}
$$

It turn out that the optimal time $\tau_{T}^{*}$ (in the problem (1.7)) is exactly the rational time at which the buyer must exercise the option (see [19] and [20]). Similarly, if $\tau^{*}$ is a finite ( $\mathbf{P}^{\mu-r}-$ a.s.) Markov time for which sup is attained in (1.8), then exactly this time is the rational expiration time.

From the general theory and the practice of solutions of the optimal stopping problem it is well known that the problem (1.7) on a finite interval $[0, T]$ is more difficult than the problem (1.8) on an infinite interval $[0, \infty)$. This is also the case in the case of the "Russian option" for the function (1.4) under consideration.

Section 2 shows that the costs $\mathbb{C}^{*}(\mu, f), \mathbb{C}_{T}^{*}(\mu, f)$ do not depend on values of the parameter $\mu \in \mathbf{R}$. For the given function $f$ defined in (1.4), we shall for brevity denote these rational costs by $\mathbb{C}^{*}, \mathbb{C}_{T}^{*}$.

Our general goal is to give a new proof of the following results of our paper [10].
Theorem. The rational cost $\mathbb{C}^{*}$ of the "Russian option" with payment function $f=\left(f_{t}(\omega)\right)_{t \geqq 0}$ given in (1.4) and (Markov) expiration times with values from $[0, \infty)$ is defined by

$$
\mathbb{C}^{*}=S_{0} \cdot \begin{cases}\frac{\tilde{\psi}}{x_{2}-x_{1}}\left[\left(x_{2}-1\right)\left(\frac{\psi_{0}}{\widetilde{\psi}}\right)^{x_{1}}+\left(1-x_{1}\right)\left(\frac{\psi_{0}}{\widetilde{\psi}}\right)^{x_{2}}\right], & 1 \leqq \psi_{0}<\widetilde{\psi}  \tag{1.9}\\ \psi_{0}, & \psi_{0} \geqq \widetilde{\psi}\end{cases}
$$

or, which is the same,

$$
\mathbb{C}^{*}=S_{0} \cdot \begin{cases}\tilde{\psi} \cdot \frac{x_{2} \psi_{0}^{x_{1}}-x_{1} \psi_{0}^{x_{2}}}{x_{2} \widetilde{\psi}^{x_{1}}-x_{1} \widetilde{\psi}^{x_{2}}}, & 1 \leqq \psi_{0}<\tilde{\psi}  \tag{1.10}\\ \psi_{0}, & \psi_{0} \geqq \widetilde{\psi}\end{cases}
$$

where $x_{1}, x_{2}$, being the roots of the quadratic equation (4.13), are defined by (4.15), (4.16), and

$$
\begin{equation*}
\tilde{\psi}=\left|\frac{x_{2}}{x_{1}} \cdot \frac{x_{1}-1}{x_{2}-1}\right|^{1 /\left(x_{2}-x_{1}\right)} \tag{1.11}
\end{equation*}
$$

The rational time is

$$
\begin{equation*}
\widetilde{\tau}=\inf \left\{t \geqq 0: \psi_{t} \geqq \widetilde{\psi}\right\} \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{t}=\frac{\max \left\{\max _{u \leqq t} S_{u}, S_{0} \psi_{0}\right\}}{S_{t}}, \quad t \geqq 0 \tag{1.13}
\end{equation*}
$$

The proof of this result is given in §3. Section 2 introduces a so-called dual martingale measure (see also [20, §7]), permitting a new representation for $\mathbb{C}_{T}^{*}(\mu, f)$ and $\mathbb{C}^{*}(\mu, f)$. Section 3 studies the properties of the process $\left(\psi_{t}\right)_{t \geq 0}$ in the phase space $[1, \infty)$ which turns out to be a diffusion Markov process with reflection at the point $\{1\}$.

Note that the idea of using a dual martingale measure is also applied in the papers [14] and [15] published in this issue.

## 2. Dual martingale measure.

1. Along with the Wiener process $W=\left(W_{t}\right)_{t \geqq 0}$ we introduce for $\mu \in \mathbf{R}, t \geqq 0$, the processes

$$
\begin{align*}
W_{t}^{\mu-r}(\omega) & =W_{t}(\omega)+\frac{\mu-r}{\sigma} t  \tag{2.1}\\
Z_{t}^{\mu-r}(\omega) & =\exp \left\{-\frac{\mu-r}{\sigma} W_{t}(\omega)-\frac{1}{2}\left(\frac{\mu-r}{\sigma}\right)^{2} t\right\} \tag{2.2}
\end{align*}
$$

Let $\mathbf{P}_{t}=\mathbf{P} \mid \mathcal{F}_{t}$ be a restriction of the Wiener measure $\mathbf{P}$ on $\mathcal{F}_{t}$. For $t \geqq 0$ we introduce new measures $\mathbf{P}_{t}^{\mu-r}$ assuming

$$
\begin{equation*}
\mathbf{P}_{t}^{\mu-r}(d \omega)=Z_{t}^{\mu-r}(\omega) \mathbf{P}_{t}(d \omega) \tag{2.3}
\end{equation*}
$$

Since $\mathbf{E} Z_{t}^{\mu-r}(\omega)=1$, the measure $\mathbf{P}_{t}^{\mu-r}$ is probabilistic and due to the consistency of the family $\left\{\mathbf{P}_{t}^{\mu-r}, t \geqq 0\right\}$ we can establish that a probabilistic measure $\mathbf{P}^{\mu-r}$ on $(\Omega, \mathcal{F})$ exists such that its restriction $\mathbf{P}^{\mu-r} \mid \mathcal{F}_{t}$ coincides with $\mathbf{P}_{t}^{\mu-r}, t \geqq 0$ (see [20, §1]).

With respect to the measure $W^{\mu-r}=\left(W_{t}^{\mu-r}\right)_{t \geqq 0}$ the process $\mathbf{P}^{\mu-r}$ is a Wiener process

$$
\begin{equation*}
\operatorname{Law}\left(W^{\mu-r} \mid \mathbf{P}^{\mu-r}\right)=\operatorname{Law}(W \mid \mathbf{P})(=\mathbf{P}) \tag{2.4}
\end{equation*}
$$

(Girsanov's theorem, [16], [6]).
In order to underline the dependence of the process $S=\left(S_{t}\right)_{t \geqq 0}$ satisfying equation (1.3) on $\mu$ we also write $S(\mu)=\left(S_{t}(\mu)\right)_{t \geqq 0}$ and $S(\mu, \omega)=\left(S_{t}(\mu, \omega)\right)_{t \geqq 0}$ if one also needs to underline the dependence on $\omega \in \Omega$.

Note that the solution of equation (1.3) can be written in the form

$$
\begin{equation*}
S_{t}(\mu)=S_{0} \exp \left\{\left(\mu-\frac{\sigma^{2}}{2}\right) t+\sigma W_{t}\right\} \tag{2.5}
\end{equation*}
$$

or, equivalently, as

$$
\begin{equation*}
S_{t}(\mu)=S_{0} e^{\mu t} \mathcal{E}(\sigma W)_{t} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{E}(\sigma W)_{t}=\exp \left\{\sigma W_{t}-\frac{\sigma^{2}}{2} t\right\} \tag{2.7}
\end{equation*}
$$

is the stochastic Dolean exponent (see, e.g., [17, Chap. 2, § 4]).
By the Itô formula [17, Chap. 2, §3], [6,Chap. 1, §4f],

$$
\begin{equation*}
d\left(\frac{S_{t}(\mu)}{B_{t}}\right)=\sigma\left(\frac{S_{t}(\mu)}{B_{t}}\right) d W_{t}^{\mu-r} \tag{2.8}
\end{equation*}
$$

or in integral form

$$
\begin{equation*}
\frac{S_{t}(\mu)}{B_{t}}=\frac{S_{0}}{B_{0}}+\int_{0}^{t} \sigma \frac{S_{u}(\mu)}{B_{u}} d W_{u}^{\mu-r} \tag{2.9}
\end{equation*}
$$

Hence with respect to the measure $\mathbf{P}^{\mu-r}$ the process

$$
\begin{equation*}
\frac{S(\mu)}{B}=\left(\frac{S_{t}(\mu)}{B_{t}}\right)_{t \geqq 0} \tag{2.10}
\end{equation*}
$$

is a martingale and hence we shall name the measure $\mathbf{P}^{\mu-r}$ a martingale measure.
From (2.8) it is easy to see that ( $\mathbf{P}^{\mu-r}$-a.s.)

$$
\begin{equation*}
\frac{S_{t}(\mu)}{B_{t}}=\frac{S_{0}}{B_{0}} \exp \left\{\sigma W_{t}^{\mu-r}-\frac{\sigma^{2}}{2} t\right\}\left(=\frac{S_{0}}{B_{0}} \mathcal{E}\left(\sigma W^{\mu-r}\right)_{t}\right) \tag{2.11}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
S_{t}(\mu)=S_{0} \exp \left\{\sigma W_{t}^{\mu-r}+\left(r-\frac{\sigma^{2}}{2}\right) t\right\} \tag{2.12}
\end{equation*}
$$

From (2.9) or (2.11) it follows that

$$
\begin{equation*}
\mathbf{E}^{\mu-r}\left(\frac{S_{t}(\mu)}{B_{t}} \cdot \frac{B_{0}}{S_{0}}\right)=1 \tag{2.13}
\end{equation*}
$$

which permits us to define a new probabilistic measure $\widetilde{\mathbf{P}}_{t}^{\mu-r}$ on $\left(\Omega, \mathcal{F}_{t}\right)$ with

$$
\begin{equation*}
\widetilde{\mathbf{P}}_{t}^{\mu-r}(A)=\mathbf{E}^{\mu-r}\left(\frac{S_{t}(\mu)}{S_{0}} \cdot \frac{B_{0}}{B_{t}} I(A)\right), \quad A \in \mathcal{F}_{t} \tag{2.14}
\end{equation*}
$$

In particular this implies that

$$
\begin{equation*}
\widetilde{\mathbf{P}}_{t}^{0}(A)=\mathbf{E}\left[\exp \left\{\sigma W_{t}-\frac{\sigma^{2}}{2} t\right\} I(A)\right], \quad A \in \mathcal{F}_{t} \tag{2.15}
\end{equation*}
$$

since $\mathbf{P}^{0}=\mathbf{P}$.
Let $\widetilde{\mathbf{P}}^{\mu-r}$ be a measure on $(\Omega, \mathcal{F})$ such that its restrictions $\widetilde{\mathbf{P}}^{\mu-r} \mid \mathcal{F}_{t}=\widetilde{\mathbf{P}}_{t}^{\mu-r}$, $t \geqq 0$. (The existence of such a measure can be established in the same way as that of the measure $\mathbf{P}^{\mu-r}$.)

Along with the process $W^{\mu-r}$ defined by (2.1) we introduce a new process $\widetilde{W}^{\mu-r}=$ $\left(\widetilde{W}_{t}^{\mu-r}\right)_{t \geqq 0}$ with

$$
\begin{equation*}
\widetilde{W}_{t}^{\mu-r}=W_{t}^{\mu-r}-\sigma t\left(=W_{t}+\left(\frac{\mu-r}{\sigma}-\sigma\right) t\right) \tag{2.16}
\end{equation*}
$$

It is easy to convince oneself that the process $\widetilde{\mathbf{P}}^{\mu-r}$ with respect to the measure $\widetilde{W}^{\mu-r}=\left(\widetilde{W}_{t}^{\mu-r}\right)_{t \geqq 0}$ is a Wiener process. The equality (2.12) yields

$$
\begin{equation*}
S_{t}(\mu)=S_{0} \exp \left\{\sigma \widetilde{W}_{t}^{\mu-r}+\left(r+\frac{\sigma^{2}}{2}\right) t\right\} \tag{2.17}
\end{equation*}
$$

and, by the Itô formula,

$$
\begin{align*}
d S_{t}(\mu) & =S_{t}(\mu)\left[\left(r+\sigma^{2}\right) d t+\sigma d \widetilde{W}_{t}^{\mu-r}\right]  \tag{2.18}\\
d\left(\frac{1}{S_{t}(\mu)}\right) & =-\frac{1}{S_{t}(\mu)}\left[r d t+\sigma d \widetilde{W}_{t}^{\mu-r}\right]  \tag{2.19}\\
d\left(\frac{B_{t}}{S_{t}(\mu)}\right) & =-\sigma\left(\frac{B_{t}}{S_{t}(\mu)}\right) d \widetilde{W}_{t}^{\mu-r} \tag{2.20}
\end{align*}
$$

The last equation implies that the process $\widetilde{\mathbf{P}}^{\mu-r}$ is a martingale with respect to the measure $B / S(\mu)=\left(B_{t} / S_{t}(\mu)\right)_{t \geqq 0}$. This circumstance permits one to call this measure a dual (with respect to $\mathbf{P}^{\mu-\bar{r}}$ ) martingale measure.

It is useful to note that (2.20) implies

$$
\begin{equation*}
\frac{B_{t}}{S_{t}(\mu)}=\frac{B_{0}}{S_{0}} \exp \left\{-\sigma \widetilde{W}_{t}^{\mu-r}-\frac{\sigma^{2}}{2} t\right\}\left(=\frac{B_{0}}{S_{0}} \mathcal{E}\left(-\sigma \widetilde{W}^{\mu-r}\right)_{t}\right) \tag{2.21}
\end{equation*}
$$

Comparing this representation with (2.11) we find just as it must be that the product of the right-hand sides of (2.11) and (2.21) equals one (by (2.16)).
2. Let $f=\left(f_{t}(\omega)\right)_{t \geqq 0}$ be a progressively measurable random process. Then the value $f_{\tau}$ is $\mathcal{F}_{\tau}$-measurable [16, Lemma 1.8] for any finite Markov time $\tau=\tau(\omega)$. Since, on the sets $A \in \mathcal{F}_{\tau}$,

$$
\begin{equation*}
\widetilde{\mathbf{P}}^{\mu-r}(A)=\mathbf{E}^{\mu-r}\left(\frac{S_{\tau}(\mu)}{S_{0}} \cdot \frac{B_{0}}{B_{\tau}} I(A)\right) \tag{2.22}
\end{equation*}
$$

we have

$$
\begin{equation*}
B_{0} \mathbf{E}^{\mu-r} \frac{f_{\tau}}{B_{\tau}}=S_{0} \mathbf{E}^{\mu-r}\left[\frac{B_{0}}{B_{\tau}} \cdot \frac{S_{\tau}(\mu)}{S_{0}} \cdot \frac{f_{\tau}}{S_{\tau}(\mu)}\right]=S_{0} \widetilde{\mathbf{E}}^{\mu-r} \frac{f_{\tau}}{S_{\tau}(\mu)} \tag{2.23}
\end{equation*}
$$

This and (1.5), (1.6) imply new representations for $\mathbb{C}_{T}^{*}(\mu, f)$ and $\mathbb{C}^{*}(\mu, f)$ using the dual martingale measures

$$
\begin{equation*}
\mathbb{C}_{T}^{*}(\mu, f)=S_{0} \sup _{0 \leqq \tau \leqq T} \widetilde{\mathbf{E}}^{\mu-r} \frac{f_{\tau}}{S_{\tau}(\mu)} \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{C}^{*}(\mu, f)=S_{0} \sup _{0 \leqq \tau<\infty} \widetilde{\mathbf{E}}^{\mu-r} \frac{f_{\tau}}{S_{\tau}(\mu)} \tag{2.25}
\end{equation*}
$$

In the case where $f_{t}=f_{t}(\omega)$ (as, for example, for the "Russian option") depends on $\omega$ via values of $S(\mu, \omega)$ (formally, $f_{t}$ is a $\mathcal{F}_{t}^{S(\mu, \omega)}$-measurable function, where $\mathcal{F}_{t}^{S(\mu, \omega)}=$ $\sigma\left(S_{u}(\mu, \omega), u \leqq t\right)$ ), the values $\mathbb{C}_{T}^{*}(\mu, f)$ and $\mathbb{C}^{*}(\mu, f)$ do not depend on $\mu$ since, by (2.17),

$$
\operatorname{Law}\left(S(\mu) \mid \widetilde{\mathbf{P}}^{\mu-r}\right)=\operatorname{Law}(S(r) \mid \widetilde{\mathbf{P}})
$$

where $\widetilde{\mathbf{P}}=\widetilde{\mathbf{P}}^{0}$.
Denoting by $\mathbb{C}_{T}^{*}$ and $\mathbb{C}^{*}$ the common (with respect to $\mu$ ) values $\mathbb{C}_{T}^{*}(\mu, f)$ and $\mathbb{C}^{*}(\mu, f)$ we find that

$$
\begin{equation*}
\mathbb{C}_{T}^{*}=S_{0} \sup _{0 \leqq \tau \leqq T} \widetilde{\mathbf{E}} \frac{f_{\tau}(S(r))}{S_{\tau}(r)} \tag{2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{C}^{*}=S_{0} \sup _{0 \leqq \tau<\infty} \widetilde{\mathbf{E}} \frac{f_{\tau}(S(r))}{S_{\tau}(r)} \tag{2.27}
\end{equation*}
$$

This result, in particular, means that for the pricing problem on the diffusion $(B, S)$-market under consideration it is sufficient to deal with the value of a parameter $\mu$ which is equal to $r$, i.e., is equal to the interest rate of a bank account $B=\left(B_{t}\right)_{t \geqq 0}$.
3. In what follows we shall write $S_{t}=S_{t}(r)$. Then for the "Russian option" with the function $f_{t}$ defined in (1.4) we find that (cf. with (1.12))

$$
\begin{equation*}
\mathbb{C}^{*}=S_{0} \sup _{0 \leqq \tau<\infty} \widetilde{\mathbf{E}} e^{-\lambda \tau} \psi_{\tau} \tag{2.28}
\end{equation*}
$$

where the process $\left(\psi_{t}\right)_{t \geqq 0}$ is defined by (1.12).
Thus, finding, $\mathbb{C}^{*}$ is reduced to the solution of the optimal stopping problem for the process $\left(\psi_{t}\right)_{t \geqq 0}$. The next section studies the structure of this process.
3. The structure of the process $\left(\psi_{t}\right)_{t \geqq 0}$.

1. First we show that this process is Markov with respect to the measure $\widetilde{\mathbf{P}}$.

Since

$$
\begin{equation*}
\psi_{t}=\frac{\max \left\{\max _{u \leqq t} S_{u}, S_{0} \psi_{0}\right\}}{S_{t}} \tag{3.1}
\end{equation*}
$$

we have

$$
\begin{align*}
\psi_{t+\Delta} & =\max \left\{\frac{\max _{u \leqq t+\Delta} S_{u}}{S_{t+\Delta}}, \frac{S_{0} \psi_{0}}{S_{t+\Delta}}\right\} \\
& =\max \left\{\frac{\max _{u \leqq t} S_{u}}{S_{t} \cdot S_{t+\Delta} / S_{t}}, \frac{S_{0} \psi_{0}}{S_{t} \cdot S_{t+\Delta} / S_{t}}, \frac{\max _{t<u \leqq t+\Delta} S_{u} / S_{t}}{S_{t+\Delta} / S_{t}}\right\} \\
& =\max \left\{\psi_{t} \cdot \frac{1}{S_{t+\Delta} / S_{t}}, \frac{\max _{t<u \leqq t+\Delta}\left(S_{u} / S_{t}\right)}{S_{t+\Delta} / S_{t}}\right\} . \tag{3.2}
\end{align*}
$$

Note that for the Wiener process $\widetilde{W}=\widetilde{W}^{0}$ (with respect to the measure $\widetilde{\mathbf{P}}$ ) we have, for all $t<u \leqq t+\Delta$,

$$
\begin{equation*}
\frac{S_{u}}{S_{t}}=\exp \left\{\sigma\left(\widetilde{W}_{u}-\widetilde{W}_{t}\right)+\left(r+\frac{\sigma^{2}}{2}\right)(u-t)\right\} \tag{3.3}
\end{equation*}
$$

by (2.17).
Consequently, (3.2) implies

$$
\begin{equation*}
\operatorname{Law}\left(\psi_{t+\Delta} \mid \mathcal{F}_{t} ; \widetilde{\mathbf{P}}\right)=\operatorname{Law}\left(\psi_{t+\Delta} \mid \psi_{t} ; \widetilde{\mathbf{P}}\right) \tag{3.4}
\end{equation*}
$$

which proves the Markov character of the process $\left(\psi_{t}, \mathcal{F}_{t}, \widetilde{\mathbf{P}}\right)_{t \geqq 0}$.
2. Let us study the structure of this process in more detail. To this end we denote

$$
\begin{equation*}
M_{t}=\max \left\{\max _{u \leqq t} S_{u}, s \psi_{0}\right\} \tag{3.5}
\end{equation*}
$$

where $S_{u}=S_{u}(r)$ and $s=S_{0}$.
$\left(M_{t}\right)_{t \geqq 0}$ is a nondecreasing process of locally bounded variation. Thus, in view of (2.12), (with $\mu=r, \widetilde{W}=\widetilde{W}^{0}$ ) we find by the Itô formula that

$$
\begin{equation*}
d \psi_{t}=d\left(\frac{M_{t}}{S_{t}}\right)=M_{t} d\left(\frac{1}{S_{t}}\right)+\frac{1}{S_{t}} d M_{t}=-\psi_{t}\left[r d t+\sigma d \widetilde{W}_{t}\right]+\frac{d M_{t}}{S_{t}} \tag{3.6}
\end{equation*}
$$

or in integral form

$$
\begin{equation*}
\psi_{t}=\psi_{0}-r \int_{0}^{t} \psi_{u} d u-\sigma \int_{0}^{t} \psi_{u} d \widetilde{W}_{u}+\int_{0}^{t} \frac{d M_{u}}{S_{u}} \tag{3.7}
\end{equation*}
$$

Similarly, for any function $g=g(\psi), \psi \geqq 1$, of class $\mathbf{C}^{2}$,

$$
\begin{equation*}
d g\left(\psi_{t}\right)=g^{\prime}\left(\psi_{t}\right) d \psi_{t}+\frac{1}{2} g^{\prime \prime}\left(\psi_{t}\right) \sigma^{2} \psi_{t}^{2} d t \tag{3.8}
\end{equation*}
$$

or

$$
\begin{align*}
g\left(\psi_{t}\right)= & g\left(\psi_{0}\right)+\int_{0}^{t} L g\left(\psi_{u}\right) d u-\sigma \int_{0}^{t} g^{\prime}\left(\psi_{u}\right) \psi_{u} d \widetilde{W}_{u} \\
& +\int_{0}^{t} g^{\prime}\left(\psi_{u}\right) \frac{d M_{u}}{S_{u}} I\left(\psi_{u}=1\right) d u \tag{3.9}
\end{align*}
$$

where the differential operator is

$$
\begin{equation*}
L=-r \psi \frac{\partial}{\partial \psi}+\frac{\sigma^{2}}{2} \psi^{2} \frac{\partial^{2}}{\partial \psi^{2}} . \tag{3.10}
\end{equation*}
$$

In the last integral we have introduced the indicator $I\left(\psi_{u}=1\right)$ of the set $\{(\omega, u)$ : $\left.\psi_{u}(\omega)=1\right\}$ since, as can be readily seen, $\psi_{u}(\omega)>1$ (in the sense that $\int_{0}^{t} I\left(\psi_{u}>\right.$ 1) $\left.d M_{u}=0, t>0\right)$ for $d M_{u}(\omega)=0$.

Now we show that, for any $t>0$,

$$
\begin{equation*}
\int_{0}^{t} I\left(\psi_{u}=1\right) d u=0 \quad(\widetilde{\mathbf{P}} \text {-a.s. }) \tag{3.11}
\end{equation*}
$$

Indeed, let $\Psi_{\omega}=\left\{t \geqq 0: \psi_{t}(\omega)=1\right\}$ and let $\Lambda(d t)=d t$ be the Lebesgue measure. Then, by the Fubini theorem,

$$
\begin{align*}
\widetilde{\mathbf{E}} \int_{0}^{\infty} I\left(\psi_{t}(\omega)=1\right) d t & =\int_{0}^{\infty} \widetilde{\mathbf{E}} I\left(\psi_{t}(\omega)=1\right) d t \\
& =\int_{0}^{\infty} \widetilde{\mathbf{P}}\left(\frac{\max \left\{\max _{u \leqq t} S_{u}, s \psi_{0}\right\}}{S_{t}}=1\right) d t \tag{3.12}
\end{align*}
$$

Taking into account (2.12) (with $\mu=r$ ) and the properties of the Wiener process $\widetilde{W}=\widetilde{W}^{0}$ the probability distribution law $\operatorname{Law}\left(\psi_{t} \mid \widetilde{\mathbf{P}}\right)$ has a density, and so the last integral in (3.14) equals zero which proves (3.11).

According to the property (3.11) the process $\left(\psi_{t}\right)_{t \geqq 0}$ spends ( $\widetilde{\mathbf{P}}$-a.s.) zero time at the point 1 and hence this point is an instantly reflecting or nonsticky boundary (see [11, Chap. IV, § 7]).

Denote

$$
\begin{equation*}
\varphi_{t}=\int_{0}^{t} I\left(\psi_{u}=1\right) \frac{d M_{u}}{S_{u}}, \quad t \geqq 0 \tag{3.13}
\end{equation*}
$$

It is clear that the non-negative process $\left(\varphi_{t}\right)_{t \geqq 0}$ increases only when the process $\left(\psi_{t}\right)_{t \geqq 0}$ hits at the boundary point $\{1\}$. According to the Definition 7.1 of [11, Chap. IV, $\S 7],(3.9)$ and (3.11) imply that the process $\left(\psi_{t}\right)_{t \geqq 0}$ is a diffusion with instant reflection at the point $\{1\}$ on a phase (state) set $E=[1, \infty)$. The respective infinitesimal
operator of this process on functions $g \in \mathbf{C}^{2}$ coincides with the differential operator (3.10) and the following condition holds at the boundary point $\{1\}$ :

$$
\begin{equation*}
g^{\prime}(1+)=0 \tag{3.14}
\end{equation*}
$$

where $g^{\prime}(1+)=\lim _{\psi \downarrow 1} g^{\prime}(\psi)$.
4. The Stephan problem connected with the optimal stopping of the process $\left(\psi_{t}\right)_{t \geqq 0}$.

1. According to (3.6) and (3.13) the process $\left(\psi_{t}\right)_{t \geqq 0}$ satisfies the differential equation with reflection,

$$
\begin{equation*}
d \psi_{t}=-\psi_{t}\left(r d t+\sigma d \widetilde{W}_{t}\right)+d \varphi_{t} \tag{4.1}
\end{equation*}
$$

with initial condition $\psi_{0}$.
Let $\widetilde{\mathbf{P}}_{\psi}$ denote a probability distribution of the process $\left(\psi_{t}\right)_{t \geqq 0}$ (under the assumption that $\psi_{0}=\psi \geqq 1$ ). Let also

$$
\begin{equation*}
\tilde{V}(\psi)=\sup \widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau} \psi_{\tau} \tag{4.2}
\end{equation*}
$$

where $\widetilde{\mathbf{E}}_{\psi}$ is the expectation with respect to the measure $\widetilde{\mathbf{P}}_{\psi}$ and sup is taken over all finite ( $\widetilde{\mathbf{P}}_{\psi}$-a.s.) Markov times $\tau=\tau(\omega)$. (We assume that $e^{-\lambda \tau(\omega)} \psi_{\tau(\omega)}=0$ on the set $\{\omega: \tau(\omega)=\infty\}$.)

By (2.28),

$$
\begin{equation*}
\mathbb{C}^{*}=S_{0} \widetilde{V}\left(\psi_{0}\right) \tag{4.3}
\end{equation*}
$$

where $\psi_{0}$ is a constant of (1.4) contained in the definition of the payment function $f=\left(f_{t}\right)_{t \geqq 0}$.

According to the general theory of optimal stopping rules for Markov processes (see, for example, [21, Chap. III]) it is natural to expect that the structure of the optimal stopping time $\widetilde{\tau}$ in the problem (4.2) has the following form:

$$
\begin{equation*}
\widetilde{\tau}=\inf \left\{t \geqq 0: \widetilde{V}\left(\psi_{t}\right)=\psi_{t}\right\} \tag{4.4}
\end{equation*}
$$

The results of our paper [10] suggests that in fact the structure of $\widetilde{\tau}$ must be quite simple:

$$
\begin{equation*}
\widetilde{\tau}=\inf \left\{t \geqq 0: \psi_{t} \geqq \widetilde{\psi}\right\} \tag{4.5}
\end{equation*}
$$

where $\widetilde{\psi}$ is some constant. In other words, one can say that $\widetilde{\tau}$ is a first arrival time of the process $\left(\psi_{t}\right)_{t \geqq 0}$ into the set of "stopping of observations" $\widetilde{D}=\{\psi: \psi \geqq \widetilde{\psi}\}$ (or, simply, of the "stopping region"). It is natural to call $\widetilde{C}=\{\psi: 1 \leqq \psi<\widetilde{\psi}\}$ the "region of continuation of observations" (or, simply, the "continuation region").
2. If we assume a priori that the function $\tilde{V}(\psi)$ is sufficiently smooth, then according to the general theory of optimal stopping rules [21, Chap. III] the function $\widetilde{V}(\psi)$ satisfies, for $1<\psi<\widetilde{\psi}$, the differential equation

$$
\begin{equation*}
L V(\psi)=\lambda V(\psi) \tag{4.6}
\end{equation*}
$$

where $L$ is the differential operator (3.10) with the boundary condition

$$
\begin{equation*}
V^{\prime}(1+)=0 \tag{4.7}
\end{equation*}
$$

(cf. with (3.14)).
Remark. Heuristically, the equation (4.6) may be obtained in the following way.
If $\psi_{t}=\psi \in \widetilde{C}$, then the observations must not be immediately terminated and must be carried out at least on a "small" time interval $[t, t+\Delta t]$. Then, in view of the Markov property of the process $\left(\psi_{t}\right)_{t \geqq 0}$,

$$
\begin{equation*}
\tilde{V}(\psi)=\widetilde{\mathbf{E}}_{\psi}\left[e^{-\lambda \Delta t} \tilde{V}\left(\psi+\Delta \psi_{t}\right)\right]+o(\Delta t) \tag{4.8}
\end{equation*}
$$

where $\Delta \psi_{t}=\psi_{t+\Delta t}-\psi_{t}, \psi_{t}=\psi$. Expanding $\widetilde{V}\left(\psi+\Delta \psi_{t}\right)$ and $e^{-\lambda \Delta t}$ into a Fourier series,

$$
\begin{align*}
\widetilde{V}\left(\psi+\Delta \psi_{t}\right) & =\widetilde{V}(\psi)+\Delta \psi_{t} \tilde{V}^{\prime}(\psi)+\frac{\left(\Delta \psi_{t}\right)^{2}}{2} \widetilde{V}^{\prime \prime}(\psi)+o(\Delta t) \\
e^{-\lambda \Delta t} & =1-\lambda \Delta t+o(\Delta t) \tag{4.9}
\end{align*}
$$

and taking into account that in some probabilistic sense " $\left(\Delta \psi_{t}\right)^{2}=\sigma^{2} \psi_{t}^{2} \Delta t+o(\Delta t), "$ we obtain from (4.8) and (4.9) letting $\Delta t \rightarrow 0$ the following equation:

$$
\begin{equation*}
-r \psi \widetilde{V}^{\prime}(\psi)+\frac{\sigma^{2} \psi^{2}}{2} \tilde{V}^{\prime \prime}(\psi)=\lambda \tilde{V}(\psi) \tag{4.10}
\end{equation*}
$$

which coincides with (4.6).
Similarly, if

$$
\begin{equation*}
\tilde{V}(\psi, t)=\sup _{0 \leqq \tau \leqq t} \widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau} \psi_{\tau} \tag{4.11}
\end{equation*}
$$

then this function satisfies in the "continuation region" the equation

$$
\begin{equation*}
\lambda V(\psi, t)+\frac{\partial V(\psi, t)}{\partial t}=L V(\psi, t) \tag{4.12}
\end{equation*}
$$

3. We shall look for the solution of (4.6) in the form $V(\psi)=\psi^{x}$. Then for $x$ we obtain the quadratic equation

$$
\begin{equation*}
x^{2}-A x-B=0 \tag{4.13}
\end{equation*}
$$

with

$$
\begin{equation*}
A=1+\frac{2 r}{\sigma^{2}}, \quad B=\frac{2 \lambda}{\sigma^{2}} \tag{4.14}
\end{equation*}
$$

Solving equation (4.13) we find its roots

$$
\begin{align*}
& x_{1}=\frac{A}{2}-\sqrt{\left(\frac{A}{2}\right)^{2}+B}  \tag{4.15}\\
& x_{2}=\frac{A}{2}+\sqrt{\left(\frac{A}{2}\right)^{2}+B} \tag{4.16}
\end{align*}
$$

Note that $x_{1}<0, x_{2}>1$.
If equation (4.6) "operates" in the region of $\psi$ with $1<\psi<\tilde{\psi}$, then in this region its solution $V(\psi)$ has the following form:

$$
\begin{equation*}
V(\psi)=C_{1} \psi^{x_{1}}+C_{2} \psi^{x_{2}} \tag{4.17}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are some constants.
Therefore, if we assume that the continuation region $\widetilde{C}$ is of the form $\widetilde{C}=\{\psi$ : $1 \leqq \psi<\widetilde{\psi}\}$, where $\widetilde{\psi}$ is a constant that must be defined together with $C_{1}$ and $C_{2}$, then to define these constants one must have three additional conditions.

One of these conditions,

$$
\begin{equation*}
V(\widetilde{\psi})=\widetilde{\psi} \tag{4.18}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
C_{1} \widetilde{\psi}^{x_{1}}+C_{2} \widetilde{\psi}^{x_{2}}=\widetilde{\psi} \tag{4.19}
\end{equation*}
$$

is quite obvious since it means that the "gain from the continuation of observations" must coincide with the "gain from stopping the observations".

The "smooth pasting" condition

$$
\begin{equation*}
V^{\prime}(\tilde{\psi}-)=1 \tag{4.20}
\end{equation*}
$$

is less evident and means that the derivatives of the left- and right-hand sides of (4.18) must coincide ("gains of continuation and stopping of observations must piece together smoothly"; for details see [21, Chap. III, § 8]).

From (4.19) and (4.20) it follows that

$$
\begin{equation*}
x_{1} C_{1} \widetilde{\psi}^{x_{1}-1}+x_{2} C_{2} \widetilde{\psi}^{x_{2}-1}=1 \tag{4.21}
\end{equation*}
$$

Finally, the third condition to define $\tilde{\psi}, C_{1}$, and $C_{2}$ is the condition (4.7) which, in view of (4.17), leads to the relation

$$
\begin{equation*}
C_{1}=-\frac{x_{2}}{x_{1}} C_{2} \tag{4.22}
\end{equation*}
$$

Conditions (4.19) and (4.21) yield

$$
\begin{equation*}
C_{1} \tilde{\psi}^{x_{1}}\left(x_{1}-1\right)+C_{2} \tilde{\psi}^{x_{2}}\left(x_{2}-1\right)=0 \tag{4.23}
\end{equation*}
$$

and by (4.22) we obtain

$$
\begin{equation*}
\tilde{\psi}=\left|\frac{x_{2}}{x_{1}} \cdot \frac{x_{1}-1}{x_{2}-1}\right|^{1 /\left(x_{2}-x_{1}\right)} \tag{4.24}
\end{equation*}
$$

Remark. The values $\gamma_{1}=1-x_{2}(<0)$ and $\gamma_{2}=1-x_{1}(>1)$ are the roots of the equation

$$
\begin{equation*}
\frac{\sigma^{2}}{2} \gamma^{2}+\gamma\left(r-\frac{\sigma^{2}}{2}\right)-(\lambda+r)=0 \tag{4.25}
\end{equation*}
$$

If in this equation we let $r$ be $\mu$ and $\lambda+r$ be $r$, then we obtain exactly (2.2) of [10].

Denoting $\gamma_{1}=1-x_{2}, \gamma_{2}=1-x_{1}$, we can rewrite (4.24) in the form

$$
\begin{equation*}
\widetilde{\psi}=\left(\frac{1-\gamma_{1}^{-1}}{1-\gamma_{2}^{-1}}\right)^{1 /\left(\gamma_{2}-\gamma_{1}\right)} \tag{4.26}
\end{equation*}
$$

which coincides with (2.3) at the critical point $\alpha(=\widetilde{\psi})$ in [10].

From (4.21) and (4.23) it follows that

$$
C_{1}=\frac{x_{2}-1}{x_{2}-x_{1}} \cdot \frac{1}{\widetilde{\psi}^{x_{1}-1}}, \quad C_{2}=\frac{1-x_{1}}{x_{2}-x_{1}} \cdot \frac{1}{\widetilde{\psi}^{x_{2}-1}}
$$

Thus we can formulate the following result.
Lemma. In a class of twice continuously differentiable functions $V=V(x)_{\sim}$ the solution $(V, \widetilde{\psi})$ of the "Stephan problem" (or the problem with moving boundary $\widetilde{\psi})$ :

$$
\begin{align*}
L V(\psi) & =\lambda V(\psi), \quad 1<\psi<\tilde{\psi} \\
V(\widetilde{\psi}) & =\widetilde{\psi}, \quad V^{\prime}(\tilde{\psi}-)=1, \quad V^{\prime}(1+)=0 \tag{4.27}
\end{align*}
$$

is given by formulae:

$$
V(\psi)= \begin{cases}\frac{\widetilde{\psi}}{x_{2}-x_{1}}\left[\left(x_{2}-1\right)\left(\frac{\psi}{\widetilde{\psi}}\right)^{x_{1}}+\left(1-x_{1}\right)\left(\frac{\psi}{\widetilde{\psi}}\right)^{x_{2}}\right], & 1 \leqq \psi<\widetilde{\psi}  \tag{4.28}\\ \psi, & \psi \geqq \widetilde{\psi}\end{cases}
$$

where

$$
\begin{gather*}
\tilde{\psi}=\left|\frac{x_{2}}{x_{1}} \cdot \frac{x_{1}-1}{x_{2}-1}\right|^{1 /\left(x_{2}-x_{1}\right)},  \tag{4.29}\\
x_{1}=\left(\frac{1}{2}+\frac{r}{\sigma^{2}}\right)-\sqrt{\left(\frac{1}{2}+\frac{r}{\sigma^{2}}\right)^{2}+\frac{2 \lambda}{\sigma^{2}}}, \\
x_{2}=\left(\frac{1}{2}+\frac{r}{\sigma^{2}}\right)+\sqrt{\left(\frac{1}{2}+\frac{r}{\sigma^{2}}\right)^{2}+\frac{2 \lambda}{\sigma^{2}}} .
\end{gather*}
$$

Remark. Simple transformations show that, along with (4.28), the following equivalent (more compact) representation holds for $V(\psi)$ :

$$
V(\psi)= \begin{cases}\widetilde{\psi} \frac{x_{1} \psi^{x_{2}}-x_{2} \psi^{x_{1}}}{x_{1} \widetilde{\psi}^{x_{2}}-x_{2} \widetilde{\psi}^{x_{1}}}, & 1 \leqq \psi<\widetilde{\psi}  \tag{4.32}\\ \psi, & \psi \geqq \widetilde{\psi}\end{cases}
$$

4. In connection with the Stephan problem (4.27) whose solution gives (as will be shown later) the solution of the optimal stopping problem

$$
" \widetilde{V}(\psi)=\sup _{0 \leqq \tau<\infty} \widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau} \psi_{\tau} "
$$

it is natural to point out the corresponding Stephan problem for

$$
\begin{equation*}
" \tilde{V}(\psi, T)=\sup _{0 \leqq \tau \leqq T} \widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau} \psi_{\tau} " \tag{4.33}
\end{equation*}
$$

Let $T$ be fixed, $0 \leqq t \leqq T$, and let $\left(V(\psi, t), \widetilde{\psi}_{T}(t)\right)_{0 \leqq t \leqq T}$ be the solution of the following Stephan problem:

$$
\begin{equation*}
\lambda V(\psi, t)+\frac{\partial V(\psi, t)}{\partial t}=L V(\psi, t) \tag{4.34}
\end{equation*}
$$

on the set $\left\{(\psi, t): 1 \leqq \psi \leqq \widetilde{\psi}_{T}(t), 0 \leqq t \leqq T\right\}$; then

$$
\begin{equation*}
V\left(\tilde{\psi}_{T}(t), t\right)=\tilde{\psi}_{T}(t), \quad \frac{\partial V}{\partial \psi}\left(\tilde{\psi}_{T}(t)-, t\right)=1, \quad \frac{\partial V}{\partial \psi}(1+, t)=0 \tag{4.35}
\end{equation*}
$$

where $\widetilde{\psi}_{T}(t)$ is a function of the type $\widetilde{\psi}(T-t)$ and $\widetilde{\psi}(s), s \geqq 0$, is an increasing function.
It is highly probable (although it is not discussed here rigorously) that the solution of the problem (4.33) coincides with the solution of the problem (4.35) and, in particular, $\widetilde{V}(\psi, T)=V(\underset{\sim}{\psi}, T)$, and the optimal time $\widetilde{\tau}_{T}=\min \left\{0 \leqq t \leqq T: \psi_{t} \geqq \widetilde{\psi}(T-t)\right\}$.

Here $\widetilde{\psi}(T) \rightarrow \widetilde{\psi}, T \rightarrow \infty$, where $\widetilde{\psi}$ is a solution of the problem (4.27).

## 5. Proof of the theorem.

1. Comparing (4.3) with (1.9), we see that the statement (1.9) of the theorem consists in the following:

$$
\begin{equation*}
\tilde{V}(\psi)=V(\psi) \tag{5.1}
\end{equation*}
$$

where $V=V(\psi)$ is a solution of the Stephan problem (4.27) defined in the previous lemma.

In order to prove (5.1) it is sufficient to state that
(A1) for any finite ( $\widetilde{\mathbf{P}}_{\psi}$-a.s., $\psi \geqq 1$ ) time $\tau$,

$$
\widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau} \psi_{\tau} \leqq V(\psi), \quad \psi \geqq 1
$$

(A2) the time $\widetilde{\tau}=\inf \left\{t \geqq 0: \psi_{t} \geqq \widetilde{\psi}\right\}$ is $\left(\widetilde{\mathbf{P}}_{\psi^{-}}\right.$a.s., $\left.\psi \geqq 1\right)$ finite and

$$
\widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau} \psi_{\tilde{\tau}}=V(\psi)
$$

If these properties are fulfilled, then they imply the statement (1.11) of the theorem on optimality (and rationality) of the time $\widetilde{\tau}$.

The Itô formula, by which, for any finite Markov time $\tau$,

$$
\begin{align*}
e^{-\lambda \tau} V\left(\psi_{\tau}\right)= & V\left(\psi_{0}\right)+\int_{0}^{\tau} e^{-\lambda u}\left[(L V)\left(\psi_{u}\right)-\lambda V\left(\psi_{u}\right)\right] d u \\
& -\int_{0}^{\tau} e^{-\lambda u} \sigma \psi_{u} V^{\prime}\left(\psi_{u}\right) d \widetilde{W}_{u}+\int_{0}^{\tau} e^{-\lambda u} V^{\prime}\left(\psi_{u}\right) d \varphi_{u} \tag{5.2}
\end{align*}
$$

can be applied to the function $V(\psi)$ defined by (4.28).
Note that the definition of $V(\psi)$ implies that $L V(\psi)-\lambda V(\psi) \leqq 0$ for all $\psi \geqq 1$. Furthermore, the last integral in (5.2) equals zero since the function $\varphi_{u}$ increases for $\psi_{u}=1$ and $V^{\prime}(1)=0$. Thus it follows from (5.2) that the integral

$$
I_{t}=-\int_{0}^{t} \sigma e^{-\lambda u} \psi_{u} V^{\prime}\left(\psi_{u}\right) d \widetilde{W}_{u}
$$

is a local martingale (as a stochastic integral over the Wiener process [17, Chap. 2, $\S 2] ;$ [ 6, Chap. I, §4d]) and is uniformly bounded from below:

$$
\begin{equation*}
I_{t} \geqq e^{-\lambda t} V\left(\psi_{t}\right)-V\left(\psi_{0}\right) \geqq-V\left(\psi_{0}\right) \tag{5.3}
\end{equation*}
$$

Therefore, $\left(I_{t}\right)_{t \geqq 0}$ is a supermartingale and $\widetilde{\mathbf{E}}_{\psi} I_{\tau} \leqq \widetilde{\mathbf{E}} I_{0}=0$ (the Doob theorem [16, Chap. 2, §4]).

Thus, taking the mathematical expectation $\widetilde{\mathbf{E}}_{\psi}$ in both parts of (5.2), we obtain (the supermartingale property) that

$$
\widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau} V\left(\psi_{\tau}\right) \leqq V(\psi)
$$

for any $\psi \geqq 1$ and finite ( $\widetilde{\mathbf{P}}_{\psi^{-}}$a.s.) Markov time $\tau$. The last inequality together with the evident inequality $\psi \leqq V(\psi)$ prove property (A1).

Now we pass to the proof of property (A2). From (5.2),

$$
\begin{equation*}
e^{-\lambda(t \wedge \tilde{\tau})} V\left(\psi_{t \wedge \tilde{\tau}}\right)=V\left(\psi_{0}\right)+\int_{0}^{t \wedge \tilde{\tau}} e^{-\lambda u}\left[(L V)\left(\psi_{u}\right)-\lambda V\left(\psi_{u}\right)\right] d u+I_{t \wedge \tilde{\tau}} \tag{5.4}
\end{equation*}
$$

If $\psi_{0} \geqq \widetilde{\psi}$, then $\widetilde{\tau}=0$ and property (A2) is evidently fulfilled. Let $\psi_{0}<\tilde{\psi}$, then $(L V)\left(\psi_{u}\right)-\lambda V\left(\psi_{u}\right)=0$ for $u \leqq t \wedge \widetilde{\tau}(\omega), \omega \in \Omega$, and thus

$$
\begin{equation*}
V(\tilde{\psi})-V\left(\psi_{0}\right) \geqq e^{-\lambda(t \wedge \tilde{\tau})} V\left(\psi_{t \wedge \tilde{\tau}}\right)-V\left(\psi_{0}\right)=I_{t \wedge \tilde{\tau}} \geqq-V\left(\psi_{0}\right) \tag{5.5}
\end{equation*}
$$

The process $\left(I_{t \wedge \tilde{\tau}}\right)_{t \geqq 0}$ is a local martingale, uniformly bounded (by (5.5)) from below and above.

In what follows we shall show that $\widetilde{\mathbf{P}}_{\psi}(\tilde{\tau}<\infty)=1$ for $\psi \geqq 1$. Thus, since $\widetilde{\mathbf{E}}_{\psi} I_{\widetilde{\tau}}=\widetilde{\mathbf{E}}_{\psi} I_{0}=0$ by the Doob theorem, (5.4) implies $\widetilde{\mathbf{E}}_{\psi} e^{-\lambda \widetilde{\tau}} V\left(\psi_{\widetilde{\tau}}\right)=V(\psi)$.

But $\widetilde{\mathbf{P}}_{\psi}\left(V\left(\psi_{\tilde{\tau}}\right)=\psi_{\tilde{\tau}}\right)=1$. Hence $\widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tilde{\tau}} \psi_{\tilde{\tau}}=V(\psi)$ which proves property (A2).
2. It only remains to prove the $\widetilde{\mathbf{P}}_{\psi^{-}}$a.s. finiteness of the time $\widetilde{\tau}=\inf \left\{t \geqq 0: \psi_{t} \geqq\right.$ $\widetilde{\psi}\}$ for any $\psi \geqq 1$.

Note that, for integral $T \geqq 1$,

$$
\begin{aligned}
& \widetilde{\mathbf{P}}_{\psi}\left\{\max _{0 \leqq t \leqq T} \psi_{t} \geqq \widetilde{\psi}\right\} \geqq \widetilde{\mathbf{P}}_{\psi}\left\{\max _{0 \leqq u \leqq t \leqq T} \frac{S_{u}}{S_{t}} \geqq \widetilde{\psi}\right\} \\
& \quad=\widetilde{\mathbf{P}}_{\psi}\left\{\max _{0 \leqq u \leqq t \leqq T} e^{\sigma\left(\widetilde{W}_{u}-\widetilde{W}_{t}\right)+\left(r+\sigma^{2} / 2\right)(u-t)} \geqq \widetilde{\psi}\right\} \\
& \quad \geqq \widetilde{\mathbf{P}}_{\psi}\left\{e^{\left(r+\sigma^{2} / 2\right)} \max \left[e^{\sigma\left(\widetilde{W}_{1}-\widetilde{W}_{0}\right)}, e^{\sigma\left(\widetilde{W}_{2}-\widetilde{W}_{1}\right)}, \ldots, e^{\sigma\left(\widetilde{W}_{T}-\widetilde{W}_{T-1}\right)}\right] \geqq \widetilde{\psi}\right\} \\
& \\
& \quad=\widetilde{\mathbf{P}}_{\psi}\left\{\max \left[\widetilde{W}_{1}-\widetilde{W}_{0}, \ldots, \widetilde{W}_{T}-\widetilde{W}_{T-1}\right] \geqq C\right\},
\end{aligned}
$$

where $C=\left[\log \tilde{\psi}-\left(r+\sigma^{2} / 2\right)\right] / \sigma$. But it is evident that for any real $C$ the probability of the right-hand side of (5.6) tends to 1 as $T \rightarrow \infty$. Thus the process $\left(\psi_{t}\right)_{t \geqq 0}$ attains any level with probability 1 and, in particular, the level $\widetilde{\psi}$ which proves the finiteness $\left(\widetilde{\mathbf{P}}_{\psi^{-}}\right.$a.s., $\psi \geqq 1$ ) of the time $\widetilde{\tau}$.

The theorem is proved.
3. In the optimal stopping problem (4.2) under consideration we assume that the sup is taken over all Markov times $\tau$. We could also consider a simplified version of this problem supposing

$$
\begin{equation*}
\widehat{V}(\psi)=\sup \widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau} \psi_{\tau} \tag{5.7}
\end{equation*}
$$

where sup is only taken over Markov times $\tau_{a}$ of the type $\tau_{a}=\inf \left\{t: \psi_{t} \geqq a\right\}, a \geqq 1$. In other words, let

$$
\begin{equation*}
\widehat{V}(\psi)=\sup _{a \geqq 1} \widehat{V}_{a}(\psi) \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{V}_{a}(\psi)=\widetilde{\mathbf{E}}_{\psi} e^{-\lambda \tau_{a}} \psi_{\tau_{a}} \tag{5.9}
\end{equation*}
$$

It is well known [13, Theorem 13.20] that this function is twice continuously differentiable in $C_{a}=\{\psi: 1<\psi<a\}$ and

$$
\begin{align*}
L \widehat{V}_{a}(\psi) & =\lambda \widehat{V}_{a}(\psi), \quad \psi \in C_{a}  \tag{5.10}\\
\widehat{V}_{a}(a) & =a . \tag{5.11}
\end{align*}
$$

According to (3.14), the condition of instant reflection

$$
\begin{equation*}
\frac{\partial \widehat{V}_{a}}{\partial \psi}(1+)=0 \tag{5.12}
\end{equation*}
$$

is fulfilled at the point $\psi=1$.
As in $\S 4$, using on the general solution $\widehat{V}_{a}(\psi)=C_{1} \psi^{x_{1}}+C_{2} \psi^{x_{2}}$ of the equation (5.10), we find that

$$
\widehat{V}_{a}(\psi)= \begin{cases}a \frac{x_{2} \psi^{x_{1}}-x_{1} \psi^{x_{2}}}{x_{2} a^{x_{1}}-x_{1} a^{x_{2}}}, & 1 \leqq \psi \leqq a  \tag{5.13}\\ \psi, & \psi>a\end{cases}
$$

One can immediately prove that $\sup _{a} \widehat{V}_{a}(\psi)$ is attained for $a=\tilde{\psi}$. Needless to say that this fact also follows from our theorem according to which the optimal time $\widetilde{\tau}$ (in the class of all finite Markov times) is a time of the type $\tau_{a}$ for some $a(=\widetilde{\psi})$.
6. The "Russian option" with dividends. In the context of the outlined results on the Russian option pricing we now consider the case, studied in [3], where a capital inflow from the outside takes place in the form of dividends.

In accordance with the notations and concepts (notions) of [20, §2] also published in this issue, we let $\pi=(\beta, \gamma)$ be a strategy with $\beta=\left(\beta_{t}\right)_{t \geqq 0}, \gamma=\left(\gamma_{t}\right)_{t \geqq 0}$, and $X^{\pi}=$ $\left(X_{t}^{\pi}\right)_{t \geqq 0}$ a capital corresponding to this strategy. In the "problem with dividends" a change of capital occurs according to (2.8) in [20]:

$$
\begin{equation*}
d X_{t}^{\pi}(\mu)=\beta_{t} d B_{t}+\gamma_{t} d S_{t}(\mu)+d D_{t} \tag{6.1}
\end{equation*}
$$

where in the case under consideration it is assumed that

$$
\begin{equation*}
d D_{t}=\delta \gamma_{t} S_{t}(\mu) d t \tag{6.2}
\end{equation*}
$$

with $\delta<r$.
From (6.1) and (6.2) it follows that

$$
\begin{equation*}
d X_{t}^{\pi}(\mu)=r X_{t}^{\pi}(\mu) d t+\sigma \gamma_{t} S_{t}(\mu) d W_{t}^{\mu-r+\delta} \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{t}^{\mu-r+\delta}=\frac{\mu-r+\delta}{\sigma} t+W_{t} \tag{6.4}
\end{equation*}
$$

The process $W^{\mu-r+\delta}=\left(W_{t}^{\mu-r+\delta}\right)_{t \geqq 0}$ is a Wiener process with respect to the measure $\mathbf{P}^{\mu-r+\delta}$ defined by (2.3) if we replace $r$ by $r-\delta$, and

$$
\begin{equation*}
d Y_{t}^{\pi}(\mu)=\frac{\sigma \gamma_{t} S_{t}(\mu)}{B_{t}} d W_{t}^{\mu-r+\delta} \tag{6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{t}^{\pi}(\mu)=\frac{X_{t}^{\pi}(\mu)}{B_{t}} \tag{6.6}
\end{equation*}
$$

Let us denote by $\mathbb{C}_{\text {div }}^{*}(\delta ; \mu, \lambda)$ a rational option price of the American type with payment function (1.4). Then, starting from (6.5), using the same method as in the proof of Theorem 1 in [20], we find that

$$
\begin{equation*}
\mathbb{C}_{\mathrm{div}}^{*}(\delta ; \mu, \lambda)=\sup _{0 \leqq \tau<\infty} \mathbf{E}^{\mu-r+\delta} e^{-r \tau} f_{\tau}(S(\mu)) \tag{6.7}
\end{equation*}
$$

where

$$
f_{t}(S(\mu))=e^{-\lambda t} \max \left[\max _{u \leqq t} S_{u}(\mu), s \psi_{0}\right]
$$

$\lambda>0, \psi_{0} \geqq 1, s=S_{0}>0$.
Since

$$
\operatorname{Law}\left(S(\mu) \mid \mathbf{P}^{\mu-r+\delta}\right)=\operatorname{Law}(S(r-\delta) \mid \mathbf{P})
$$

(6.7) and (1.4) yield

$$
\begin{align*}
\mathbb{C}_{\text {div }}^{*}(\delta ; \mu, \lambda) & =\sup _{0 \leqq \tau<\infty} \mathbf{E} e^{-r \tau} f_{\tau}(S(r-\delta)) \\
& =\sup _{0 \leqq \tau<\infty} \mathbf{E} e^{-(r-\delta+\lambda+\delta) \tau} \max \left[\max _{u \leqq \tau} S_{u}(r-\delta), s \psi_{0}\right] . \tag{6.8}
\end{align*}
$$

Denoting by $\mathbb{C}^{*}(\mu, \lambda)$ the rational price of the initial problem (without dividends, i.e., for $\delta=0$ ) we obtain from (6.8) that

$$
\mathbb{C}_{\mathrm{div}}^{*}(\delta ; \mu, \lambda)=\mathbb{C}^{*}(r-\delta, \lambda+\delta)
$$

Note now that, as was stated above, $\mathbb{C}^{*}(\mu, \lambda)=\mathbb{C}^{*}(r, \lambda)$ for all $\mu \in \mathbf{R}$ and $\mathbb{C}^{*}(r, \lambda)$ is the function $\mathbb{V}(r, r+\lambda)$ defined by the right-hand side of (1.9) or, equivalently, (1.10).

Then one can see from (6.8) that $\mathbb{C}_{\text {div }}^{*}(\delta ; \mu, \lambda)=\mathbb{V}(r-\delta,(r-\delta)+(\lambda+\delta))=$ $\mathbb{V}(r-\delta, r+\lambda)$. In on other way this result established in [3] can be stated in the following way: the formula for the rational price in the problem with dividends is obtained from the formulas for the rational price in the problem without dividends by replacing $r$ by $r-\delta$, and $\lambda$ by $\lambda+\delta$. Then, for all $\mu \in \mathbf{R}$,

$$
\mathbb{C}^{*}(\mu, \lambda)=\mathbb{V}(r, r+\lambda), \quad \mathbb{C}_{\text {div }}^{*}(\delta ; \mu, \lambda)=\mathbb{V}(r-\delta, r+\lambda)=\mathbb{C}^{*}(r-\delta, \lambda+\delta)
$$

where $\mathbb{V}(r, r+\lambda)$ is a function in the right-hand side of (1.9) or (1.10).
Thus, for each $\mu \in \mathbf{R}$,

$$
\mathbb{C}_{\mathrm{div}}^{*}(\delta ; \mu, \lambda)=\mathbb{C}^{*}(r-\delta, \lambda+\delta)
$$

i.e., the solution of "the problem with dividends" defined according to (6.2) is obtained from the solution of "the problem without dividends" in which one replaces $r$ by $r-\delta$ and $\lambda$ by $\lambda+\delta$ (cf. with [3]).
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