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The paper analyzes basic mathematical questions for a model of chemically react-
ing mixtures. We derive a model of several (finite) component compressible gas
taking rigorously into account the thermodynamical regime. Mathematical descrip-
tion of the model leads to a degenerate parabolic equation with hyperbolic devi-
ation. The thermodynamics implies that the diffusion terms are non-symmetric,
not positively defined, and cross-diffusion effects must be strongly marked. The
mathematical goal is to establish the existence of weak solutions globally in time
for arbitrary number of reacting species. A key point is an entropy-like estimate
showing possible renormalization of the system. C© 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4811564]

I. INTRODUCTION

The mathematical study of models describing motion of chemically reacting gaseous mixtures
is a very challenging area of research. This issue has been recently investigated in many aspects
(Ref. 17) and there has been also considerable effort to prove the existence and to study the
properties of solutions to associated systems of partial differential equations (PDEs) (Ref. 26). Such
strong interest is caused by a variety of real word applications, especially in modern engineering,
astrophysics, or medicine. Diversity of analytical methods developed to describe the mixtures is still
insufficient to introduce the rigorous and uniform mathematical language based on the principles
of fluid mechanics and thermodynamics. In fact, most of the nowadays available results cover only
some simplified models (Refs. 8, 11, 12, 19, and 28) (two species kinetics, irreversible reactions,
1D geometry, steady flow), while in reality, one has to deal with dozens or rather hundreds of
species undergoing many reactions that are, in general, completely reversible, see Refs. 2, 10, and
16. Highly complex diffusion and cross-diffusion effects in these phenomena cause that the structure
of the associated systems of PDEs ceases to be parabolic in the usual sense. First, the variable of
the time differential operator differs from the variable of the space differential operator, second,
the symmetrized matrix of diffusion coefficients is singular. Indeed, one can only hope for the
coerciveness of the leading term on some physical hyperplane related to the alternating composition
of the mixture.

In this paper, we intend to shed some light on this side of the problem, keeping the general
thermodynamical framework (Ref. 16) and the regularity results for the binary mixture model
considered in Ref. 29. Our result indicates a possibility of combination of Navier-Stokes system
with a system of reaction-diffusion equations for the species. Due to the best of our knowledge,
this issue, in the context of global-in-time existence of solutions and strong cross-diffusivity, is
investigated here for the first time.
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Following Ref. 16, we assume that a suitable description for the n-component �1, . . . , �n mixture
of compressible gases is the set of reaction-diffusion equations

∂t�k + div(�ku) + div(Fk) = �ωk, k = 1, . . . n, (1)

where � is the total mass, namely,
n∑

k=1

�k = �, (2)

vector u is a given velocity which describes the transport of particles, ωk = ωk(�1, . . . , �n) determines
the chemical reactions and Fk = Fk(�1, . . . , �n) denotes the diffusion flux.

The basic property of system (1) is that the sum of equations gives the time evolution of the
total mass of the mixture, the so-called continuity equation

∂t� + div(�u) = 0. (3)

The main mathematical obstacle is the structure of diffusion fluxes. They form an elliptic
operator, however not diagonal, even not symmetric, and first of all – degenerate. Thus any direct
technique of renormalization of the system is not admissible as it is the case for the scalar system,
Ref. 25. The only possibility is to employ the information concerning the entropy production (4); then
we deal with the symmetric matrix Dkl = Ckl/�k, which is positive definite but only over a subspace
of co-dimension 1. Here we present our technique for a particular choice of thermodynamically
admissible Ckl (17), cf. Ref. 16. It follows that the whole mathematical analysis should be done in
terms of log pk, where pk denotes the partial pressure of the kth component. This approach is effective,
since it guarantees immediately that the densities of gas components will be non-negative. Using a
relevant approximation we are allowed to obtain existence through the Galerkin approach, and then
passing to subsequent limits we find the solution of the original problem. The compactness of the
approximative sequence is guaranteed due to uniform Llog L bounds and an extra information about
the whole density ρ. The last fact allows to control the regularity of space derivatives of solutions.
In other words, we extend the classical technique of Refs. 2 and 10 to the case of degenerate
systems.

We discuss our model in terms of velocity, which in our case is given and is relatively smooth,
particularly we are guaranteed that the continuity equation admits unique solutions. This last feature
implies that the field should be such that div u ∈ L2(0, T ; L∞(�)). On the other hand, the density is
assumed to be regular, such smoothness one can find in Ref. 5, where viscosity coefficients depend
on the density. However, having regular enough velocity, smoothness of the density follows from
this fact. Thus, our result raises a question if there is a possibility to relax assumptions on the velocity
and the total initial density. The problem looks seriously, since it touches the fundamental difference
between the scalar and system problems.

Recall that for the Navier-Stokes-type of compressible fluids models, the thermodynamical
concept of entropy is of great importance (Refs. 13, 20, 22, and 23) as it provides majority of all
available estimates. Following this path, one may expect the same for the multicomponent flows,
still subject to a similar type of conservation laws (Refs. 3 and 14). Regrettably, it turns out that the
approximation of the diffusion flux by the Fick law and the presence of the species concentrations
in the state equation leads to difficulties in determining the sign of production of entropy associated
with the diffusive process. Roughly speaking, one should be able to deduce directly from the form
of Fk that

−
∫

�

n∑
k=1

Fk

mk
· ∇ log pk dx ≥ 0. (4)

In consequence, to be physically consistent, one has to deal with a more general form of diffusion
(chap. 7 of Ref. 16) , leading to the mentioned degeneration in system (1).

For such kind of problems, the usual idea of applying the energy method to get a priori estimates
cannot be used. Until now, only partial results for the well posedness of similar problems were avail-
able. The global in time solutions to system (1) coupled with momentum and energy equations
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and supplemented by physically relevant constitutive relations was established by Giovangigli
(Ref. 16). He assumed, however, that the initial conditions are sufficiently close to an equilib-
rium state. The model describing one reversible, isothermal reaction was studied by Zatorska in
Ref. 29, where the diffusion fluxes for two constituents A and B were taken in the form

FA = −
(

�B

�m A
+ �A

�m B

)
∇�A − �A

�m B
∇�,

FB = −
(

�B

�m A
+ �A

�m B

)
∇�B − �B

�m A
∇�.

For this case, usual regularity of weak solutions to linear parabolic equations was possible to
recover by additional estimate for the total density � found by Bresch-Desjardins (Ref. 6, see also
Ref. 5). An outcome of Ref. 29 is that

√
� ∈ L∞(0, T ; H 1(�)), where � is a periodic domain. This

is precisely the assumption we make here, moreover the explicit choice of matrix C can be viewed
as a generalization of the above to the case of arbitrary large, but finite, number of reacting species.

The systems of parabolic PDEs with strong cross-diffusion are also present in the population or
the chemotaxis models (Refs. 9 and 15), for which the existence of certain Lyapunov functional often
allows to introduce the entropy variables. Rewriting the system in terms of these variables usually
leads to a symmetric and positive diffusion matrix, which may also help in proving non-negativity
or even L∞ bounds. An overview of these methods can be found in Ref. 7.

To finish the introductory part, let us mention three possible interpretations of our result.

• The first one is the simplest case, namely, for u ≡ 0. Then the density � is a given fixed
function. The model takes into account just diffusion, neglecting the effects of transport. A
relevant local-in-time existence result for such model has been obtained by Bothe (Ref. 4).

• The velocity field is given. The reactions have no influence on the speed of particles, they
do not produce any internal force (pressure like force). Such model is admissible for “cold”
reactions, where we do not observe any rapid changes of energy.

• System (1) is a part of the large model, where �, �k, u are determined each other such as in
Ref. 29. Then our result can be viewed as an auxiliary tool giving hints how to proceed with
the full system.

II. NOTATION AND MAIN RESULT

We assume that � is a periodic box in R3, � = T 3 and we consider the following system of
reaction-diffusion equations:

∂t�k + div(�ku) + div(Fk) = �ωk, k = 1, . . . n, (5)

with the initial conditions

�k(0, ·) = �0
k (·), �0

k ≥ 0,

n∑
k=1

∫
�

�0
k dx =

∫
�

�0 dx = M0. (6)

Remark 1. From the point of view of the present work, there are no obstacles to assume the
Neumann boundary conditions Fk · n|∂� = 0 together with the impermeability of boundary ∂�,
meaning u · n|∂� = 0. However, the higher regularity of the density that we assume in this paper has
been so far proven only for the periodic domains (Ref. 29), so we stick to this restriction.

We now detail our assumptions on the diffusion flux Fk and the species production terms ωk,
k = 1, . . . , n.
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A. General conditions on Fk

In the case of isothermal chemical reactions and lack of external forces, the diffusion fluxes can
be written in the following form:

Fk = −C0

n∑
l=1

Ckldl , k = 1, . . . n, (7)

where C0, Ckl are multicomponent flux diffusion coefficients and dk = (d1
k , d2

k , d3
k ) is the species k

diffusion force

di
k = ∇xi

( pk

π

)
+

(
pk

π
− �k

�

)
∇xi log π. (8)

In the above formula π = π (�1, . . . , �n) denotes the internal pressure of the mixture which is
determined through the Boyle law

π (�1, . . . , �n) =
n∑

k=1

pk(�k) =
n∑

k=1

�k

mk
,

where mk is the molar mass of the species k.
The main properties of the flux diffusion matrix C = (Ck,l)n

k,l=1 are the following (see Ref. 16):

CY = YCT , N (C) = R �Y , R(C) = �U⊥, (9)

where Y = diag(Y1, . . . , Yn) is the diagonal matrix of species mass fractions Yk given by Yk = �k

�
,

k = 1, . . . , n, N(C) is the nullspace of matrix C and by R(C) we denote its range; �Y = (Y1, . . . , Yn)T

is the mass fraction vector, �U = (1, . . . , 1)T and �U⊥ are the orthogonal complements of R �U .
Another important condition on C, postulated, for example, by Waldmann (Ref. 27), is that

wherever it can be defined, the matrix

Dkl = Ckl

�k
, k, l = 1, . . . , n (10)

is symmetric and positive definite over the physical hyperplane �U⊥, which corresponds to the
positivity of entropy production rate associated with diffusive process. For more details on evaluation
of C from the kinetic theory of gases as well as its mathematical properties, we refer the reader to
the textbook of Giovangigli (chaps. 4 and 7 of Ref. 16, and the references therein).

B. Species production rates

For the isothermal reactions, the species production rates are functions of the species mass
fractions only. We will additionally assume that they are Lipschitz continuous with respect to
�1, . . . , �n and that there exist positive constants ω and ω such that

−ω ≤ ωk(�1, . . . , �n) ≤ ω, for all 0 ≤ Yk ≤ 1, k = 1, . . . , n; (11)

moreover, we suppose that

ωk(Y1, . . . , Yn) ≥ 0 whenever Yk = 0. (12)

We also anticipate the mass constraint between the chemical source terms

n∑
k=1

ωk = 0. (13)

Another restriction that we postulate for chemical sources is dictated by the second law of thermody-
namics, which asserts that the entropy production associated with any admissible chemical reaction
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is non-negative. In particular, ωk must enjoy the following condition:

−
∫

�

n∑
k=1

gk�ωk

ϑ
dx ≥ 0,

where ϑ is the absolute temperature and gk are the Gibbs functions of species. For fixed positive ϑ

and equal constant-pressure specific heats for all the species, this condition may be translated into
the following one (see chap. 2 of Ref. 16),

∫
�

n∑
k=1

log pkωk�

mk
dx ≤ c, (14)

which allows us to control the source term in the main estimate (29). Here and subsequently c
denotes a constant that may differ throughout the paper and, if it is not marked otherwise, depends
only on the data.

Remark 2. From (7) and (9) it follows that �F = (F1, . . . ,Fn)T ∈ R(C) = �U⊥, therefore, taking
the scalar product between �F and �U it can be deduced that

n∑
k=1

Fk = 0, (15)

which together with (13) leads to the continuity equation for �,

∂t� + div(�u) = 0, �0 =
n∑

k=1

�0
k . (16)

In particular, the total mass of the mixture is conserved∫
�

�(t) dx = M0, f or a.a. t ∈ (0, T ).

C. Explicit form of diffusion matrix C

Since the chemical reactions considered in this paper may be completely reversible, the sym-
metric role is given to all of the species. Therefore, to fix the idea, we shall concentrate on the
following explicit form of C:

C =

⎛
⎜⎜⎜⎜⎜⎝

Z1 −Y1 . . . −Y1

−Y2 Z2 . . . −Y2

...
...

. . .
...

−Yn −Yn . . . Zn

⎞
⎟⎟⎟⎟⎟⎠ , (17)

where Zk = ∑n
i=1
i �=k

Yi . For the sake of simplicity, we assume that C0 = π .

Remark 3. Note that the matrix C is singular since C �Y = 0 and is not symmetric in general.

Remark 4. It is easy to check that by the expressions for the diffusion forces (8) and the properties
of C, one can rewrite (7) into the following form:

Fk = − (∇ pk − Yk∇π ) = −
n∑

l=1

Ckl∇ pl . (18)
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D. Main result

The main result of this paper is the following.

Theorem 1. Let � be a sufficiently smooth solution of (16) such that � is bounded in
L2(0, T ; W 1,2(�)). Moreover, let 0 < inf� �0 ≤ sup� �0 < ∞. Let u ∈ L∞((0, T) × �) be fixed
such that div u ∈ L2((0, T ); L∞(�)). Assuming (11)–(17) problem [(5) and (6))] admits a global in
time weak solution, such that

�k ≥ 0 a.e. in (0, T ) × �,

n∑
k=1

∫
�

�k(t) dx = M0.

Furthermore, the following regularity properties hold:

�k ∈ C([0, T ]; L log Lweak∗ (�)) and ∇√
�k ∈ L2((0, T ) × �).

Remark 5. To maintain consistency with the existence results for a class of models with density-
dependent viscosity coefficients (Refs. 5, 21, and 29) one should rather work with

√
� instead

of �, since it is only possible to show integrability of ∇√
�. Note that we actually need that√

� ∈ L2(0, T ; W 1,2(�)) but due to assumptions on u and �0 it is equivalent with the assumption in
the theorem.

Remark 6. Note that assuming u much more regular, we would be able to recover the regularity
of the density � required in Theorem 1. Note, however, that in practical applications, except for very
special situations, such a regularity is not possible to obtain.

The rest of this article is devoted to the proof of this theorem. The strategy is to add the standard
regularization terms and then to employ the Galerkin method for the system rewritten in terms of
so-called entropy variables.

III. EXISTENCE OF SOLUTIONS

A. Galerkin approximation

Our aim is to construct the weak solution to the semi-linear parabolic problem

(δ + erk )∂t rk + div(erk u) − div ((δ + εerk )∇rk) + divFk
mk

= �ωk

mk
,

rk(0, x) = r0
k ,

(19)

for every k = 1, . . . , n, (t, x) ∈ [0, T] × �, and for any given, smooth (as in Theorem 1) vector
u. To this purpose, we will employ the Galerkin technique. We denote by N the (finite) dimension
of the approximation. The aim (achieved in Subsection III B) will be to pass with N → ∞. More
precisely, we assume that rk,N has the following structure:

rk,N =
N∑

i=1

ai
k,N (t)hi (x), (20)

where the functions {hi }i∈N form an orthogonal basis of the Hilbert space W 1,2(�), they are smooth
and orthonormal with respect to the scalar product ( · , · ) in L2(�). We look for the coefficients
ai

k,N (t), t ∈ [0, T], k = 1, . . . , n, i = 1, . . . , N such that

ai
k,N (0) = (r0

k , hi ) (21)
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and the following equality is satisfied:

∫
�

∂t (δrk,N + erk,N )hl dx

= −
∫

�

div

(
erk,N u − (δ + εerk,N )∇rk,N + Fk,N

mk

)
hl dx +

∫
�

�N ωk

mk
hl dx, (22)

for any l = 1, . . . , N. Here,

�N =
n∑

k=1

mkerk,N (23)

and Fk,N is given in (26) below. We have the following.

Theorem 2. For any N ∈ N there exist uniquely determined functions r1, N, . . . , rn, N of the form
(20) satisfying (21) and (22). Moreover, there exists a constant c depending only on T and the initial
data, such that

√
δ‖rk,N ‖L∞(0,T ;L2(�)) + ‖erk,N rk,N ‖L∞(0,T ;L1(�))

+
√

δ‖∇rk,N ‖L2((0,T )×�) + √
ε‖∇√

erk,N ‖L2((0,T )×�) +
n∑

k=1

∥∥∥∥ Fk,N√
mkerk,N

∥∥∥∥
L2((0,T )×�)

≤ c. (24)

Proof. This task is equivalent with solving the set of N ordinary differential equations (ODEs)
corresponding to each of n equations of the system (22),

δȧl
k,N (t) +

N∑
i=1

ȧi
k,N (erk,N hi , hl) = −Xk,N (rk,N , hl ) +

(
�N ωk

mk
, hl

)
, (25)

with the initial conditions given by (21). In the above formula, �N is given by (23), ȧ(t) is time
derivative of a(t), and

Xk,N (rk,N , hl) =
∫

�

div

(
erk,N u − (δ + εerk,N )∇rk,N + Fk,N

mk

)
hl dx,

Fk,N = −(∇erk,N − Yk,N

n∑
j=1

er j,N ∇r j,N ) = −
n∑

j=1

Ck j,N er j,N ∇r j,N . (26)

The matrix CN is given by

CN =

⎛
⎜⎜⎜⎜⎜⎝

Z1,N −Y1,N . . . −Y1,N

−Y2,N Z2,N . . . −Y2,N

...
...

. . .
...

−Yn,N −Yn,N . . . Zn,N

⎞
⎟⎟⎟⎟⎟⎠ ,

where

Y j,N = m j er j,N

�N
and Zk,N =

n∑
i=1
i �=k

Yi,N .

Observe that since the matrix Xk,N involves all n functions rk,N, we should solve the system
of N · n ODEs simultaneously. To this purpose, we rewrite system (25) using the vector Ak,N (t)
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= (a1
k,N (t), . . . , aN

k,N (t))T into the following form:

(
δI + Bk,N (t)

)
Ȧk,N (t) = −Xk,N (rk,N , hN ) +

(
�N ωk

mk
, hN

)
, k = 1, . . . , n, (27)

where I is the identity matrix, (
Bk,N

)
i j

=
∫

�

erk,N hi h j dx,

Xk,N (rk,N , hN ) = (Xk,N (rk,N , h1), . . . ,Xk,N (rk,N , hN ))T ,

and

(
�ωk

mk
, hN ) = ((

�ωk

mk
, h1), . . . , (

�ωk

mk
, hN ))T .

It is easy to see that the matrix δI + Bk,N (t) is invertible for any δ > 0; indeed erk,N is a
non-negative function, thus the time-dependent bilinear form

Bk,N [hi , h j ; t] = (
Bk,N

)
i j =

∫
�

erk,N hi h j dx

is symmetric and positive-semidefinite. Next, using the following property of the block diagonal
matrixes: ⎛

⎜⎜⎜⎜⎜⎝

A1,N 0 . . . 0

0 A2,N . . . 0

...
...

. . .
...

0 0 . . . An,N

⎞
⎟⎟⎟⎟⎟⎠

−1

=

⎛
⎜⎜⎜⎜⎜⎜⎝

A−1
1,N 0 . . . 0

0 A−1
2,N . . . 0

...
...

. . .
...

0 0 . . . A−1
n,N

⎞
⎟⎟⎟⎟⎟⎟⎠

,

we invert the (n · N) × (n · N) matrix that stands in front of the time derivative of system (27) and
therefore, problem (25) can be replaced by the following one:

Ȧk,N (t) = − (
δI + Bk,N (t)

)−1
Xk,N (rk,N , hN ) + (δI + B(t))−1

(
�N ωk

mk
, hN

)
. (28)

Before we apply the classical result on solvability of the ODE system we check whether the right
hand side of (28) is Lipschitz with respect to ak, l(t) for all k = 1, . . . , n, l = 1, . . . , N. This is true
on account of the fact that a finite composition of the polynomials and the exponent functions is a
Lipschitz function, at least locally with respect to time. Therefore, for sufficiently short time interval
[0, τ ) there exists uniformly continuous (with respect to time) solution to problem (25).

In order to obtain the global in time solution any a priori estimate on rk, N is needed, because
on a finite-dimensional space all norms are equivalent. To this end, we use in (22) the test function
rk,N (we multiply each of the equations by al

k,N (t) first, and then we sum them with respect to
l = 1, . . . , N). Integrating by parts we obtain the following equality:

n∑
k=1

d

dt

∫
�

(
δ

r2
k,N

2
+ erk,N rk,N − erk,N

)
dx +

n∑
k=1

∫
�

(
(δ + εerk,N )|∇rk,N |2 − Fk,N

mk
∇rk,N

)
dx

= −
n∑

k=1

∫
�

erk,N div u dx +
n∑

k=1

∫
�

�N ωk

mk
rk,N dx . (29)

The only problematic term on the left hand side is the last one. However, since
∑n

k=1 Fk,N = 0 –
see (15) – we can write

n∑
k=1

⎛
⎝ Fk,N

mkerk,N
Yk,N

n∑
j=1

er j,N ∇r j,N

⎞
⎠ = 0
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and therefore the last term on the left hand side of (29) may be written as follows:

−
n∑

k=1

Fk,N

mk
∇rk,N = −

n∑
k=1

Fk,N

mkerk,N
∇erk,N =

−
n∑

k=1

Fk,N

mkerk,N

⎛
⎝∇erk,N − Yk,N

n∑
j=1

er j,N ∇r j,N

⎞
⎠ =

n∑
k=1

F2
k,N

mkerk,N
≥ 0. (30)

Thus, to get the estimates one only needs to control the right hand side of (29). Substituting in (14)
pk = erk,N and � = �N we deduce that the last term on the right hand side of (29) is bounded

n∑
k=1

∫
�

�N ωk

mk
rk,N dx ≤ c.

For the remaining one, we have

n∑
k=1

∫
�

|erk,N div u| dx ≤ ‖ div u‖∞
n∑

k=1

∫
�

erk,N dx .

We are now at the position to deduce that (29) implies

n∑
k=1

d

dt

(‖δr2
k,N + erk,N rk,N − erk,N ‖L1(�)

) +

n∑
k=1

{
δ‖∇rk,N ‖2

L2(�) + ε‖∇√
erk,N ‖2

L2(�) +
∥∥∥∥ Fk,N√

mkerk,N

∥∥∥∥
2

L2(�)

}

≤ c
n∑

k=1

(1 + ‖ div u‖L∞(�)‖erk,N ‖L1(�)). (31)

Because the term r2
k,N is non-negative and erk,N rk,N is bounded from below, div u ∈ L2(0, T ; L∞(�)),

we get using the Gronwall argument estimate (24). As was already announced, this estimate allows
us to repeat the procedure described before in order to extend the solution to the whole time interval
[0, T]. �

Although the above construction corresponds only to particular projection of the original prob-
lem it is clear that the final estimate is completely independent of N. This is the key argument in the
limit passage; derivation of the other uniform estimates is a purpose of Subsection III B.

B. Passage to the limit N → ∞
Our next goal is to derive bounds uniform with respect to N for fixed δ, ε > 0 and u as in

Theorem 1. We have already mentioned that estimate (24) obtained in Subsection III A does not
depend on the dimension of Galerkin approximations. In particular, we have that

|∇erk,N | ≤ 2|∇√
erk,N |√erk,N (32)

is bounded in L2(0, T; L1(�)), therefore, by the Sobolev imbedding, erk,N is bounded in
L2(0, T ; L

3
2 (�)). Returning to (32) we get

‖∇erk,N ‖
L

4
3 (0,T ;L

6
5 (�))

≤ c; (33)

using once more the Sobolev imbedding theorem and the bound in L∞(0, T; L1(�)) we end up with

‖erk,N ‖
L

5
3 ((0,T )×�)

≤ c(ε). (34)
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Having this, we can return to (32) to deduce

‖∇erk,N ‖
L

5
4 ((0,T )×�)

≤ c(ε). (35)

Apart from that, the limit passage requires also some further estimates providing compactness with
respect to time.

Lemma 3. There exists a constant c depending on the initial data, T, and the parameter ε such
that

δ‖∂t rk,N ‖
L

5
4 (0,T ;W −1, 5

4 (�))
≤ c. (36)

Proof. We take any φ ∈ W 1,5(�) ⊂ W 1,2(�) such that ‖φ‖W 1,5(�) ≤ 1 and decompose it into φ

= φ1 + φ2, where φ1 is an orthogonal projection of φ (with respect to the scalar product induced
by the norm of the space L2(�)) onto the subspace spanned by the vectors {h1, . . . , hN}. Using φ1

as a test function in (22) we show that

∫
�

∂t (δrk,N + erk,N )φ1 dx =
∫

�

(
erk,N u − (δ + εerk,N )∇rk,N + Fk,N

mk

)
· ∇φ1 dx +

∫
�

�N ωk

mk
φ1 dx

≤
n∑

k=1

(
‖u‖L∞(�)‖erk,N ‖

L
5
4 (�)

+ δ‖∇rk,N ‖
L

5
4 (�)

+ ε‖∇erk,N ‖
L

5
4 (�)

)
‖φ1‖W 1,5(�)

+ c
n∑

k=1

∥∥∥∥ Fk,N√
mkerk,N

∥∥∥∥
L2(�)

‖√erk,N ‖
L

10
3 (�)

‖φ1‖W 1,5(�) + c
n∑

k=1

‖erk,N ‖
L

5
4 (�)

‖φ1‖W 1,5(�). (37)

Then we have

‖∂t rk,N (t, ·)‖
W −1, 5

4 (�)
= sup

φ∈W 1,5(�);‖φ‖≤1

∣∣∣ ∫
�

∂t rk,N (t, ·)φ dx
∣∣∣

= sup
φ∈W 1,5(�);‖φ‖≤1

∣∣∣ ∫
�

∂t rk,N (t, ·)φ1dx
∣∣∣ =

∫
�

∣∣∂t rk,N (t, ·)ϕ1

∣∣dx

for some ϕ1 ∈ W 1,5
0 (�) ∩ Lin{h1, . . . , hN }. Hence

‖∂t rk,N (t, ·)‖
W −1, 5

4 (�)
≤ sup

φ∈W 1,5(�)∩Lin{h1...hN };‖φ‖≤1

1

δ

∣∣∣ ∫
�

(δ + erk,N (t,·))∂t rk,N (t, ·)φ dx
∣∣∣ (38)

and due to estimate (37) we end up with

‖∂t rk,N ‖
L

5
4 (0,T ;W −1, 5

4 (�))
≤ c(ε)

δ
.

�
Our goal in the remaining part of this subsection is to examine the limit for N → ∞. The above

lemma allows us to apply the Aubin-Lions lemma in order to extract the subsequences which satisfy
(19) in the limit. Indeed, for the sequence rk, N we deduce from (24) that it is possible to extract a
subsequence such that

rk,N → rk weakly∗ in L∞(0, T ; L2(�)),

∇rk,N → ∇rk weakly in L2((0, T ) × �),

∂t rk,N → ∂t rk weakly in L
5
4 (0, T ; W −1, 5

4 (�)),

rk,N → rk strongly in L2(0, T ; L p(�)), p < 6;

(39)
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in particular, there exists a subsequence rk, N which converges to rk a.e. on (0, T) × �. This, together
with (36) and the boundedness of space gradient of erk,N implies

∇erk,N → ∇erk weakly in L2(0, T ; L1(�)) ∩ L
5
4 ((0, T ) × �),

erk,N → erk strongly in Lq ((0, T ) × �), q < 5
3 ,

(40)

at least for a chosen subsequence.
Next, we recall basics facts from the theory of Orlicz spaces. For more details as well as proofs

of results below see, e.g., chap. 3 of Ref. 18 or chap. 8 of Ref. 1.
For the following pair of complementary Young functions:

�(t) = et − 1; � =
{

0 for 0 ≤ t < 1,

t(log t − 1) for t ≥ 1.

we consider the Orlicz spaces L�(�), L�(�) := L log L(�) and the space E�(�), which is the
closure of bounded measurable functions on � in L�(�). In particular, E�(�) is separable and
(E�(�))∗ = L�(�). Therefore, we can extract a subsequence such that

erk,N → erk weakly∗ in L∞(0, T ; L log L(�)),

where by weak∗ convergence we mean that 〈erk,N , φ〉 → 〈erk , φ〉 for each φ ∈ L1(0, T; E�(�)).
Moreover, by (24) we deduce that for all η ∈ D(�) the functions t → ∫

�rk, N(t)η dx form a bounded
equicontinuous sequence in C[0, T]. Hence, the weak∗ convergence of rk, N, erk,N may be improved,
using the Arzelá-Ascoli theorem and the density of D(�) in Lp for p ∈ [1, ∞) and in E�(�), to the
following:

rk,N → rk in C([0, T ]; L2
weak(�)),

erk,N → erk in C([0, T ]; L log Lweak∗ (�)),
(41)

which gives sense to the initial conditions for rk and erk .

Finally, as erk,N > 0 on [0, T] × �, m j er j,N

�N
is bounded in L∞((0, T) × �) and so, the pointwise

convergence of erk,N for any k = 1, . . . , n implies that

m j er j,N

�N
→ m j er j∑n

k=1 mkerk
strongly in L p((0, T ) × �), p < ∞.

Therefore, we also get the convergence of Fk,N . Summarizing, the result achieved in this section
can be stated as follows.

Lemma 4. Let the assumptions of Theorem 1 be fulfilled and let �k,N, k = 1, . . . , n be the unique
solution to the approximate problem (22) constructed in Theorem 2. Then there exists a subsequence
Nl → + ∞ such that the limit functions rk = limNl→∞ rk,Nl satisfy system (19) in the sense of
distributions.

C. Estimates independent of δ, passage to the limit δ → 0

In what follows, we will denote by rk, δ , k = 1, . . . , n, the solution to the approximate problem
(19), constructed in Subsection III B. The next step of the proof is to let δ → 0+ in order to eliminate
the artificial time derivative as well as the δ-dependent parabolic regularization in (19). To this aim,
we first need to derive some uniform bounds sufficient to deduce compactness of the nonlinear terms,
which is the subject of the present subsection. We start by proving the energy inequality.
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Lemma 5. Let δ, ε > 0, then the solution to (19) enjoys the following estimate:

sup
t∈(0,T )

n∑
k=1

‖ (
δr2

k,δ + erk,δrk,δ

)
(t)‖L1(�)

+
n∑

k=1

{
δ

∫ T

0
‖∇rk,δ‖L2(�) dt + ε

∫ T

0
‖∇√

erk,δ‖2
L2(�) dt +

∫ T

0

∥∥∥∥ Fk,δ√
mkerk,δ

∥∥∥∥
2

L2(�)

dt

}
≤ c, (42)

for a constant c that depends only on the initial data and T.

Proof. Due to the pointwise convergence of rk,N and erk,N , see (39) and (40), we have∫
�

(
δ

r2
k,N

2
+ erk,N rk,N − erk,N

)
dx →

∫
�

(
δ

r2
k,δ

2
+ erk,δrk,δ − erk,δ

)
dx

in the sense of distributions on (0, T). Moreover, we know that ∇rk, N converges to ∇rk, δ weakly in
L2((0, T) × �), thus, due to lower semicontinuity of convex functions we have∫ T

0

∫
�

|∇rk |2 dx dt ≤ lim inf
N→∞

∫ T

0

∫
�

|∇rk,N |2 dx dt.

The same argument can be also applied for the nonlinear terms ∇√
erk,N and Fk,N√

mkerk,N
. �

Having obtained the uniform estimates, we can return to our original problem. We define the
solution to (5) in the following way:

�k,δ := mkerk,δ , k = 1, . . . , n.

Hence, (42) gives rise to the following estimate:

ess sup
t∈(0,T )

∫
�

(
log pk,δ(t)

)2
dx +

∫ T

0

∫
�

|∇ log pk,δ|2 dx dt ≤ c(δ),

which is equivalent to positivity of partial densities

�k,δ > 0 a.e. in (0, T ) × �, k = 1, . . . , n.

We may now repeat arguments leading to (36). More precisely, as we can now test by any function
from the space L5(0, T ; W 1,5(�)), due to a similar argument as in (37) and (38) we control ∂ trk,δ

and ∂t (δrkδ
+ erk,δ ); thus we also control its difference. Hence, uniformly with respect to δ we have

δ‖∂t log pk,δ‖L
5
4 (0,T ;W −1, 5

4 (�))
+ ‖∂t pk,δ‖L

5
4 (0,T ;W −1, 5

4 (�))
≤ c. (43)

From (42) it also follows that the sequence
√

pk,δ is uniformly bounded in L2(0, T ; W 1,2(�)).
Therefore, using again the Aubin-Lions lemma, we show that �k,δ = pk,δmk converges to �k for
δ → 0 pointwisely on (0, T) × �. This together with the uniform estimates from (42) allows us to
deduce the following convergences when δ → 0:

δ log �k,δ

mk
→ 0 strongly in L∞(0, T ; L2(�)),

δ∇ log �k,δ

mk
→ 0 strongly in L2((0, T ) × �),

�k,δ → �k strongly in Lq ((0, T ) × �), q < 5
3 ,

∇�k,δ → ∇�k weakly in L2(0, T ; L log Lweak∗ (�)) ∩ L
5
4 ((0, T ) × �),

�k,δ → �k in C([0, T ]; L log Lweak∗ (�)).

(44)

Moreover
� j,δ∑n

k=1 �k,δ
→ � j∑n

k=1 �k
strongly in L p((0, T ) × �), p < ∞,

�k ≥ 0 a.e. in (0, T ) × �, k = 1, . . . , n,
(45)
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and due to a similar argument as in Subsection III B we obtain that

Fk,δ → Fk weakly in L p((0, T ) × (�)),

for some p > 1, where Fk depends on the limit functions �1, . . . , �n as specified in (7).
This is the last argument in favor to let δ → 0 in the approximate system (19), we have thus

proved the following result.

Lemma 6. The limit quantities �k, k = 1, . . . , n satisfy

∂t�k + div(�ku) − ε��k + div(Fk) = �ωk, k = 1, . . . n, (46)

in the sense of distributions on (0, T) × �.

In addition, denoting � = ∑n
k=1 �k , and summing (46) with respect to k = 1, . . . , n, the properties

(13) and (15) lead to the following equation:

∂t� + div(�u) − ε�� = 0. (47)

This equation is, due to the previous lemma, satisfied in the same sense as system (46), together with
the initial condition �(0, x) = �0 = ∑n

k=1 �0
k (x) for a.a. x ∈ �.

On the other hand, provided u and the initial data are sufficiently smooth (as in Theorem 1
is enough), we can identify � with �ε – the unique classical positive solution to the initial-value
problem

∂t�ε + div(�εu) − ε��ε = 0, �ε(0, x) = �0

constructed by means of the usual Galerkin approach within the standard L2 theory, the bootstrap
argument and the maximal Lp − Lq regularity applied to the problem

∂t�ε − ε��ε = f := − div(�εu), �ε(0, x) = �0, (48)

see Secs. 7.6.3 – 7.6.7 of Ref. 24 for more details. In particular, we know that any solution of (46)
satisfies

n∑
k=1

�k = �ε a.e. in (0, T ) × �,

where �ε is the unique solution to (47).

D. Estimates independent of ε

This part of the proof is dedicated to derivation of estimates independent of ε and to the last
limit passage ε → 0. The departure point is an analogue of (42),

sup
t∈(0,T )

n∑
k=1

‖pk,ε log pk,ε(t)‖L1(�) +
n∑

k=1

{
ε

∫
�

‖∇√
pk,ε‖2

L2(�) dx +
∫ T

0

∥∥∥∥ Fk,ε√
�k,ε

∥∥∥∥
2

L2(�)

dt

}
≤ c,

(49)
where the constant c does not depend on ε, and the fact that Yk,ε = �k,ε

�ε
, k = 1, . . . , n satisfy

0 ≤ Yk,ε ≤ 1,

n∑
k=1

Yk,ε = 1.

As we see, it is not so clear whether we have any additional space regularity of solutions. Indeed, to
repeat the arguments from the previous limit passage, one needs to show that the quantities ∇√

�k,ε,
k = 1, . . . , n are controllable independently of ε. To this end, we investigate more carefully the last
term in (49). We have the following result.

Lemma 7. Let assumptions of Theorem 1 be fulfilled and let estimate (49) be valid. Then, for
any k = 1, . . . , n the solution to the approximate problem (46) satisfies

‖∇√
�k,ε‖L2((0,T )×�) ≤ c, (50)

where the constant c does not depend on ε.
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Proof. Using (18) we deduce from (49) that

n∑
k=1

∫ T

0

∫
�

F2
k,ε

�k,ε

dx dt =
n∑

k=1

∫ T

0

∫
�

(
πεdk,ε

)2

�k,ε

dx dt ≤ c. (51)

To exploit this estimate we first recall the following property of the species diffusion forces:

π �di
ε = π

⎛
⎜⎜⎜⎜⎜⎝

di
1,ε

di
2,ε

...

di
n,ε

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

Z1,ε −Y1,ε . . . −Y1,ε

−Y2,ε Z2,ε . . . −Y2,ε

...
...

. . .
...

−Yn,ε −Yn,ε . . . Zn,ε

⎞
⎟⎟⎟⎟⎟⎠ ·

⎛
⎜⎜⎜⎜⎜⎝

∇xi p1,ε

∇xi p2,ε

...

∇xi pn,ε

⎞
⎟⎟⎟⎟⎟⎠ = Cε∇xi �pε, (52)

where �pε denotes the n dimensional vector (p1, ε, . . . , pn,ε)T and ∇ �pε = (∇ p1,ε, . . . ,∇ pn,ε)T .
So, inserting it to (51) we obtain

∫ T

0

∫
�

n∑
k=1

(Cε∇ �pε)2
k

�k,ε

dx dt ≤ c. (53)

The matrix Cε is degenerated as the vector �Yε = (Y1,ε, . . . , Yn,ε)T belongs to its kernel, so estimate
(53) does not imply integrability of ∇pk, ε for all k = 1, . . . , n, at the same time. However, as we know
that

∑n
k=1 �k,ε coincides with the classical unique solution to (47) �ε, we can use the assumption on

higher regularity of �ε to control the full gradient of �pε. Indeed, note that the matrix Cε possesses n
− 1 eigenvectors �vm = (vm

1 , . . . , vm
n )t , m ∈ {1, . . . , n − 1},

vm
l =

⎧⎪⎨
⎪⎩

−1 for l = m,

1 for l = n,

0 for l �= m, n,

corresponding to the eigenvalue 1. Therefore, denoting

Cε(t, x)∇xi �pε(t, x) := (∇xi �pε(t, x))I , for (t, x) ∈ [0, T ) × �,

we have, for every (k, i)-th coordinate of ∇ �pε(t, x), (k, i) ∈ {1, . . . , n} × {1, 2, 3}, the following
decomposition:

(∇xi �pε(t, x))k = (∇xi �pε(t, x))I
k + αi (t, x)Yk,ε(t, x), (54)

where αi(t, x)Yk, ε(t, x) is the kth coordinate of the projection of vector ∇xi �pε(t, x) ∈ Rn on the
nullspace of matrix Cε(t, x), which is spanned by the vector �Yε(t, x). Next, multiplying (54) by mk

and summing over k ∈ {1, . . . , n} one gets

αi = ∇xi �ε∑n
k=1 mkYk,ε

−
∑n

k=1 mk(∇xi �pε)I
k∑n

k=1 mkYk,ε

.

Combining this with (54) we can express each of the gradients of partial pressures in terms of known
quantities

∇xi �pε = (∇xi �pε)I +
( ∇xi �ε∑n

k=1 mkYk,ε

−
∑n

k=1 mk(∇xi �pε)I
k∑n

k=1 mkYk,ε

)
�Yε. (55)

Next, due to the first equality in (18) we can write

F2
k,ε

�k,ε

= |∇ pk,ε|2
�k,ε

− 2
Yk,ε∇ pk,ε · ∇πε

�k,ε

+ Y 2
k,ε|∇πε|2

�k,ε

,
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which is bounded L1((0, T) × �) for every k = 1, . . . , n, on account of (51). Therefore, by the
Cauchy inequality,

∫ T

0

∫
�

|∇ pk,ε|2
�k,ε

dx dt ≤ c

(
1 +

∫ T

0

∫
�

Y 2
k,ε|∇πε|2

�k,ε

dx dt

)
. (56)

Since ∇πε = ∑n
k=1(∇ �pε)k and

∑n
k=1( �Yε)k = 1, we can use (55) and (53) to estimate the right hand

side of the above inequality. We have

∫ T

0

∫
�

Y 2
k,ε|∇πε|2

�k,ε

dx dt =
∫ T

0

∫
�

Y 2
k,ε|

∑n
k=1(∇ �pε)k |2
�k,ε

dx dt

≤
∫ T

0

∫
�

Y 2
k,ε|

∑n
k=1(∇ �pε)I

k |2
�k,ε

dx dt +
∫ T

0

∫
�

Y 2
k,ε

�k,ε

(
|∇�ε|2(∑n

k=1 mkYk,ε

)2 + | ∑n
k=1 mk(∇ �pε)I

k |2(∑n
k=1 mkYk,ε

)2

)
dx dt

=
∫ T

0

∫
�

Y 2
k,ε

�k,ε

⎛
⎝

∣∣∣∣∣
n∑

k=1

(∇ �pε)I
k

∣∣∣∣∣
2

+ | ∑n
k=1 mk(∇ �pε)I

k |2(∑n
k=1 mkYk,ε

)2

⎞
⎠ dx dt +

∫ T

0

∫
�

Y 2
k,ε

�k,ε

|∇�ε|2(∑n
k=1 mkYk,ε

)2 dx dt.

(57)

Next, denoting mmax = max {m1, . . . , mn} and mmin = min {m1, . . . , mn}, the first term from the
right hand side of (57) can be estimated as follows:

∫ T

0

∫
�

Y 2
k,ε

�k,ε

⎛
⎝

∣∣∣∣∣
n∑

k=1

(∇ �pε)I
k

∣∣∣∣∣
2

+ | ∑n
k=1 mk(∇ �pε)I

k |2(∑n
k=1 mkYk,ε

)2

⎞
⎠ dx dt

≤
∫ T

0

∫
�

Yk,ε

�ε

(
n∑

k=1

∣∣(∇ �pε)I
k

∣∣2 + m2
max

∑n
k=1

∣∣(∇ �pε)I
k

∣∣2

m2
min

)
dx dt

≤
∫ T

0

∫
�

Yk,ε

�ε

(
1 + m2

max

m2
min

) n∑
k=1

�k,ε

∣∣(∇ �pε)I
k

∣∣2

�k,ε

dx dt ≤ c
∫ T

0

∫
�

n∑
k=1

∣∣(∇ �pε)I
k

∣∣2

�k,ε

dx dt, (58)

which is bounded due to (53).
The second integral on the right hand side of (57) can be bounded since Yk,ε ≤ 1 for any

k = 1, . . . , n, ∫ T

0

∫
�

Y 2
k,ε

�k,ε

|∇�ε|2(∑n
k=1 mkYk,ε

)2 dx dt ≤ c
∫ T

0

∫
�

|∇�ε|2
�ε

dx dt.

Returning to (56), we have thus shown that∫ T

0

∫
�

|∇ pk,ε|2
�k,ε

dx dt ≤ c

(
1 +

∫ T

0

∫
�

|∇�ε|2
�ε

dx dt

)
.

Using Lemma 8 below we control ∇�ε in L2((0, T) × �) independently of ε; due to the properties
of the initial value (strict positivity) we therefore also control ∇√

�ε in the same space. The proof
of the lemma is finished. �

Lemma 8. Under the assumptions of Theorem 1, there exists c independent of ε such that for
any ε ∈ (0, 1],

‖� − �ε‖L2(0,T ;W 1,2(�)) ≤ c,

where � is the unique solution to (3) and �ε is the unique solution to (47).
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Proof. We have

∂t (�ε − �) + div(u(�ε − �)) − ε�(�ε − �) = ε��,

with (�ε − �)(0, x) = 0. Testing equation above by �ε − � and recalling that ‖�‖L2(0,T ;W 1,2(�)) < ∞,
we get the result. �

This is the final argument that allows us to repeat the procedure described for the limit passage
δ → 0 in order to eliminate the last regularizing term from (46). The proof of Theorem 1 is now
complete. �
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27 L. Waldmann and E. Trübenbacher, “Formale kinetische theorie von Gasgemischen aus anregbaren Molekülen,” Z.
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