The

University

yo, Of
Sheffield.

This is a repository copy of SPHysics simulation of laboratory shallow free surface
turbulent flows over a rough bed.

White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/124021/

Version: Accepted Version

Article:

Gabreil, E., Tait, S., Shao, S. et al. (1 more author) (2018) SPHysics simulation of
laboratory shallow free surface turbulent flows over a rough bed. Journal of Hydraulic
Research. ISSN 0022-1686

https://doi.org/10.1080/00221686.2017.1410732

Reuse

Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of
the full text version. This is indicated by the licence information on the White Rose Research Online record
for the item.

Takedown
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.

\ White Rose o
| university consortium eprints@whiterose.ac.uk
WA Universiies of Leeds, Sheffield & York https://eprints.whiterose.ac.uk/



mailto:eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

SPHysics ssimulation of laboratory shallow free surface tur bulent flows

over arough bed

ESLAM GABREIL, formerly PhD Student, Department of Civil and StructuExigineering,
University of Sheffield, Sheffield S1 3JD, UK (Lecturer, Departn@nCivil Engineering, Al-Jabal
Al-Gharbi University, Gharian, Libya)

Email;| eslamgabreil@yahoo.com

SIMON J. TAIT (IAHR Member), Professor of Water Engineering, DepartmenCiaol and
Structural Engineering, University of Sheffield, Sheffield S1 3JD, UK
Email{ s.tait@sheffield.ac.bik

SONGDONG SHAO, Senior Lecturer in Water Engineering, Department df &id Structural
Engineering, University of Sheffield, Sheffield S1 3JD, UK (Visiting PradesState Key Laboratory
of Hydro-Science and Engineering, Tsinghua University, Beijing 100084, China

Email{s.shao@sheffield.acfuk (author for correspondence)

ANDREW NICHOLS, Lecturer in Water Engineering, Department of Civil aStductural
Engineering, University of Sheffield, Sheffield S1 3JD, UK

Email:| a.nichols@sheffield.ac.uk

Running Head: SPH for rough bed free surface flow


mailto:eslamgabreil@yahoo.com
mailto:s.tait@sheffield.ac.uk
mailto:s.shao@sheffield.ac.uk
mailto:a.nichols@sheffield.ac.uk

SPHysics ssimulation of laboratory shallow free surface turbulent flows

over arough bed

ABSTRACT

In this paper, the Smoothed Particle Hydrodynamics method is used to siexpat@mental shallow free
surface turbulent flows over a rough bed made of regularly packiéatm spheres. The numerical program is
based on the open source code SPHysics and significant improvemedesn the turbulence modelling and
rough bed treatment within the code. A modified Sub-Particle-Scale eddy wsowsitel is proposed to
simulate the effect of turbulence transfer mechanisms in the highlyeshizae surface flow, and a drag force
term is introduced into the momentum equation as a source term to afwouiné existence of the bed
roughness. To validate the numerical model, a laboratory experimemtiexiaaut to study shallow, turbulent
flow behaviour under different flow conditions. The SPH simulationshreme compared with the flow velocity,
shear stress and turbulent intensity profiles measured via acdapiiter velocimeters. Several issues with
regard to the rough bed hydraulics are investigated, including the studster surface behaviour and its

interaction with the bulk flow.

Keywords: Drag force; rough bed; shallow free surface flow; SPHyYSRSeddy viscosity model

water surface behaviour
1 Introduction

Free surface flows in rivers and man-made channels are of significant impdrtatiee field of
hydrodynamics and hydraulic engineering. These types of flow are often found oversuoizgies
sometimes with complex topographies and characterised by spatial and temporal defooh#ti®ns
free surface. When the flow depth is shallow, the influence of the bed roughnesgnificastly
modify the structure of the flow. The hydraulics of shallow rough bed open channel flows has both
theoretical and engineering value in view of the need to quantify bed resistdice,can provide
important information for those concerned with flood control and environment protedoarever,

there have been limited studies on the water surface behavior of shallow free daviacantl its
relationship with the underlying turbulent flow structures due to the diffiéalbbtaining laboratory

measurements and the spatial resolution constraint in numerical simulations.

In the past few decades, numerical simulations on the basis of mesh-based esipaoadbeen
widely used for various free surface flows. The two most popular mesk-begsproaches for
simulating free surface flows are the mark-and-cell (MAC) and volume-af-fWlOF) techniques. In
these methods, the free surface flow properties are computed through theStikésr (N-S)
equations over a stationary mesh, whiah give rise to numerical diffusion due to the advection term
in the N-S equations. This makes the application of the mesh-based approach cigafemfree

surface flows in which the water surface is specifisén arbitrarily moving boundary. In recent



years, the mesh-free Smoothed Particle Hydrodynamics (SPH) technique wakidinst introduced

by Gingold and Monaghan (1977) to solve astrophysical problems, has been developed and
successfully used for the simulation of a wide range of computational fluidndgs (CFD)
applications. These include wave breaking and overtopping (Monaghan & Kos, 1999phasdi

flow with a sharp material interface (Colagrossi & Landrini, 2003; Hu & Adams, 2007)damd

break flow (Gomez-Gesteira & Dalrymple, 2004). More advanced turbulent closadelling
techniques in SPH have been reviewed by Violeau and Issa (2007) and used by Dalrymple and Rogers
(2006) for wave impact on a coastal defence. These techniques are based on thagiwndef

Gotoh, Shibahara, and Sakai (2001), who proposed the most commonly used turbulent modelling
technique in mesh-free particle method: the Sub-Particle Scale (SPS) modt.iBBumpability and
flexibility in simulating complex flow situations, SPH has become a competdiernativdo mesh-

based methods. Unlike mesh-based appem@PH isa purely Lagrangian meshless technique in
which the fluid domain is discretised indcset of particles carrying various physical properties, and
these particles are moved according to the kernel influence of their neigigoqarticles.
Consequently, all the terms in the governing equations are expressed as théomteeaoeen each

reference particle and its neighbours, so no computational grid is needed in the solution domain.

Although SPH has been successfully used for the simulation of differenpliehomena, such
as in coastal hydrodynamics, ordysmall number of researchers have applied this technique to the
open channel free surface flows. In the literature, Fedderico, Marrone, Colagrssidemo, and
Antuono (2012) and Shakibaeinia and Jin (90iskd SPH to studg uniform laminar open channel
flow of low Reynolds number and validated their model by initializing and upd#imgnalytical
velocity and pressure profiles on the inflow boundary. Later Meister, Burger, and 2addh used
the same numerical technigue for steady laminar open channel flows wéttentifivater viscosities
Their results demonstrated that for Higliscous flow, the streamwise velocities agreed well with
analytical solutions; however, when the viscosity was reduced close to thevatieabf water, the
predicted velocities gradually deviated from the analytical predictions. DZelgar, Krzyk, Cetina,
and Petkovsek (2014) performed SPH modelling of dam-break flow through a maugiwalley, in
which two different methods of defining the terrain roughness were usdukfoydraulically smooth
and rough terrains, respectively. SPH technigues have also been used to simulatie hyaiEs)l as
documented by Lopez, Marivela, and Garrote (2010), Chern and Syamsuri (2013) and De Padova,
Mossa, Sibilla, and Torti (2013), and various turbulent closure models wardaddh thee studies
However, there were no detailed quantification of the velocity and shesssiéles for the shallow
free surface turbulent flows over a hydraulically rough bed, and there waslatdodd information
on the water surface fluctuations and their relationshipis the underlying turbulent flow structure.
More robust treatmentf dhe flow turbulence and rough bed boundary would enable SPH models

be applied to more practical engineering situations.



In this paper, we aim to use the weakly compressible SPH (WCSPH) open source code,

SPHysics| (http://www.sphysics.qrg), to investigate shallow free surfacdemtilows over a rough

bed and then validate the numerical results using our laboratory measurdimémizove the model
capacity to address the effects of turbulence, an improved Sub-Particle(SR8leeddy viscosity
model is proposed, in which the fixed Smagorinsky constant is replaced by a reRigit
formulation. In addition, to account for the effect of bed roughness, aah@gterm is added to the
momentum equation as a source term to compute the resistance shear stressthi&/auwserical
model to predict the time-averaged streamwise flow velocity and shear atrdgsirbulent intensity
profiles, and also examine the dynamic behavior of water surface fluctudbmgstlae streamwise
direction. These are compared with our experimental measurements.

Here it should be mentioned that one of the major objectives in this papasésthe mesh-free
SPH modelling approach to investigate the water surface fluctuationsisTias commonly studied
and is difficult to address by using the standard grid-based numerical modiis literature, it has
been found that the free surface of turbulent shallow open channel flow iscoeyaetely flat, since
it is disturbed by the underlying turbulent flow structures and advectingacggjtavity waves.
Some preliminary experimental studies have been conducted to establish the lirdsnbeater
surface features and subsurface turbulent flow structures. For example, Kumar, Guptaejet B
(1998) found a persistent structure on the water-air interface that ctas®ified into different types
accordingto the pattern of the turbulent burst features. Smolentsev and Miraghaie (2005) observed
that three types of the disturbance alwegexist on the free surfaceapillary waves, gravity waves
and turbulent waves. The latter was generated due to the interactionsrbttevbulk flow and water
surface, andvas found to be the most dominant component. In a more recent study, Horoshenkov,
Nichols, Tait, and Maximov (2013) experimentally studied the free surface and itstiotesavith
the underlying turbulence of shallow free surface flows over a gravel bedd&henstrated that the
free surface fluctuations are strongly correlated with the bulk fioyperties. This would constitute
an interesting field to apply the SPH simulation technique, in order to fullprexjps potential as an

emerging engineering tool in free surface turbulent flows.

2 SPH numerical model
2.1 Governing equations and SPH formulations

In the SPH numerical scheme the following mass and momentum conservation equatioons of

compressible Newtonian fluid are solved:

Dp
—+pV-u=0 1
Dt T ” (1)


http://www.sphysics.org/

@:—EVP+g+v0V2u+lV-T 2
bt p p

where u is particle velocity vectorp is density, P is pressureg is gravitational acceleration,

is kinematic viscosityr is turbulent shear stress, ahds time. The notatiorD/Dt is used to denote
the Lagrangian derivative. Hence the fluid particle movement is computed by thdrglieguation,

wherer isthe particle position vector:
Dr
—=U
Dt

In the SPH framework,a reference particlea interacts with the neighbouring partidie within a

®3)

kernel influence domain following a weighting functigd,, =W(|r,,|, h) , where]r,| is the distance

between particleg andb, and h is the kernel smoothing length. In SPH approximations, the value
of any vector quantity or physical scalérof a reference particla, and its gradienVA, can be

estimated by the following discretized summation equations carried out foartitlesb located

inside the kernel influence domaas

Ar,) = ZpﬂA(fb)Wab (49)
VA(r,) = zpﬂ[A(ra) ARV, (4b)

wherem, is the mass of neighbouring partide, p, is the density of neighbouring particlé(r,)

is the value of the quantity at point, A(r,) is the value of the quantity at point, VA(r,) is the
gradient of the quantity at the point, andV W, is the gradient of the kernel function at partiele

. Considering computational efficiency and accuracy, the kernel function is based on the Cubic Spline.

By applying the SPH discretization to mass conservation Eg. (1), the changing ratetgfafensi

particle a with respect to its neighbouring particlbscan be computed as:

D 5
pa = Zrnbuabvawab ( )
Dt 4

whereu,, = u, — U, is defined. Similarly, all terms in the momenté&n (2) can be transformed into

the SPH forms. The following anti-symmetric form of the pressure gradiene commonly used

1 R P
(__vp)a = (_b + _a)vaWa 6
P Zb:m" P pi ’ ©)

Lo and Shao (2002) simplified the laminar stress te5ﬁi2u in the following SPH formulation:
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To close the system of governing equations dalightly compressible fluid flow, the following

equation of state is employed to determine the fluid pressure (Monaghan & Kos, 1999):

P= B{(ﬁ)y —1} (8)

Po
where Bzcgpolj/, C, is the speed of sound atreference densityp, is 1000 kgn? and the

reference density is usually taken as the density of fluid at the fréscesuandy = 7 is the

polytrophic constant. Using a value corresponding to the real speed of souvatkinan leadto a

very small time step to achieve the numerical stability required by thea@t-Fredrich-Levy
condition. Monaghan and Kos (1999) suggested that the minimum speed of sound be aboes ten tim
greater than the maximum bulk flow velocity. This keeps the densiigtioas to less than 19%-or

the considered free surface shallow steady flows the density fluctuationsgsyttt to the reference
value) are expected to be rather small. Therefore, the above Eg. (8) could also be conveniently

linearized without the loss of accuracy.

In a real SPH computation, with regard to Eq. (3), the fluid particles aedlyaatoved by using
the XSPH variant as proposed by Monaghan and Kos (1999), as follows:

Dr,
Dt

uba

=u, + g; m, W,, (9)

ab

where ¢ is constan{0 ~ 1), andp,, = (p, + p,) /2 is averaged density. The idea behind the XSPH
variant is that a fluid particlea moves witha velocity that is close to the averaged velocity of its
neighbouring particle® depending on the coefficieat. The main rationale of using this approach
in coastal hydrodynamics is to prevent the fluid particles from penetrating eachasttiehus to
ensure the simulations are stable. In our free surface open channel flow simsulat found thea
non-zero value of significantly dampens the physical velocity fluctuations and the velocity gradient
dU /dy was reduced along the flow depth. Therefore, the XSPH variant was not used hip@ssig

zero value tog in Eq. (9).

2.2 SPHysics code

SPHysics code_(http://www.sphysics.prg) is a free open-source SPH code thateaasd in 2007

and developed jointly by the researchers at Johns Hopkins University (U.S.A.grdityivof Vigo
(Spain), University of Manchester (U.K.) and University of Roma La Sapiehaly)( It is

programned in the FORTRAN language, and developed specifically for the free-surface

6


http://www.sphysics.org/

hydrodynamics (Gomez-Gesteira et al., 2012). In this paper, we use the SRblysics/ out the
simulations of shallow turbulent free surface flow ogeough bed surface, after modifying the code

by adding a turbulent closure technique amdugh bed treatment.

In SPHysics, four different time integration schemes are implemented. ThetdP+€orrector
solution is used in our studies due to being explicit in the time integratid straightforward to
implement. It is second-order accurate in the time domain. To reduce the particle noigerésshee
field, the density filtering operation is carried out every 20 to 30 sitees to smooth out the density
and pressure noise. Two density filters are available ilsEysics code, the Shepard filter and the

Moving Least Squares (MLS) filter
2.3 Boundary conditions

In SPHsolid wall boundaries are treated mainly to ensure that the fluid partiahnot penetrate the
wall, and that the non-slip boundary conditions are satisfied. Different watheats have been used
in SPHysics and the dynamic particle approach (Dalrymple & Knio, 2001) is adoptes pnesent
study, because all of the wall particles can be computed inside the same loopiraeetHeuid
particles.

The treatment of inflow and outflow boundaries in SPH is importantdaithulation of open
channel flows. In recent years, different inflow and outflow techniques have beeamemdéd. For
example, Lee et al. (2008) usagberiodic open boundary by which the fluid particles that leave the
computational domain through the outflow boundary are instantly re-inserted ondkelintindary,
and the fluid particles close to one open lateral boundary should interact with tibkepaear the
complementary open lateral boundary on the other side of the computational dbheaperiodic
boundary treatment is simple and straightforward to implement and it demonstratesrimocapee
on the boundaries of symmetric geometry. Since the open channel flow in our stodgigereds
uniform and steady flow, and the main objective is to investigate the turbuertt and treatment
of the rough bed boundary, we simply use the periodic open boundary provided by SPHysics (Gomez-
Gesteira et al., 2012) without further investigation.

2.4 Improved SPS turbulence model with non-constant Smagorinsky coefficient

Since our model is applied to fully-turbulent open channel flows, an appeoprigulence model is
required to close the system of the momentum equation. In SPHysics, theruidhear stress is
modelled by usingan eddy viscosity based Sub-Particle Scale (SPS) model initially described by
Gotoh et al. (2001) in the momentum Eq. (2). BfeSturbulent stress is based on the eddy

viscosity assumption as follows:



v (25, - Zks)) - c xs|s| (10)

wherez; is SPS shear stress component= (CSA)ZH is turbulent eddy viscosity (whekg, is
Smagorinsky constant = (2Ax%)¥? /2, |9 = (2§ S;)"? is local strain rateS; is SPS strain
componen), K is turbulent kinetic energyy; is Kronecker’s delta, C, = 0.0066, andAX is initial
particle spacing. In many SPH applications in coastal hydrodyna@ics, is regarderbastant

0.1~0.2.

Although this benchmark formulation has been successfully used in a numbeastal
applications, very limited studies have been reported on the effectiveness oftstmhiesnce closure
in open channel flow. In our model test of laboratory turbulent rough bed open cHamét Was

found that the value of, has a significant influence on the streamwise flow velocity psofie
shown in Fig. 1 (for flow condition (7) as shown in Table 1). It is apparent that incréasiresulted
in a decrease in both the streamwise velocity and its gradig¢ridy due to enhanced numerical
dissipation. To study this phenomenon, different valueS_ of were provided forl@aatohdition

in Table 1 (designed to match our laboratory experiment as detailed later) basedbesttmatch
between the measured and computed time-averaged velocity profiles.

An analysis has also been made of the relationships be@yesmd the flow deptth,, , channel
bed slopeS,, flow Reynolds NumbeR and shear velocity, and the results are presented in Fig.
2. As shown in Table 1, the shear velocity is calculaed = (gh,S,)"?, whereg = 9.81 mg.
The Reynolds Number is calculated fré®=Uh, /v, and Froude numbd¥ =U /(gh,)"?, where

U is depth-averaged mean flow velocity. The hydraulic roughitgss is obtained by fitting the

streamwise velocity profile measured in the centre of flume to the Log-Law df tmedyturbulent
flow as given by:
“InYysc (11)
x k

where u* =U(y)/u", k is von Karman constant (0.41)y" = yu /v, (wherey is vertical

distance from the bed boundpnk™ = kU /v, (wherek, is hydraulic roughne$s and C is

constant (8.5 for the rough walls



Figure 2 shows th&, has a positive correlation with the flow degth and channel bed slope
S, but seems to be independent of the Reynolds NuRbeh strong positive correlation has also
been found betwee€, and the shear velocity , which indicates tBatcould carry information

on the near-bed streamwise velocity gradient. Che values in present study were foertig ~
3.5 as listed in Table 1 for the shallow turbulent flows over a rough bed. Tgnificantly larger
than the commorC, values used in other SPH applications, for example, in bypdstdynamics a
value of 0.1 ~ 0.2 is often recommended. This difference can be attributeddotttieat the relevant
processes in both applications are different, and since in open channel flows thegbeess is one

of the dominant physical factors, a more refined treatment of the bed resistanss prabe overall

momentum balance is therefore important.

However, the obtained values @f in Table 1 have been found to provide turbulent shear

stresses much smaller than the measured ones. We therefore decided to ussdmaixilag length

theory to modify the SPS model of Gotoh et al. (2001), by replacing the prod@ghofith a

mixing length formulation, which should be more realistic for open channel flowslésvs the use
of a function that depends on the distance from the bed boundary. In a two-dimefwionahe
relevant equatiors represented as:

du

T
=170

dy

du

12
dy (12)

wherel . is mixing length, which describes the typical turbulent eddy size. Among many expsession

to determind,, , a common onesfiproposed by Nezu and Nakagawa (1993), and further applied in
the open channel flows by Stansby (2003) the following form

KY O0<y/H<Alk
= (13)

AH Alx<ylH<10
where Y is vertical distance measured from the zero-velocity leves, thtal water depth, and is a
constant (typically being 0.09).

By adopting the above mixing length approach, we would expect a better representagon of

impact of the rough beoin open channel flows, since the model coefficients now depend on the local



flow conditions and the size of the internal flow structures, thougiepend on the distance from the

rough bed, to internally transfer the momentum within the fluid.
2.5 Treatment of rough bed using drag force term in momentum equation

As mentioned before, currently the fixed channel bed is simulated by using the dynanper8€&iel
approach (Dalrymple & Knio, 2001). However, this boundary treatment behaves like aulltydr
smooth bed and cannot adequately reflect the frictional force generated by the roetgmesss
such as the spherical particles. To enable the model to simulate our experiment of achiraul
rough bed, the drag force due to the existence of the roughness element on the channaiussttom
be addressed. This can be quantified by the following:

1 ,
Fa = EijCdUg (14

where F, is fluid drag force,A, is reference area of the bed obsta€lg, is dimensionless drag

coefficient, andJ is reference velocity. The vertical lift force was neglected in the cu@bnt

simulations due to the magnitude of the vertical velocities being only a few pefd¢batstreamwise
velocities and so was believed to have no significant influence on the flowugtththe non-slip
boundary conditions cannot be accurately enforced due to the use of the dynamic pgmtizeha
(Dalrymple & Knio, 2001), our treatment of the rough bed by adding a drag &meshould help to
beteer fulfil this requirement.

The original idea of incorporating a drag force term into the momesguation to treat the bed
roughness was proposed by Gotoh and Sakai (1999) for a plunging wave interaction yitfotise
bed. This was later used by Khayyer and Gotoh (2010) for the dam-break flovesfaetonal bed.

The determination of the drag coefficie@ is a key factor in the simulations of flow over bed
obstacles. In literature the drag coefficient has been found to be dependent on thef shepdeed
obstacles and the local flow Reynolds Number. Although different value€,ohave been

experimentally found for spherical bed particles, we use Ghecoefficient as measured by

Schmeeckle, Nelson, and Shreve (2007). They found that the averaged values of drag cdgfficient
were around 0.76 for turbulent flows with Reynolds number range of 50000 ~ 200000 and mean
velocity of 0.2 ~ 0.9 m& In our simulations, a value €&, = 0.76 was initially used for the flow
conditions (1) and (2) in Table 1, and the computed time-averaged velocity pn@ile$ound to be
slightly faster than the measured oné& then decided to slightly increasesticoefficient toC, =

0.8, and this provided a better match with measured data. This slightly increhsedvas fixed for

all the flow conditions.
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The reference areq, in Eq. (14) is usually taken as the obstacle frontal area perpendicular to

the flow direction, whereas the reference velotity is related to the averaged streamwise flow
velocity acting on the area. In our drag force model, the drag area of theugtthess element is

visualized in Fig. 3. It shows that the ar@g is not constant for a spherical shape, and decreases
toward the top of the sphere, resulting in a decrease in the dragHprdéus Eq. (14) becomes a
function of the vertical distancg by following Fig. 3, in which the yellow highlighted drag area
(A,)y for each fluid particle within the roughness heidijt is mathematically determined by
(Ay), = Axx2l , wherel, is the length of half chord calculated hy=[r?—(y+r —hy)?]"?.

By substituting(U,), and (4,), into Eq. (14), the drag force imposed on a fluid particle located at

level y @anbe computeas

(F), =§p(mycd U,)? (15)

It is necessary to compute the drag force per unit volume of the fluid in orberdimensionally
consistent with the momentum Eq. (2). The volume over which the drag force acts igcequal
AXx AXx1 soin the SPH form Eg. (15) becomes:

mol | 2 m"l j 2
d 2| rA bWab d I r bWab
[(Fd)a]y _pC ( X)|:(;pb : j|y ZpC [(Zb:pb : j|y (16)

AXXAXx1 2AX? AX

The position of vertical originy = 0) for the velocity profile, at whichl = 0.0 ms™?, can be set a&
distance ofh, below the top of the roughness element. The valug dfoughness height) should be

determined in such a way that the streamwise velocity distribution can fibtheaw given by Eq.
(11). In the experimental study using hemispherical roughness eleofedismeterD , slightly

different values ofh, /D have been documented. According to Einstein and El-Samni (1949),

hy / D was found to be 0.2, whereabrigo and Partheniades (1971) determined this value to be 0.27.
Kamphuis (1974) used a value of 0.3 while Nakagawa, Nezu, and Ueda (1975) used a value of 0.25.
In our SPH simulations, it is found that a value bf /D = 0.32 and 0.4 would be suitable for the
deeper and shallower flow conditions, respectively. This range of valugsmobkes physical sense

in that the shallower flows experience proportionally higher flow resistance ancthdief physical

roughness elements generate a bigger roughness height. This can also be ob$ervediiest of the

hydraulic roughnesk, listed in Table 1, which shows thkt generally increases as the flow depth

11



decreases. This impbehat the roughness heighj is a dynamic parameter, depending not only on

the absolute value of the bed roughness size but also on the corresponding flow depth.
3 Laboratory experiment

To validate the proposed SPH model, laboratory experiments of shallow turbulent open fibannel

over a rough bed surface composed of regularly packed spheres were carried out. Measwenment
taken from a 12.6 m long and 0.459 m wide rectangular open channel flume which included a pumped
recirculation system, as shown in Fig. 4. The sidewalls of the fluene composed of glass. The
measurement section was located 9.5 m from the inflow entrance, which given the mdiamu

depth in the tests was considered to be long enough (> 100 flow depths) to ensure stable turbulent
flow conditions had developed. To form a rough bed surface, the channel bottom was cotered by
layers of spheres with diamet® = 25 mm and density of 1400 kgimwhich were arranged in a
hexagonal pattern. The channel bed slope was controlled by using an adjustable jankKoamd

flow conditions were achieved by using an adjustable weir locathe outflow boundary. The flow

rate was determined by using a calibrated orifice plate located insideléh@ipe, and the depth-
averaged flow velocity was determined from the measured flow rate and f&@aw Bne vertical

reference levely, was taken as the mean sphere elevation above the centreline of the upper sphere

layer (4 mm below the top of the spheres), from which the flow daptivas measured. Velocity

measurements in the centre of the flume along the water column were taken by usirgida-3D
looking Acoustic Doppler Velocimetry (ADV) probe, which was mounted onatedcmechanical
frame. For each single location, the velocity was measured using a sampling 18 ld# and
sampling period of 300 s. Thsampling period was chosen as it was long enough to provide time-
converged velocity measurements. Throughout all of the measurements, the sigred tatmSNR

and the signal correlation value were maintained at around 20 dB and 80%, respectively.

The temporal changes in the water surface elevations were measured using conductance wave
probes. The wave probes consisted of two tinned copper wires of 0.25 mm in diameter, which we
laterally separated by a distance of 13 mm and held under tension perpendiculavatetrsirface,
such that they were partly submerged in the water. At the bottom of the flume, ebdehwas
carefully attached to the spheres using strong glue, and the taghopeobe was linked to a screw
system enabling the wires to be vertically held under the tension without cawsstig geformation.

An array of eight conductance wave probes was installed along the centrelivee fafnte in the
measurement section. Figure 5 shows the top view e&ttight probes labelled as WP1 ~ WP8 and

their relative streamwise positions.

All the probes were connected to wave monitoring modules provided by Chucathiibl€. On

the output of each wave monitoring module, a 10 Hz low-pass filter was used ittatditine high

12



frequency noise. All the wave probes were calibrated simultaneously and the peooédbis

calibration was as follows: The flume was set to a slop8&,0f 0.0, and both the inlet and outlet

ends were carefully blocked to ensure that no water could leak from the Theeuater in the tank
was then pumped into the flume until a desired water depth was achieved. When tla¢ wesids in
the flume settled down (horizontal water surface), the voltage readings faibes were recorded at
100 Hz for a period of 1800 s. This procedure was repeated for a number défitvs ranging from
30 mm to 130 mm so that a linear relationship between the voltage and flow depth with avéiluef a

of r? =0.99 was determined for each individual wave probe. This linear relationship was then used to
convert the instantaneous voltage recorded on a wave probe into an accuratengstsntvater
depth. The wave probes were regularly cleaned and calibrated before starting esictenmmeat.
During the calibration and measurement processes, the maximum change in the watetusmper
which was measured by using a digital thermometer located beyond the measurenmamt sect
remained below 5.0%. A total of eight hydraulic flow conditions were created by using diffextent
depths and bed slopes, which leadatwide range of Froude numbers as shown in Table 1. The
experimental Reynolds Numbers ranged from approximately 10000 ~ 40000, so that all tlerdlows
fully turbulent.

4 SPHysicssimulations and results
4.1 Model setup and computational parameters

Considering the numerical accuracy and the CPU load, the numerical flume was t@kemdsng

as shown in Fig. 6. The initial particle sizAx was selected as 0.0015 m for all the flow conditions,
giving a range of 4000 ~080 particles involved in the model computation. The CFL stability number
was taken as 0.15 and the computational time step was automatically adjusted toh®i@outant
stability requirement (Gémez-Gesteira et al., 2012). In our numerical fesvas found thaa
smoothing length ofh = 1.5Ax provided the optimum results, including the water surface
fluctuations. To determine the impact of varying the speed of squfal the SPH pressure equatjon

we made a series of sensitivity tests by using three different sound spleed was follows:

C, =1J,,, (minimum value ofc, as recommended by Monaghan, 19%f)= 10(ghN)1’2, and
C, = 20 ms". It was found that a relatively large value@f= 60 ms* was needed to be used for all
the flow conditions to ensure stable flow for times up to 80 s ~ 1A0ewalistic water viscosity i,

=10° m?s1) was used and the MLS filter was applied every 30 time steps to smooth out the density
and pressure fluctuations. The MLS filter was chosen as it was found to provide paeticle
distributions throughout the flow depth as compared with the less computgtiexaénsive Shepard

filter.
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4.2 Velocity profiles and analysis

The SPH numerical model was run for each flow condition described in Table 1 until 6re=eded

120.0 s. For each flow condition, the experimdntateasured depth-averaged streamwise velocity

U listed in Table 1 was used as the input velocity of the fluid pestiat the beginning of the
computations. From the numerical observations, it was found that stable depth-avesayadise
velocities were achieved after 100 s for the deeper flow conditions (6), (7) abdt(8arlier { = 80

s) for the other shallower flow conditions )5), as shown in Fig. 7. This indicated that different
initial input velocities can influence the timing of reaching the fineddy state, but it has little effect
on the finalvelocity values. Also an initial input velocity that was closer to thalfstable value can
make the evolution process quicker by using the present periodic boundary for thuérdidetion.
The computed data beyoadsimulation time of 100 svas therefore unaffected by the initial model
setup, and were used in further analysis. To check this, the standard deviations of taddtine of
depth-averaged velocities were calculated and the flow condition was considered todevistatol
this value settled down to within +2.0% of the standard deviation over. 3hesefore, all the
following time-averaged streamwise velocities and shear stresses were computeg@enod of 20 s
aftert = 100 s. This averaging period was found to be sufficiently long to obtaire siais-

converged data.

The streamwise velocity and shear stress at any point located minésesalistance ok and

vertical distance ofy were computed by using the following two formulas:

m,

Uiy = Z_Ubw(x,y,b) (17)
b Py
m,

Ty = Z — TWoyi) (18)
b o

where we used a cubic spline kernel function to compute between the referendexpginand its

neighbouring particldo .

To validate the SPH computational results for the rough bed free surfagkerit flows, the
computed time-averaged streamwise velocity profiles were compared with themepatitime-
averaged measurements described in Section 3. The comparisons in Fig. 8 demonstrated a good
agreement among the different data sets across the range of flow conditionsomigngy to note
that these streamwise velocity profiles have been obtained without im@wsiranalytical solutions
for the inflow or inner fluid regions, but rather they have evolved throughinfheence of the
proposed drag force simulation and the turbulence model under the action of graviey SPH

computations. To quantify the accuracy of SPH computations, the mean square error gercentag
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(MSEP) between the numerical and experimental streamwise velocity prefiksalculated. We

have found that the MSEP of the velocity profiles remdivelow 1.7% for all the flow conditions (1)

~ (8). On the other hand, relatively larger errors have been found in thetwejaalients. This was

due to the kernel truncation error near the free surface and bed boundary, hgh8rHt velocity
gradientwas calculated, and also due to the experimental measurement errors. Nonetheless, the errors

in the velocity gradient profiles stagtwell below 16%.

To demonstrate the variations of particle velocitiesi @omponent and pressure fields with
respect to the flow depth, and also to check the stability of the numeriadhtson, the time-
averaged streamwise velocity and instantaneous pressure contours from the bdt®spbetes to
the water surface were plotted in Fig. 9a and 9b, respectively, for the two fhaliticos (3) and (7).

In general, Fig. 9 reveals a systematic increase in the streamwise egltwitiugh the flow depth.
Although XSPH had been disabled in the model, the flow still developed in almok¢lpaseers
indicating that the fluid particles were quite uniformly distributeds T& due to the inclusion of the
turbulence model and the drag force equation, which dampened the numerical noise iriclee part
field. The instantaneous pressure contours demonstrate an obvious deviation from the hydrostatic
distribution due to the existence of turbulent flow structures. We can sedathat pressure
fluctuations occurred in the regions just above the roughness top, whertudhiglkent intensities

were expected to occur as discussed later.
4.3 Shear stress profiles and analysis

Although a SPH modelling approach has been applied to a limited number of open channel free
surface flows, theravas almost no quantitative work reported on the time-averaged shear stress
profiles due to a lack of an adequate closure model. Here the SPH computed shearastesses

compared with our experimental data, and the analytical solutions which were gitrenfbifowing

formula:

-h
iy = T = :/' N ﬁd) (19)

The experimental shear stresses were calculated from the velocity measuremandirgpténe
Reynolds stress as:—pu'_v', where U' and v' are the streamwise and vertical fluctuating

components obtained from the Reynolds decomposition'-asi—U andVv'=v—V , respectively.

The compared shear stresses were all normalized by the shear stress on the betkfoddatthe
top of the roughness element= pgS (H —h,) and they were shown in Fig. 10. Although there

were small errors found in the regions close to the channel bed due to the SPH kernel truncation errors

and measurement uncertainties, the SPH predicted time-averaged shear stresses goede
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agreement with the experimental data and the analytical solutions. It egihedrthe contribution of

the proposed drag force caused the largest flow velocity gradient toacthe top of the roughness
elements, which led to a maximum bed shear stress being slightly above the roughness topdWe woul
expect that if a highr resolution were to be used, especially in the roughness interface (where the
velocity gradient is high), a more accurate velocity gradient and sheess stoesd have ben
modelled. In comparison, th@aximum shear stress computed by the “no drag force” model in a
control run was found to be unreasonably located deep within the bed roughness elemaidolt i
worth noting that some larger discrepancies were observed between the SPmdseiserimental

data for flow conditions (4) and (8) somewhere above the roughness crest. This coulduiedto

the flow conditions in the laboratory experiment in which precise uniform flow ttonslimay not be
achieved.

Furthermore, the time-averaged contour fields of the computed shear stress veeténpleg.
11 for the flow conditions (3) and (7), respectively, but over a sligbtiger time period of 30 s after
the simulation time = 100 s. In general, the shear stress distributions exieagradual decrease
towards the water surface, and the contour lines are continuous without obvious nuresgca his
provided the evidence that the SPH computations were stable and the numerical scheme was sound.
Although the maximum velocity gradient occurs at the top of the spheres, thagleal that the
maximum shear stress occurred at around 3220% of the flow depth. This is due to the mixing

length distribution used in the wall regiod (= xy) which dampens the near wall streamwise

velocity gradient.
4.4 Sensitivity analysis of model results

To check the convergence of the SPH computations and to evaluate the usenofirigelength

model for the flow turbulence, the following two sensitivity tests were carried ou

In Fig. 12a and 12b, we show the SPH computed flow velocity and shear stress lpasfid on
the mixing length model Eq. (12), for the two different particle spacingsixe= 1.5 mm (original
run) and 2.0 mm (new run), for the flow conditions (3) and (6), respectifélese two cases
represerdd the relatively shallow and deep water conditions in our laboratory experiBatht Fig.
12a and 12b shawd generally good convergence behavior in view of the overlapping of two SPH
curves. However, there were some deviationshe two SPH shear stresses computed above the
roughness crest region, especially for the shallow flow condition (3)ntiheerical results using a
coarser particlespadng AX = 2.0 mm generated smaller shear stress values here, although good
overlapping behaviorbave been observed for most of the flow region. We attributed this to the
complexity in modelling shallow rough bed flows, in which a more stringent spat@uten might

be needed near the roughness elements to fully account for their effect on the flow.
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Furthermore, another sensitivity test has been carried out to investigaeatbe why the
original SPS turbulence model of Gotoh et al. (2001) as represented by Eq. (tOha@optovide
satisfactory result in the present studies. In our investigations tdlibeatory shallow open channel
flows overarough bed, the shear stresses computed from Eq. (10) were found to be much smaller
than the experimental observations. This could be attributed to the fact that theatmmaluparticle

size used in the model is much larger than many of the actual twrbslsles. Also, the coefficients
of the SPS equation, such &5, were commonly calibrated in the unsteady and transient flow

applications, such as far castal wave, but it is not clear whether they can still perform wedl i
steady and long-time simulation of the open channel flows. In 2D uniform open cllamagithe

velocity gradients oflu/dx, dv/dx anddv/dy are almost zero when calculating the strain rate in
Eqg. (10), and the only dominant factords /dy, while all these values are quite large in coastal

wave applications.

To numerically demonstrate this, the original SPS turbulence model ipresliat the velocity
and shear stress profiles for the two different particle sizes are showig.inl3a and 13
respectively, again for the shallower and deeper flow conditions (3) andig$hbwn from Fig. 13
that due to insufficient turbulence daemmng, the SPH computations predicted much faster flow
velocitiesthan the experimental data, although the two SPH velocities were almost amhvergn
for different particle sizes. On the other hand, Fig. 13b demonstrated thatyhtteoturbulent shear
stress values have been underestimated by several orders of maascpared with Fig. 12b, but

also the convergence degraded as well. Masdue to the fact that the turbulent eddy viscosityn

Eq. (10) is explicitly dependent on the particle size, so much more obvious discrepativégeshear
stress profiles appear around the roughness areas. In comparison, these diffegeneesy small
when the mixing length model of Eq. (1i8 used, which is evidenced by the comparisons shown in
Fig. 12b.

4.5 Turbulent intensity profiles

This section examines the performance of proposed SPH model in predictinghhient flow
intensities throughout the flow depth. The streamwise and vertical turbulenttietemsre defined

as the root-mean-square (rms) values of the turbulent velocity fluctuatiargagticular point over a

specific period, i.eU, = (u'?)2 andV, = (V2“2 Figure 14a and 14b present the computed and

measured turbulent intensity profiles for the flow conditions (1),(82)and (8) listed in Table 1, for
the streamwise and vertical quantities, respectively. The solid black likés. ib4 are the analytical
solutions proposed by Nezu and Nakagawa (1993) for turbulent free surface flows overhalsdoot

as follows

17



U —(v—
rmi*y—yo) — 2.3€X (y hd) (20)
u H —h,
\Y _(v—
rmf(i"Yo) — 127eX (y hd ) (21)
u H-h,

It can be seen in Fig. 14 that the computed streamwise and vertical turbulentiéstemgieard to
decrease from the bed towards the free surface as observed in the laboratory reetsufdrs
indicated that the proposed SPH model has the potential to simulate turthoNentariations
throughout the flow depth. However, the computed profiles were found to be much smaller i
magnitude comparetb the measured ones, which suggests that the model appeared to be unable to
capure larger flow velocity fluctuations. One possible factor suppressiagntagnitude of the
computed turbulent flow structures could be the density filter applied in trentunodel. Besides, i

would also be expected that larger velocity fluctuations could be computed if a moehrefined

computational particle size were to be used.
4.6 Analysis of water surface fluctuations
Water surface identification and probability density function

Compared with the time-averaged water surface position in an open channel flowd$heofs
dynamic water surface behaviors would be more challenging. To identify ébestnface, the
divergence of particle positions can be used to compute the instantaneousuviater elevation at a
desired streamwise location (Lee et al.,, 2008; Farhadi, Ershadi, Emdad, & Rad, 20%6). Thi
divergence in the SPH formulation is defined as:

Ver= gﬂrab ' VaWab (32

b
In 2D applications the divergendé-r was equal to .B when the kernel was fully supported (far
away from the free surface boundary). Near the water surface the wemétuncated due to the
insufficient number of neighbouring particles, and thus the diverg&haebecomes smaller than
2.0. This featursvas used to identify the instantaneous water surface elevations. To deternthe whi
particle belongd to the water surface, a threshold value of 1.4, which gives the highasasl
deviation of the water surface, was used in the present study. This value istlailseheirange 1.2 ~
1.5 used by other SPH researchers (Lee et al., 2008; Farhadi et al., 2016).

In this work, the instantaneous water surface elevations at a desired streaoatimeX were
computed as follows: first several vertical locations were defined below and dwoiretial water

surface level by using gauge spacing oAy = 0.02 mm. At each of these locations, the particle

divergenceV -r was computed every output time of 0.02 s, i.ea fiequency of 50 Hz. Then the
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vertical location corresponding to the value closesttad = 1.4 was considered as the instantaneous
water surface. This process was performed avigne period of 10.0 s, resulting in a total of 10/0.02
= 500 samples in the time series. This means that the flow has circulated haoréd4 times
throughout the numerical flume, which is believed to be suffigieloing to capture any spatial
patterns on the free surface. Here the instantaneous water surface elevatiasnpeted between
the streamwise locations = 0.02 m andx = 0.18 m usinga gauge spacing 2.5 mm. By following

this procedure, it was found that the maximum deviation between the measucirguded time-
averaged water surface elevatidﬁ,soccurs in flow condition (8) as presented in Table 2, and it

remains below 5.0 mm, which is 5% of the uniform flow depth. It was also fixandhe probability
density function (PDF) of the computed water surface fluctuations has a Gadissidution that
agreed well with the experimental data as shown in Fig. 15, where the anagsiarried out for the
flow conditions (1), (2), (5) and (8) as listed in Table 1. The solid neg lin Fig. 15 correspoadto

the best fit of Gaussian Probability Density Function, defineBBE=e ™27 [ 5:(27)?, where

h', is the water surface fluctuations andis the standard deviation. This finding also agrees well

with the experimentaobservations reported by Horoshenkov et al. (2013) and Nichols, Tait,
Horoshenkov, and Shepherd (2016) who measured the water surface fluctuations using conductance
wave probes and Laser Induced Fluorescence (LIF), respectively. However, we should note that the
standard deviations of the computed water surface fluctuations weresrsopmtipared with the
experiments, and they do not appear to vary for the different flow corglédmbhisted in Table 2. This

could be attributed to the limitation of the model in simulating large tenbdlow fluctuations as

shown in the previous sections. Since the size of water surface fluctuatsnbelieved to be
dependent on the underlying turbulent flow structuresjaft expected that the computed turbulent

intensities would yield smaller water surface fluctuations.

Dynamic water surface pattern
To investigate the dynamic behaviors of the water surface, the spatmrtntield of the

experimental and numerical instantaneous water surface fluctuétiprier flow conditions (1), (2),

(5) and (8) were plotted in Fig. 16. The experimental plots stidlae water surface fluctuatiorss
the first four wave probes of WP1 ~ WP4 located at 0.0 m, 0.028 m, 0.1203 m and 0.3003 m,
respectively. The black-dashed lines in Fig. 16 corresmbid the depth-averaged streamwise

velocitiesU listed in Table 1. The numerical plots demonstrated that the water surfaaeuating
between positive and negative elevations, travelling with almost the samatirieangle over space
and time. This feature was more clearly captured in the shallow flow conditicaasd{2) in Fig. 16
where the water surface pattern was more substantially influenced bgdheughness. Despite the

limited numbers of the measurement locations, the experimental dynamic featmesalso
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satisfactorily detected by the four streamwise probes and the patterns ymldt dhe same
orientation angle. Although the numerical flume length is only 0.2 m due to thecQ®tfaint, the
spatial period of the water surface oscillations agrees well with the result of Horoshenkd2@t 3
and Nichols et al. (2016). It was possible to estimate the celerity ofates surface patterns in Fig.

16, and it was found that the gradient of these patterns approximately representshtiaveteged

flow velocity U . Similar findings were reported in the experimental study of Fuisautani, and
Okanishi (2011), who showed that the water surface patterns travelled witbrity cdbse to the
near-surface velocity. Here we should keep in mind that we used the SPH compupatiticial size
of 1.5 mm, but the numerical model can capture flow information at a scale muehrefioed than
this.

Correlation characteristics of the water surface

As shown in the previous section, the water surface pattern is continuously changitigeaere
and space, so it was necessary to study its spatial dynamic behaviors in téerspatial correlation
functions that could estimate the amplitude of the coherence and variance in wéee s
fluctuations at different locations. The measured and computed timessefiewater surface
fluctuations at different streamwise locations were cross-correlated to teagxtreme value using

the following equation:

R= Z(hm - ﬁm)[hn(z-l ) - I‘_]n] 13)
V2 (h,—h)2 X [h, () - P

where R is the temporal cross-correlation functidm, (h,) is the time-series data at streamwise

locationsm(n), separated by spatial streamwise distangce ﬁm(ﬁn) is the time-averaged values,
andz, is the time lag, corresponding to the time taken for the water surface wawweobetween

locationm andn.

To examine the advection speed of the water surface pattern more accueatiypibraly
normalized cross-correlation functidi(z,) was presented as a function of a spatialXagU x 7, .
For the experimental data, the first three probes WP1 ~ WP3 were cross-corretptedatmumber
of four unique probe pairs as followd/P1,1 (p, = 0 mm), WP1,2 p, = 28 mm), WP2,3 p, =

92.3 mm), and WP1,34, = 120.3 mm). Meanwhile, for the SPH computations, more streamwise

locations were cross-correlated to give nine unique streamwise spatiarisazftp, = 0.0 mm, 7.5

mm, 15.0 mm, 22.5 mm, 30.0 mm, 3%bBn, 45.0 mm, 52.5 mm, and 60Bm, respectively. The

results from the above procedures were plotted in Fig. 17, whicheshihw experimental and

numerical temporal cross-correlation functions against the spatiad oy flow conditions (1), (2),
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(5) and (8). The red circles indicate the positions of the extreme values (maginmmimum) of
the experimental temporal cross-correlation function, whereas the blue squaresemneghe

numerical ones.

Horoshenkov et al. (2013) performed similar experimental studies and showée grdreme

values of the temporal cross-correlation between two streamwise locatiomsedcat a spatial lag of
aroundx =U x 7, . Similarly, the positions of the numerical SPH blue squares were also fobed to

very close to thie streamwise spatial locations (FibZ). An interesting finding here is that both the
experimental and numerical correlations demonstrate a similar form in that they stahemnpositive

correlation of 1.0 and then flip their signs at a certain spatialxlagAs this spatial lag further

increased, their correlations become positive again and approach a value smaller thzia a¢dedd

well with the experimental results of Nichols et al. (2016), where thegatysechanisms behind the
change of the sign were discuss€be results in Figs 16 and 17 could provide strong evidence that
the SPH model was able to simulate the spatial and temporal patterns of the dyearsigrflce
although the accuracy of predicting the instantaneous extreme elevation galireged by the

particle resolution and the applied density filter.
5 Conclusons

This paperreported on the use of the Smoothed Particle Hydrodynamics (SPH) method for the
simulation of shallow turbulent free surface flows over rough beds. Eightcthoitions have been
studied through laboratory experiments carried out in a flume avitugh bed being composed of
uniformly sized spheres placed arregular hexagonal pattern. For each flow condition, the velocity
measurements recorded vertically along the water column were dakem centreline of the flume
using 3D side-looking Acoustic Doppler Velocime{ADV). Also the instantaneous water surface
elevations at different streamwise locations were recorded for four flowticmsdiThe numerical

SPH model was modified with a turbulent closure based on the mixing length apprahehdragy

force term was addeithto the momentum equation to account for the rough boundary.

We found that the improved model could provide an adequate solution to simulameethe t
averaged quantities for shallow turbulent free surfames over a rough boundary. The sensitivity
tests using different particle spacings and turbulent closure techniqeederkbthat the original SPS
turbulent model with a fixed Smagorinsky constant predicted much smaller awsistent shear
stresses asompared with the experimental observations, while our proposed model using a mixing
length approach could predict well the measured time-averaged shear sfigss. fihe numerical
model was also shown to be capable of simulating the depth-wise variation of tunbigiesities and
the spatial patterns of water surface fluctuatidhsvas found that the predicted advection speed of

water surface patterns is very close to the mean bulk flow velocity. Thissponéd with the
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experimental observations. Besides, a similarity was also found between thenerparand SPH

spatial correlations of the water surface fluctuations.

The strength of the study lies in that a standard SPS model has been impneadcig the
fixed Smagorinsky constant with a mixing length formulation that does not eeguituning
parameter. This improvement is straightforward to implement and ineedoe dependency from
both the local flow conditions and size of the flow structures in ordert&inobetter representation of
the streamwise flow velocity and shear stress profiles even using a pasicletion that is lower
than the actual turbulence scales. Besides, the frictional force exerted fiomttby the roughness
elements at the channel bed is simulated in the SPH model by introducing aneeduvad) force
term in the momentum balance equation and the roughness scale is treated as @ phraamaier,
depending not only on the absolute value of the bed grain size but also ot ftelv depth. The
above madifications have been successfully implemented on an open source code (Stdy$scs)
easily accessible and could become an interesting engineering tool for thesaoflyee surface
turbulent flows, including the spatial patterns of the velocity and water surfacadebav

However, it should be realized that the SPH implementation has difficintig®dicting some
more subtle features of the turbulent flow structures, such as its speatrdnthus the turbulent
fluctuations of the free surface can be expected to be poorly predicted. Thistiated by the
computational results that show the insensitivity of the model regarding theafiocts of the free
surface for the flow conditions, while the experimental results clearly indigatea influence. In
general we found that the present model is better at simulating tienegad flow quantities but
needs further improvement to accurately reproduce the larger instantanaeass ofalelocity. The
reason is that SPH is fundamentally a dissipative humerical method which uselsakeraging to
calculate fluid quantities and this could smooth out the characteristicalgihgsical fluctuations.
The use ofa density filter in WCSPH to deal with the numerical noise could also impatheon
simulation of turbulent velocity fluctuationkinally, the current method of modelling the fluid drag
force may not simulate the flow dispersion correstyar the bed aralmore advanceieatmenbf

the bed roughnesouldhelpto improve the prediction dfistantaneous velocities.

The SPH numerical simulationsrbdeen performed on a PC with an Intel® Core(TM) i7-4770
CPU 3.4 GHz and 32.0 GB of RAM running a 64-bit version of windows. The total D)
required for one single flow condition ranged from 7 ~ 15 days from the shallayedp flow
conditions. In future studies, the engineering value of the proposed model cdutthbe enhanced
by extending it to the analysis of similar problems véitheformable bed and comparing the results
with other SPH models for fluid-grain interactions. Also the influencaudfce tension force should

be addressed in follow-on modelling work.
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Notation

A, = reference area of bed roughness elemef)t (m
B = coefficient in equation of staté (-

C = coefficient in Log-Law equation (-)

C, = speed of sound at reference densityims
C, = drag coefficient (-)

C, = coefficient in SPS turbulent equation (-)
C, = Smagorinsky constant (-)

D = diameter of bed roughness sphere (m)
F = Froude number (-)

F, = bed drag force (N)

g = gravitational acceleration vector (s

h = kernel smoothing length (m)

h, = bed roughness height (m)

h = instantaneous water depth at streamwise location (m)

m(n)
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h. = time-averaged water depth (m)
h', = water surface fluctuation (m)
H = total flow depth (m)

k = turbulent kinetic energy {

k. = hydraulic roughness (m)
[, = mixing length (m)
|, = half-chord length of bed roughness sphere (m)

m = particle mass (kg)

P = particle pressure (Pa)

PDF = Probability Density Function (-)

I = radius of bed roughness sphere (m)
I' = particle position vector (m)

R = Reynolds number (-)

R =temporal cross-correlation function (-)

S = local strain rate (§
S = channel bed slope (-)
S, = SPS strain component's

t =time (s)
u = particle velocity vector (m§
U = instantaneous streamwise velocity tins

u' = streamwise fluctuating velocity (s

u = shear velocity (mY
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U =time-averaged streamwise velocity (hs

U = depth-averaged streamwise velocity fins

U, = reference velocity on bed roughness elementXms

U, = root-mean-square of streamwise turbulent velocity fluctuation$)(ms

v = instantaneous vertical velocity (M)s
V' = vertical fluctuating velocity (m9

V =time-averaged vertical velocity (Hs

V., = root-mean-square of vertical turbulent velocity fluctuations*{ms
W = kernel function (m)

X = streamwise distance (m)

X, = streamwise spatial lag (m)

y = vertical distance (m)

Y, = experimental datum (m)

y = polytrophic coefficient in equation of state (-)
5”- = Kronecker’s delta (-)

AX = particle spacing (m)

Ay = gauge spacing (m)

& = XSPH coefficient {

kK =von Karman constant)(-

A = constant in mixing length equation (-)

v, =kinematic viscosity (if5?)

v, = turbulent eddy viscosity ()
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p = fluid density (kgnt)
P, = reference density (kg
p, = Spatial streamwise lag distance in water surface correlation relationship (m)

o = standard deviation of water surface fluctuations (m)

T = turbulent shear stress tensor (Pa)

7, = shear stress on bed (pa)
7; = SPS shear stress component (Pa)

7, =time lag (s)
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Table 1 Summary of experimental flow conditions

Uniform Mean Shear Bed Reynolds Froude Hydraulic Smagorinsky

Flow depth velocity velocity slope Number Number roughness constant
conditon h,, U u S R F K, C,
(mm) (ms?)  (ms?) 6 0 ©) (mm) )
1 40 0.28 0.039 0.004 11200 0.447 35 1.88
2 50 0.35 0.044 0.004 17000 0.499 35 2.17
3 60 0.26 0.034 0.002 13200 0.339 30 0.60
4 70 0.33 0.037 0.002 23100 0.398 28 1.04
5 70 0.36 0.045 0.003 30800 0.434 30 2.54
6 80 0.42 0.048 0.003 33600 0.474 28 3.20
7 90 0.47 0.051 0.003 42300 0.500 28 3.50
8 100 0.43 0.044 0.002 43000 0.434 22 2.20

Table 2 Time-averaged water surface elevatﬁ;pand standard deviations of water surface

fluctuation o

Flow condition Q) (2) (5) (8)

MeasuredﬁW (mm) 39.00 49.00 72.00 104.00

Computedh, (mm) ~ 40.00 49.70 69.20 99.00

Measuredo (mm) 0.32 0.40 1.15 1.50
Computedo (mm) 0.15 0.14 0.14 0.15
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