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Abstract

This paper improves the tetraethoxysilane (TEOS) oxidation mechanism pro-

posed by Nurkowski et al. (Proc. Comb. Inst., 35:2291-2298, 2015) by refining

the rate parameters of the key reaction channels in the mechanism. A skeletal

version of the mechanism is proposed for hydrogen-oxygen environment. The

rates of ethylene-loss from (tetra-, tri-, di- and dimethyldi-) ethoxysilane are

computed using transition state theory. The energetics of the main pathways

are refined by performing detailed ab initio calculations using the CBS-Q tech-

nique. An analysis of ethanol formation via silicates is also performed resulting

in the addition of 27 new silica species to the model. Thermodynamic properties

for these species are calculated via the balanced reactions method. Reasonably

good agreement between the improved model and available experimental data

is observed. The subsequent elimination of unimportant species and reactions

is achieved via a three-stage reduction procedure. The first and second stages

involve the Direct Relation Graph with Error Propagation (DRGEP) method,

whereas the third stage analyses rate of progress of each reaction. The investi-

gated conditions are taken from the experimental studies of TEOS oxidation in

oxygen-hydrogen flames. The final skeletal mechanism comprises 70 species and

457 reactions and retains good reproduction of the key model properties across
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the chosen operating conditions as compared to the full mechanism.

Keywords: TEOS, chemical mechanism, mechanism reduction, DRGEP

1. Introduction

The flame synthesis of silica nanoparticles from tetraethoxysilane (TEOS) is

a well established process [1, 2, 3]. It offers continuous production of high purity

particles without the need for subsequent steps like drying, calcination or milling

in wet methods [4]. The use of TEOS as a precursor is of interest, because it

is relatively cheap and a halide-free molecule thus making the production more

cost-effective and eliminating the need for post-treatment of toxic by-products

such as HCl.

Despite the industrial importance of TEOS, the knowledge of its gas-phase

kinetics still remains incomplete. This poses difficulties in tuning the final prod-

uct characteristics (e.g. particle size, surface area) because they are affected by

the complex decomposition mechanism of TEOS. In order to tackle this problem

a number of studies have been conducted.

The thermal stabilities of TEOS and tetramethyl orthosilicate (TMOS) have

been investigated in a heated wall reactor [5]. Based on the rate of disappearance

of the reactants, total decay rates were estimated and TMOS was found to be

significantly more stable than TEOS. Abdali et al. [6] measured ignition delay

times of TEOS in dry and humid air finding that the presence of moisture

significantly lengthened the ignition delay. A detailed shock tube analysis of

the thermal decomposition of TEOS was performed by Herzler et al. [7]. The

experiments were carried at a temperature range of 1160-1285 K and pressure

of 1.5-2 bar using highly diluted mixtures of TEOS in argon. Ethanol and

ethylene were reported as the main detected products. Subsequently, an initial

mechanism describing TEOS thermal decomposition was developed based on the

observed product distributions, where a 1,2-elimination of ethylene and C−C

bond cleavage in ethoxy groups were suggested to be the main decomposition

pathways. Flame synthesis of silica nanoparticles from TEOS was investigated
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by Jang et al. [8, 9]. The effects of precursor concentration, residence time, and

the flame temperature on the final particle characteristics were studied using

oxygen-hydrogen diffusion flame. It was reported that an increase of each of the

operating conditions caused the production of larger particles.

In addition to experimental studies, there have been number of computa-

tional studies to better understand the kinetics of TEOS decomposition. Ho

and Melius [10] were the first to conduct ab initio calculations on Si−O−C−H

system. They estimated thermodynamic properties of the selected silica species

using the MP4 and MP2 levels of theory with bond additivity corrections (BAC).

The silica species pool with complete thermochemical data was also extended

by calculations performed by Kraft and co-workers [11, 12, 13, 14, 15]. They

employed density functional theory (DFT) combined with isodesmic/isogyric re-

actions to more accurately predict the energetics of 180 species. Subsequently,

equilibrium analysis was performed to reveal the most stable species and a

heuristic gas-phase mechanism describing the thermal decomposition of TEOS

was proposed [16].

A new approach to tackle TEOS gas-phase mechanism development was

suggested by Nurkowski et al. [17], where possible reactions and their kinetic

parameters were derived based on an analogy with ethanol decomposition [18].

The mechanism was analysed using flux and sensitivity studies, and the same

pathways as suggested by Herzler et al. [7] were found to be important. A simple

DFT method was used to estimate rate constant coefficients of the key silica

and analogous ethanol channels. It was observed that the rate coefficients in

the silica and ethanol systems obtained at the same level of theory were similar

(within a factor of 2). However, the comparison of the ethanol rates with the

literature data suggested that more accurate methods would be beneficial.

Although TEOS has gained a lot of attention in the literature, the models

developed so far remain incomplete. The difficulty in deriving a comprehen-

sive gas-phase mechanism lies in the scarcity of appropriate experimental data.

Therefore, the mechanisms published to date are either very small [7, 19], focus-

ing just on bulk properties, or very large [16, 17] where a lot of parameters are
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estimated or extrapolated based on various analogies. One way of facilitating

the development of a suitable gas-phase mechanism is to create a model that

could be coupled with population balance or CFD codes [20, 21, 22, 23], thus

enlarging the set of experimental data that can be used to inform the model.

Such an approach must inevitably introduce a trade off between the size of the

model and the amount of chemical information in it.

The main goal of this paper is to propose a skeletal version of the TEOS

high-temperature oxidation mechanism in hydrogen-oxygen environment. We

envisage this model to form a basis for future TEOS flame combustion modelling.

However, before such a complex process can be simulated a proper understand-

ing of the homogenous case is required first. To achieve this, a full model is

first created that builds on the mechanism proposed by Nurkowski et al. [17]

and incorporates rates improvements reported in the previous [24] and present

work. The resulting mechanism is then used as the starting point for deriving a

reduced mechanism. A three-stage reduction technique is employed. The first

and second stages involve a DRGEP method, whereas the third stage analyses

rate of progress of each reaction (ROP). A secondary goal is to improve the ener-

getics of the main TEOS reaction pathways via detailed ab initio computations

at CBS-Q level of theory for further mechanism development.

The structure of the paper is as follows. Section 2.1 provides a description of

how the improved TEOS gas-phase mechanism was built. Sections 2.2 and 2.3

explains the details behind electronic structure and rate constants calculations

respectively. Section 2.4 describes the mechanism reduction procedure, where a

new method based on the ROP is presented. The results from the computations

are reported in section 3. Final conclusions are drawn in section 4, various

supplementary information is provided in section 5.
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2. Theoretical background

2.1. Detailed mechanism

The current model builds on the detailed mechanism proposed by Nurkowski

et al. [17]. In the cited work, all reactions and species were derived based on the

analogy between the kinetics of the hydrocarbon branches (-OC2H5, -OCH3, -

OCH2, -OCH−−CH2, -O, -OH, -OC2H4, and -OCHCH3,) attached to the central

silicon atom in TEOS and its intermediates and the kinetics of an ethanol. Main

reaction channels can be classified into three main groups: 1) bond cleavage

reactions (C−C and C−O bonds), 2) hydrogen abstraction and addition, and

3) elimination processes (C2H4, C2H3 and CH2 removal). Initial estimate of the

rates parameters were mostly taken from the corresponding ethanol reactions

from Marinov [18] and Park et al. [25] studies.

The reference mechanism for the reduction was then developed by taking the

model described above and refining the kinetic parameters of its key channels,

R1: 1,2-elimination of C2H4 and R2: C-C bond cleavage. Refinement of the

first class of reactions was achieved by using more accurate rate constants for

the C2H4-loss from TEOS, TREOS, DEOS and EOS (see Table 1) as a basis

for the remaining analogous reactions. The first three channels were computed

in this work, whereas the last one was taken from the calculation of Nurkowski

et al. [24]. Refinement of the second class of reactions was achieved in the

same way by using rate constant coefficient of the C−C bond cleavage in EOS

from Nurkowski et al. [24]. The propagation of the improved rates throughout

the analogous species in the mechanism was made under the assumption that

species with the same number of hydrocarbon branches react at the same rate

and that the rates linearly scale with the number of branches. Prior to the

reduction, the rate constants of the ethylene-loss from TREOS and DEOS were

further tuned within the error bars of the employed methods (see section 3.2 for

further details). The resulting mechanism was then used as the starting point

for the reduction.
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2.2. Electronic structure calculations

The geometries and ro-vibrational properties of all stable species and tran-

sition states were obtained using the hybrid density functional B3LYP (Becke’s

three parameter non-local exchange functional [26] with the non-local correla-

tion functional [27]) on the 6-311++G(d,p) basis set. The calculations were

performed using the Gaussian09 software package [28].

The higher level energies of the investigated species were obtained by em-

ploying a complete basis set extrapolation method, CBS-Q, [29, 30] which is

the most detailed technique used in this paper [31]. Additionally, Gaussian

G2 computations [32] were performed for comparison. These computations are

more expensive than CBS-Q in terms of the computational time and storage

space requirements. Therefore, only molecules of a moderate size (less than 26

atoms) were considered.

2.3. Rate constant estimation

The reaction rate coefficients for the 1,2-elimination of ethylene were es-

timated using microcanonical RRKM method [33, 34, 35] employing barrier

heights estimated at the CBS-Q level of theory. The density and number of

states of the stable species and saddle points were evaluated according to the

rigid-rotor harmonic-oscillator assumption. The identified transition states were

further confirmed by running intrinsic reaction coordinate calculations (IRC)

[36]. All the rate constants computations were performed using the Master

Equation code [37].

2.4. Mechanism reduction

CFD models require small gas-phase mechanisms in order to be computa-

tionally feasible. In order to achieve this, the mechanism was reduced using a

three-stage technique. The properties that were selected as the indicators of

the accuracy of the reduced model were the mole fractions of the species ly-

ing on the main TEOS decomposition pathways: TEOS, TREOS, DEOS, EOS,

Si(OH)4, and C2H4, and the mole fractions of O2, H2 species in order to capture
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their chemistry. In addition, the temperature and concentrations of OH and H

radicals were used when assessing how far the mechanism could be reduced.

Reduction conditions. The conditions that the reduced mechanism was

built for are taken from the experimental studies of Herzler and Jang et al.

[7, 8, 9]. They span various cases, presented in Table 2, ranging from TEOS

thermal decomposition in argon to its oxidation in hydrogen-oxygen flames.

Simulations were performed using a perfectly stirred reactor (PSR) models,

where either pressure or pressure and temperature were held constant. For

cases 1-9 in Table 2 simulations’ time and temperature increment were equal

to 0.5 ms and 20 K respectively. For cases 10-33 the simulations’ times were

adjusted so that TEOS was entirely consumed and temperature increment was

equal to 200 K. The choice of the PSR model was motivated by the ability to

quickly generate a large set of diverse sample points. The simulation results

then served as inputs to the mechanism reduction scheme.

Reduction stages. The idea of using more than one reduction stage was

proposed by Lu and Law [38], where they showed that it facilitates the reduc-

tion of large mechanisms. In this paper the mechanism is reduced using three

reduction stages, performed sequentially. The first and second stage involve a

DRGEP method, while the third stage analyses rates of progress of the reac-

tions (ROP). Details of the DRGEP method can be found in many publications

[39, 40, 41], therefore only brief explanation is presented.

The DRGEP stages prioritise species in the mechanism according to their

coupling strength with a set of target species predefined by the user. The skele-

tal model is then built by removing the least important species one after another

until a user-specified error tolerance on each of the reduction targets is reached.

This procedure is repeated for all selected conditions and the resulting mech-

anism contains a union of species and pathways from each studied condition.

However, in many cases, the resulting mechanism contains a number of reactions

that are very slow.

The third stage of the reduction seeks to resolve this problem by introducing

a method that ranks the reactions in the mechanism. Several such techniques
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have been proposed in the past, where reactions are prioritized based on flow

analysis of the key elements [42, 43], sensitivity analysis of the key model pa-

rameters [44] or on the DRG-based reaction couplings with the targets [40].

Further details on these methods can also be found in the work of Løv̊as et al.

[45, 46, 47]. In this paper, however, a simple analysis of the reactions rates of

progress (ROP) combined with an actual error estimation is used. This is simi-

lar to a classical flux reduction method [48, 49]. The idea is to detect very slow

reactions and estimate the errors on the key model parameters after removing

these channels. Because there are multiple simulation cases and the reactions

rates of progress are time-resolved quantities, the following importance indicator

is proposed:

Ωi =

∑
cases j

∫ tend

0

|ωij(t)|dt

∑
reactions i

∑
cases j

∫ tend

0

|ωij(t)|dt
(1)

where ωij(t) is a rate of progress of reaction i in case j at the time point t.

Reduction errors. After each reduction stage, the errors with respect to

the reference mechanism were calculated for the chosen set of targets across all

the cases. The following metric was used to calculate the global relative error

for each simulation case:

εkj =

∫ tend

0

|ΦR
kj(t)− ΦF

kj(t)|dt∫ tend

0

|ΦR
kj(t)|+ |ΦF

kj(t)|dt
(2)

where εkj is the normalized error in case j for target k, and ΦR
kj(t), ΦF

kj(t) are

the values of chosen targets in the reduced and full mechanism at the time point

t respectively.

Finally a root mean square error (RMS) was calculated as a final error

indicator across all the cases,

ε̄k =

√
1

N

∑
cases j

ε2kj (3)

where N is the number of simulations.
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3. Results and discussion

3.1. Potential energy surface

Table 3 presents the energetics of the main TEOS decomposition channels

obtained at various levels of theory. The reaction barriers, enthalpies at 0

and 298 K (E‡, ∆H0
r and ∆H298

r ) are provided where applicable. In addition,

the energetics of reactions producing ethanol via silicates are reported. The

accuracy of the computed energetics is somewhat difficult to assess since neither

experimental data nor more detailed computations other than the ones in this

paper exist. Therefore, it was decided to report the analogous ethanol reactions

for which good quality data are available [50]. The results from systematic

BAC-MP4 and BAC-MP2 computations performed by Ho and Melius [10] are

also included. Although the methods used by Ho and Melius [10] are on average

less accurate than CBS-Q [51] they can still be used for a consistency check.

The results for each reaction channel are discussed.

1,2-elimination of C2H4. The reactions occur via a tight 4-center tran-

sition state (see Figure 2). The first four channels are the main decomposition

pathways of TEOS. The decomposition of DMDEOS was added for comparison

with the current study and literature. It can be seen that the barriers of the

silica reactions obtained at CBS-Q level of theory are similar to each other,

with a maximum difference of 2.4 kcal/mol. Additionally, each replacement of

the hydroxy group by an ethoxy branch decreases the barrier height by 0.3-0.9

kcal/mol. The same trend can be observed from the available data at the G2

level of theory.

This finding motivates the approach taken in developing the mechanism in

the present work, where four different rate constants were used for C2H4-loss

depending on the number of ethoxy branches. These rates are then propagated

throughout the mechanism for analogous species. An assumed analogy between

species having the same number of ethoxy branches is consistent with the results

obtained for DEOS and DMDEOS and experimental observations [7]. The com-

puted barrier height of C2H4-elimination from DMDEOS is only 0.2 kcal/mol
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higher than for their silanol analogue DEOS.

The results obtained for ethanol highlight the benefit from increasing the

level of theory. Our CBS-Q predictions of the E‡ and ∆H0
r are only 0.3 and 0.2

kcal/mol higher than the very detailed computations of Sivaramakrishnan et al.

[50] using the QCISD(T)/CBS method. It can be seen that performance of the

DFT method at the B3LYP level of theory is much worse given the 4.6 and 1.5

kcal/mol differences in E‡ and ∆H0
r respectively to the reference data [50]. It

is therefore believed that the chosen CBS-Q method is much more suitable.

The reaction enthalpies at 298 K reported by Ho and Melius [10] are 1.6-3.4

kcal/mol higher than the current CBS-Q results, which is well within the error

bounds of their methods (3-9 kcal/mol). Additionally, the estimated activation

energy of EOS is 6.7 kcal/mol lower than the Ho and Melius [10] value. However,

as it was stated in their paper, the method they used to compute the barrier

was most likely not adequate and has large uncertainty.

C−C bond cleavage. The calculated C−C bond dissociation energies at

0 and 298 K for the main silica species are within 0.6 kcal/mol difference with

each other at CBS-Q level of theory. For this reason only one reaction for C−C

bond breakage was used when developing the mechanism in this work. The

∆H298
r reported by Ho and Melius [10] for EOS is also consistent with these

findings.

The analysis of the ethanol data again demonstrates the accuracy of the

CBS-Q technique. Our estimation of ∆H0
r is only 0.2 kcal/mol different from

the detailed computations of Sivaramakrishnan et al. [50].

O−C bond cleavage. The obtained energies are very similar among silica

species. Very good agreement with the computations of Ho and Melius [10] and

Sivaramakrishnan et al. [50] can be seen where the reaction enthalpies at 298

K for silica species and ethanol are within 0.6 kcal/mol and 0.5 kcal/mol error

respectively.

Ethanol formation pathways. Three different types of reaction that could

account for the ethanol production were studied (see Table 3). The first family

of reactions is a six-centered molecular decomposition proposed by Chu et al. [5].
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These channels lead to the formation of equal amounts of silicates, O−−Si(X)(Y),

ethylene and ethanol. The second type is a four-centered molecular decomposi-

tion. In this case, ethanol is produced via recombination of hydroxy and ethoxy

groups. A third option is the indirect formation of ethanol, via diethyl ether

intermediate, where the ether decomposes into ethanol and ethylene in a sec-

ondary step [52]. Only reactions enthalpies at 0 and 298 K were calculated.

The results obtained for the six-centered molecular decomposition reveal

that these channels have the highest endothermicities across all studied reactions

(∆H0
r > 80 kcal/mol at the CBS-Q level of theory). Similar values were reported

by Ho and Melius [10], where the discrepancies in ∆H298
r are within 2.4-4.3

kcal/mol. A trend can also be noticed in that each replacement of -OC2H5

by -OH group in the reactant increases the reaction’s endothermicity by 0.4

kcal/mol.

The formation of ethanol via secondary processes involving silanols (reac-

tants with -OH groups) proceeds via reactions with slightly lower endother-

micites than the previous channels (∆H0
r ∼ 70 kcal/mol at the CBS-Q level

of theory). Again, reaction enthalpies moderately increase with the number of

hydroxy groups. Good agreement with the literature data can also be seen.

Production of ethanol via a diethyl ether intermediate has the smallest en-

dothermicity among all studied reactions (∆H0
r ∼ 67 kcal/mol at CBS-Q level).

As in previous cases, its value slightly increases (0.3-0.4 kcal/mol) with the

number of hydroxy groups. The Ho and Melius [10] calculations are within 1.9

kcal/mol of our data.

The extent to which these pathways are able to explain the experimentally

observed production of ethanol is considered in more detail in section 3.2.

3.2. Refined mechanism

Reference data. The experimental measurements of Herzler et al. [7] were

used to assess the quality of the refined TEOS mechanism. The experiments

were modelled by running a series of batch reactor simulations at different tem-

peratures. The initial concentrations of reactants, pressure and simulation time
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were set to 420 ppm TEOS in argon, 2 bara and 500 µs respectively.

Rates improvement. Table 4 shows the rate coefficients of the most im-

portant TEOS pathways that were used to built the refined mechanism. The

ethylene elimination from TEOS, TREOS and DEOS come from computations

in this work, while the ethylene-loss and C−C bond cleavage in EOS were ob-

tained from Nurkowski et al. [24]. Additionally, the rate constant coefficient of

the ethylene loss from DMDEOS was computed for comparison purposes and

as a further accuracy check against the available literature data. Optimised ge-

ometries of found transition states and stable species are presented on Figures

1 and 2.

Figure 3 depicts the estimated total decomposition rate constants of TEOS

and DMDEOS compared with the measurements from Herzler et al. [7] and

the DFT-based computations of Nurkowski et al. [17]. The total decay rate of

TEOS in this work was calculated from the time-concentration profiles simulated

using the refined mechanism. This approach automatically includes all the

reactions in a given model that affect the TEOS kinetics. However, it was

found that exactly the same rates are obtained by simply summing the main

TEOS channels: elimination of C2H4, C−C and O−C bond cleavage. This

indicates that any other channels (e.g. reverse reactions) other than those listed

above constitute only very minor contributions to the TEOS decomposition at

the given conditions. The DMDEOS and TEOS total decomposition rates from

Nurkowski et al. [17] were also obtained by the summation of the main channels.

It can be seen from Figure 3 that the decomposition rates computed in

this work are in very good agreement with the experimental measurements.

The TEOS results maximally differ only by 20%, while any discrepancies in

the DMDEOS data are only noticeable at low temperatures. Overall, it is

expected that the accuracy of the estimated rates, given the size of the molecular

system, is within a factor of 2. Furthermore, contrasting these rates with the

previous DFT-based estimates [17] explains why increasing the level of theory

was beneficial. The old data [17] are within a factor of two with the current

results at low temperatures (T < 1200 K) whereas at high temperatures the
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difference increases reaching as much as a factor of 7 at 1280 K.

Ethylene yield reproduction. Figure 4 compares the yield of ethylene

measured by Herzler et al. [7] with the current modelling predictions. It can

be seen that compared to our previous study [17] the agreement with the ex-

perimental data is slightly worse. The yield is under-predicted by 20-30% at

temperatures above 1220 K. The observed discrepancies are the combined effect

of recalculating the barrier heights of the important reactions contributing to the

ethylene release (previously underestimated by the DFT method, see Table 3),

differences in experimental and modelling parameters (e.g. residence time) and

the effect of any missing channels (e.g. ethanol-producing reactions). A flux

analysis was performed in order to assess the potential cause of the ethylene

under-prediction in the current model.

Parameter tuning. Figure 5 shows the main integrated fluxes of carbon at

1260 K. It can be seen that the main contributions to the ethylene production

from the silica species come from the decomposition of TEOS, TREOS and

DEOS. These are the first three reactions in Table 4. It was decided to check

how much the ethylene yield can be improved by varying the rate constant

coefficients of these reactions within the error bars of the calculation method

(about a factor of 2). Since the total TEOS decomposition rate constant agrees

very well with the experimental data, only the TREOS and DEOS rates were

varied.

Figure 4 shows the outcome of the parameter tuning, where the activa-

tion barrier height of ethylene loss from TREOS and DEOS were reduced by

2 kcal/mol. Given the size of the studied molecular system, it is believed that

this is the maximum uncertainty of the CBS-Q computations (especially for

the saddle points), which in turn gives an uncertainty of a factor of 2 in the

resulting rate constant coefficients. As shown in Figure 4, the adjustment of the

barrier heights improves the agreement of the ethylene predictions versus the

experiment. This adjustment is consistent with the findings of Herzler et al. [7],

where rates of ethylene-loss from TREOS, DEOS and EOS in their model were

increased to be somewhat larger than the initially estimated values in order to
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achieve agreement with the measured data.

Ethanol yield reproduction. An attempt has also been made to check

whether or not it is possible to reproduce the experimental data for ethanol

production [7]. A very similar approach was taken to the one presented by

Herzler et al. [7]. The channels listed in Table 3 for ethanol production were

incorporated into the current TEOS mechanism. The incorporation was per-

formed in a systematic way, such that these reactions were added not only to

TEOS, TREOS, DEOS and EOS, but also to every silica intermediate that can

react in the same way. Since, the reaction rate coefficients for these channels

are unknown, it was decided to approximate them. The activation energies

were assumed to be equal to the reactions’ endothermicities (see Table 3) and

pre-exponential factors were set to 1016, which can be thought of as an upper

bound for the unimolecular process. Subsequently, the decomposition of di-

ethyl ether was added with the rate constant coefficient taken from the study

of Laidler and McKenney [52]. The additinal ethanol channels required 27 new

O−−Si(X)(Y) silica species, for which thermodynamic properties were estimated

using methods described by Buerger et al. [53].

It was shown that the additional reactions were not sufficient to correctly

reproduce the measured ethanol yield. Our model predictions were too low

at almost all studied temperatures (T<1260 K) compared to the experimental

measurements, even though the assumed rate constants are most likely much

higher than the real unknown values. It was found that by reducing their

activation energies by 10 kcal/mol good agreement could be reached. However,

by doing so the total decomposition rate of TEOS is much higher than the

uncertainties in the measurements by Herzler et al. [7] and our computations.

Therefore, it is plausible that ethanol is mainly formed in a secondary step

rather than directly from TEOS.

The mechanism responsible for the production of ethanol, unfortunately,

still remains an open question. Reactions accounting for its formation used in

our test study do not have known rate coefficients. We showed that even if

these rates are approximated as an upper bound of the unimolecular process
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the ethanol is still not correctly reproduced (its yield is too low). Because of

that and the fact that these rates will be most likely much much slower due

to their high endothermicities and the fact that these reactions go through a

transition state which would further increase their energy barriers we decided

not to include them in the final TEOS mechanism used in further computations.

However, the mentioned reactions are still provided as a comment in the detailed

mechanism in the supplementary material.

3.3. Skeletal mechanism

The tuned mechanism from the previous section was used as a basis for the

reduction. Figure 6 shows the sum of calculated RMS errors, ε̄k for the first

five target species, Si(OC2H5)5−k(OH)k, where k ∈ [1..5] , versus the number

of retained species. After stage I, the mechanism was reduced to 84 species and

612 reactions having the cumulative error equal to 33% (with RMS error on

individual targets below 15%). Further reduction in stage II eliminated 8 species

and 59 corresponding reactions. After crossing this point, the errors rapidly

increase (this can also be observed on the remaining Figures: 7-8, and 10-12),

hence the choice of the mechanism size at each stage. Subsequent rate of progress

analysis performed in stage III allowed the identification of 96 reactions and 6

species, whose removal do not significantly affect the error from stage II. The

final choice of the mechanism size is indicated by the dashed vertical line shown

in Figures 6-12 and Figure 14. Points A, B, and C denote three different reduced

mechanisms that were compared with the reference mechanism as per Figure

15. The point A is the mechanism obtained after stage I, point B indicates the

mechanism after stage III, whereas point C is the mechanism having the same

number of species as B, but obtained using a single-step reduction process.

Figures 7-12 depict the computed errors for the remaining target species

(C2H4, O2, and H2) and on the temperature and the concentration of OH and

H radicals. A similar trend as in Figure 6 can be observed, where the errors

increase with the number of removed species. However, it is not strictly growing

behaviour due to the fact that the importance coefficients from DRGEP are only
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the coarse representation of the actual elimination error. In all cases the errors

for the chosen final mechanism are in the 1-15% range.

The normalized rates of progress of every reaction across all cases, Ωi, are

depicted in Figure 13. Most of these parameters are concentrated at the top of

the plot (10−9−100 range). However, there are several reactions having rates of

progress much below this region. In stage III of the reduction, a set of different

thresholds was applied to remove slow reactions. The dashed horizontal line

shows the final choice of threshold, which results in the removal of 96 reactions

and 6 species.

The dependence of the number of reactions on the number of species in the

mechanism is shown in Figure 14. It can be approximated as a linear relation-

ship, having a coefficient of determination equal to R2 = 0.9905. On average,

removal of one species causes elimination of 13 reactions. The inset provides

some insight into how the reduction in stage III proceeded. Firstly, reactions

were removed by applying different thresholds on Ωi. Secondly, if the removal of

reactions caused a situation where there exist species that do not participate in

any of the remaining channels, these species were removed as well. Therefore, in

stage III two trends can be observed, where either number of reactions decreases

keeping number of species constant or both decrease simultaneously.

Figure 15 shows comparison between model predictions using the reference

mechanism and corresponding predictions using mechanisms A, B and C for

simulation case 29 in Table 2. The plots in the first and second rows compare

the mole fractions of the target species. The plots in the third and fourth rows

compare the mole fractions of OH and H radicals and temperature. The results

from mechanisms A and B are virtually the same with respect to the selected

targets. In both cases, very good agreement with the reference mechanism was

obtained. The performance of the mechanism C is much worse. It can be

explained by the fact that, although the number of species is the same for B

and C, the set of species itself is different as is the number of reactions.

The difference between mechanisms B and C highlights benefits of a multi-

stage reduction method. In case B the mechanism was built using a three-stage
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process, where the couplings between species were recomputed after stage I,

taking into account the fact that a large number of species have already been

eliminated. This modified the species priority order, which is why the set of

species in B and C is not the same. Subsequently, stage III was applied to in-

vestigate the removal of slow reaction channels. These reactions were removed

one by one, additionally checking if their reactants still participate in the mech-

anism via any other channel. If not, they were removed as well. The reason

why it was possible to further remove the species without a significant increase

in errors versus stages I and II, lies in the type of coupling between the removed

species and the target species. The species found in stage III (up to point B)

do not have a strong direct connection with the targets, although they may

be strongly and directly coupled with the remaining species via slow reactions.

The final importance of the species in stage III to the targets depends then on

the number and importance of the species that connect them. However, even

if this importance is found to be high, the removal of the stage III-species is a

secondary, tertiary or even higher order effect (depending on the length of the

path that links them with the target), thus possibly having small impact on the

target. Therefore, the last stage of the reduction while looking for slow reac-

tions also closely inspects the species priority list and provides a set of candidate

species for elimination (which could lie high on the species list). This further

explains why the set of species in mechanism B and C is different. The final de-

cision whether or not to remove the species was made by calculating the actual

errors with and without the species. Mechanism B was also used to reproduce

the experimental data on Figure 4. As can be seen, very good agreement was

obtained.

4. Conclusions

The TEOS oxidation mechanism proposed by Nurkowski et al. [17] was im-

proved by refining the rate parameters of key reaction channels. The rate of the

ethylene loss from TEOS, TREOS, DEOS and DMDEOS was computed using
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transition state theory, where a CBS-Q method was employed for accurate esti-

mation of the reaction energetics. The rates of the ethylene loss from EOS and

C−C bond cleavage reactions were taken from the literature [24].

The performance of the refined TEOS mechanism was compared with ex-

perimental measurements. Very good agreement was observed for the total

decomposition rate of TEOS and DMDEOS, where the maximum difference

between the model and experiment was less than 20%. This is a significant im-

provement over the initial model [17], where the maximum difference in TEOS

total rate constant was as large as a factor of 7. The ethylene production from

TEOS, though, was found to be under-predicted by 20-30% at temperatures

above 1220 K. This might be explained by the combined effect of recalculating

the barrier heights of the important reactions contributing to the ethylene re-

lease, differences in the experimental and modelling parameters (e.g. residence

time) and the effect of any missing channels (e.g. ethanol-producing reactions).

In order to partially resolve the problem with under-prediction of the ethy-

lene, a parameter tuning was performed where some of the rate coefficients were

adjusted within the error bounds of the calculated parameters. It was found

that by increasing the rate constant of ethylene loss from TREOS and DEOS

by a factor of 2, a good agreement with experiment can be achieved.

A skeletal version of the TEOS oxidation mechanism was created by employ-

ing a three-stage reduction procedure. The first and second stages involved a

DRGEP method, whereas the third stage prioritised reactions according to their

normalized rates of progress. The investigated conditions were taken from ex-

perimental studies of TEOS oxidation in oxygen-hydrogen flames. It was found

that the addition of the extra two reductions stages enabled a higher reduc-

tion versus a single-stage approach. The final skeletal mechanism consists of

70 species and 457 reactions and provides good reproduction of the key model

properties across the chosen process conditions.

An attempt was also made to investigate the formation of ethanol during

the TEOS decomposition. Reactions producing the alcohol via silicates were

systematically added into the mechanism. The new channels required 27 new
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silica species, for which thermodynamic properties were estimated. It was found

that these reactions are unable to account for the ethanol formation due to their

high endothermicities. This analysis suggests that ethanol is most likely formed

in a secondary step rather than directly from TEOS. More study, unfortunately,

is still required to understand this process. For now, it remains an open question.

5. Supplementary Information

The full and reduced TEOS gas-phase mechanisms and corresponding ther-

modynamic properties are provided in CHEMKIN format. Additionally, 27

new O−−Si(X)(Y) silica species needed for the ethanol production analysis are

added to the same thermodynamic properties file. The geometries of the studied

molecules can be provided on request.
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Tables

Table 1: Species short names.

Chemical formula Abbreviation used

Si(OC2H5)4 TEOS

Si(OH)(OC2H5)3 TREOS

Si(OH)2(OC2H5)2 DEOS

Si(OH)3(OC2H5) EOS

Si(OCH2)(OC2H5)3 TREMEOS

Si(OH)(OCH2)(OC2H5)2 DEMEOS

Si(OH)2(OCH2)(OC2H5) EMEOS

Si(OH)3(OCH2) MEOS

Si(O)(OC2H5)3 TRE(O∗)S

Si(O)(OH)(OC2H5)2 DE(O∗)S

Si(O)(OH)2(OC2H5) E(O∗)S

Si(CH3)2(OC2H5)2 DMDEOS

Si(OH)(CH3)2(OC2H5) DMEOS

Si(OCHCH3)(OC2H5)3 TRE(∗E)OS

26



Table 2: Process conditions used to generate reduced model.a

Case xTEOS xAr xO2
xH2

xN2
T P PSR mode Ref.

1-9 0.04 99.96 0.0 0.0 0.0 1140-1300 2 const P,T [7]

10-12
0.13 15.26 32.46 8.32 43.83 1200-1600 1

const P
[8]

13-15 const P,T

16-18
3.18 14.79 31.47 8.07 42.49 1200-1600 1

const P
[8]

19-21 const P,T

22-24
0.07 10.34 31.53 17.23 40.83 1200-1600 1

const P
[9]

25-27 const P,T

28-30
0.29 10.32 31.46 17.19 40.74 1200-1600 1

const P
[9]

31-33 const P,T

a Units of T and P are Kelvins and atmospheres, respectively.
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Table 3: Energetics of the main decomposition TEOS channels and selected

ethanol reactions.a

Reactions B3LYPb G2c CBS-Qd Lit.

1,2-elimination of C2H4

TEOS → TREOS + C2H4 E‡ 58.4 62.5

∆H0
r 8.9 13.3

∆H298
r 9.6 13.9 10.5e

TREOS → DEOS + C2H4 E‡ 58.4 62.8

∆H0
r 9.1 13.1

∆H298
r 9.7 13.7 11.8e

DEOS → EOS + C2H4 E‡ 58.2 63.2 63.7

∆H0
r 9.6 13.3 13.4

∆H298
r 10.2 13.8 14.0 11.6e

EOS → Si(OH)4 + C2H4 E‡ 57.6 64.1f 64.0 70.7e

∆H0
r 8.8 12.6f 12.9

∆H298
r 9.5 13.4f 13.6 12.0e

DMDEOS → DMEOS + C2H4 E‡ 59.3 64.6 63.9

∆H0
r 9.9 14.0 12.9

∆H298
r 10.6 14.9 13.7

C2H5OH → H2O + C2H4 E‡ 61.7 66.8 66.3 66.0g

∆H0
r 8.4 10.3 9.9 9.7g

∆H298
r 9.4 11.9 11.5

C-C bond cleavage

TEOS → TREMEOS + CH3 ∆H0
r 80.2 88.0

∆H298
r 82.0 89.9

TREOS → DEMEOS + CH3 ∆H0
r 79.8 87.5

∆H298
r 81.5 89.3

DEOS → EMEOS + CH3 ∆H0
r 79.6 88.8 87.9

∆H298
r 81.4 90.6 89.7

EOS → MEOS + CH3 ∆H0
r 79.3 88.4f 87.6
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Table 3 Continued:

Reactions B3LYPb G2c CBS-Qd Lit.

∆H298
r 81.2 90.4f 89.6 89.4e

C2H5OH → CH2OH + CH3 ∆H0
r 78.0 86.5f 85.4 85.6g

∆H298
r 79.4 88.5f 87.5

O-C bond cleavage

TEOS → TRE(O
*
)S + C2H5 ∆H0

r 86.6 100.5

∆H298
r 87.6 101.5 100.9e

TREOS → DE(O
*
)S + C2H5 ∆H0

r 87.6 101.3

∆H298
r 88.6 102.2 102.2e

DEOS → E(O
*
)S + C2H5 ∆H0

r 88.4 101.4 102.2

∆H298
r 89.6 102.4 103.4

EOS → Si(O)(OH)3 + C2H5 ∆H0
r 87.7 101.2 101.0

∆H298
r 88.9 102.2 102.1 102.2e

C2H5OH → C2H5 + OH ∆H0
r 84.9 94.4 93.1 92.6g

∆H298
r 86.2 96.2 95.0

Ethanol producing channels

Six-centered molecular decomposition

TEOS → O−−Si(OC2H5)2 + C2H4 ∆H0
r 68.5 83.8

+ C2H5OH ∆H298
r 69.2 84.5 80.2e

TREOS → O−−Si(OH)(OC2H5) ∆H0
r 69.6 84.2

+ C2H4 + C2H5OH ∆H298
r 70.2 84.7 82.1e

DEOS → O−−Si(OH)2 + C2H4 ∆H0
r 70.8 81.2 84.6

+ C2H5OH ∆H298
r 71.4 81.7 85.1 82.7e

Four-centered molecular decomposition

TREOS → O−−Si(OC2H5)2 ∆H0
r 59.6 70.6

+ C2H5OH ∆H298
r 59.6 70.6 69.7e

DEOS → O−−Si(OH)(OC2H5) ∆H0
r 60.5 67.8 71.1

+ C2H5OH ∆H298
r 60.5 67.7 71.0 70.3e

EOS → O−−Si(OH)2 + C2H5OH ∆H0
r 61.2 67.9 71.2
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Table 3 Continued:

Reactions B3LYPb G2c CBS-Qd Lit.

∆H298
r 61.2 67.9 71.2 71.1e

Through diethyl ether formation

TEOS → O−−Si(OC2H5)2 ∆H0
r 55.5 66.8

+ C2H5OC2H5 ∆H298
r 55.3 66.6 64.7e

TREOS → O−−Si(OH)(OC2H5) ∆H0
r 56.5 67.1

+ C2H5OC2H5 ∆H298
r 56.3 66.8 66.6e

DEOS → O−−Si(OH)2 ∆H0
r 57.8 64.6 67.5

+ C2H5OC2H5 ∆H298
r 57.5 64.2 67.2 67.2e

a Zero point corrections are included throughout. Units are kcal mol−1.

b B3LYP computations for the 6-311++G(d,p) basis set.

c Gaussian G2 method estimating RCCSD(T)/6-311+G(3df,2p) energies.

d Complete basis set extrapolation [29, 30].

e BAC-MP4 and BAC-MP2 data from [10].

f G2 data from Nurkowski et al. [24].

g QCISD(T)/CBS data from Sivaramakrishnan et al. [50].
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Table 4: High-pressure limited rate constant coefficients for important TEOS

channels in modified Arrhenius form.a

Reactions k = ATn exp(E0/T ) Ref.

Reactions used in deriving improved TEOS model

1,2-elimination of C2H4

TEOS → TREOS + C2H4 k1a = 4.832× 1011T 0.824 exp(−31814/T ) present

TREOS → DEOS + C2H4 k1b = 5.244× 1011T 0.823 exp(−32004/T ) present

DEOS → EOS + C2H4 k1c = 4.134× 1011T 0.810 exp(−32467/T ) present

EOS → Si(OH)4 + C2H4 k1d = 2.527× 107T 1.875 exp(−30969/T ) [24]

C−C bond cleavage

TEOS → TREMEOS + CH3 k2a = 4k2d approx.

TREOS → DEMEOS + CH3 k2b = 3k2d approx.

DEOS → EMEOS + CH3 k2c = 2k2d approx.

EOS → MEOS + CH3 k2d = 1.351× 1024T−2.114 exp(−46263/T ) [24]

Additionally studied reaction

1,2-elimination of C2H4 from DMDEOS

DMDEOS → DMEOS + C2H4 k1e = 5.316× 1011T 0.834 exp(−32600/T ) present

a Units are seconds, and kelvins.
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Figures captions

Figure 1

Figure 1: Optimised ground state geometries of the species in Table 1 calculated

at the B3LYP/6-311++G(d,p) level of theory. Units are deg and Å.

Figure 2

Figure 2: Optimised geometries of the transition states for ethylene-loss

from TEOS, TREOS, DEOS and DMDEOS calculated at the B3LYP/6-

311++G(d,p) level of theory. Units are deg and Å.

Figure 3

Figure 3: Arrhenius plot of the computed total decomposition rate constants of

TEOS and DMDEOS. Experimental measurements from Herzler et al. [7] and

DFT-based results from Nurkowski et al. [17] are included for comparison.

Figure 4

Figure 4: Yield of ethylene as a fraction of decomposed TEOS.

Figure 5

Figure 5: The main TEOS decomposition channels at 1260 K. The arrows

indicate the magnitude of the element C flux between species.

Figure 6

Figure 6: Sum of the RMS errors of the first five targets as a function of the

number of species in the model. Vertical line marks final mechanism size. Points

A, B and C indicate the three skeletal mechanisms that were chosen for com-

parison.
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Figure 7

Figure 7: A root mean square error in the C2H4 mole fraction as a function

of the number of species in the model. Points A, B and C indicate the three

skeletal mechanisms that were chosen for the comparison.

Figure 8

Figure 8: A root mean square error in the O2 mole fraction as a function of the

number of species in the model. Points A, B and C indicate the three skeletal

mechanisms that were chosen for the comparison.

Figure 9

Figure 9: A root mean square error in the H2 mole fraction as a function of the

number of species in the model. Points A, B and C indicate the three skeletal

mechanisms that were chosen for the comparison.

Figure 10

Figure 10: A root mean square error in the temperature as a function of the

number of species in the model. Points A, B and C indicate the three skeletal

mechanisms that were chosen for the comparison.

Figure 11

Figure 11: A root mean square error in the OH mole fraction as a function

of the number of species in the model. Points A, B and C indicate the three

skeletal mechanisms that were chosen for the comparison.

Figure 12

Figure 12: A root mean square error in the H mole fraction as a function of the

number of species in the model. Points A, B and C indicate the three skeletal

mechanisms that were chosen for the comparison.
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Figure 13

Figure 13: Normalized rate of progress of each reaction after stage II reduction

across all the cases. All reactions with Ωi value lying below dashed horizontal

line were removed from the final mechanism.

Figure 14

Figure 14: Dependence of the number of reactions on the number of retained

species. Points A, B and C indicate the three skeletal mechanisms that were

chosen for the comparison.

Figure 15

Figure 15: Comparison of the three different skeletal models: A, B and C with

the reference mechanism. Lines are the targets’ data from the full model, while

markers are data from the selected reduced models. Simulation conditions taken

from case 29 in Table 2.
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