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Summary 

3D visualization in archaeology has become a suitable solution and effective instrument for 

the analysis, interpretation and communication of archaeological information. However, only 

few attempts have been made so far for understanding and evaluating the real impact that 3D 

imaging has on the discipline under its different forms (offline immersive and not immersive, 

and online platform).  

There is a need in archaeology and cultural heritage for a detailed analysis of the different 

infrastructural options that are available and a precise evaluation of the different impact that 

they can have in reshaping the discipline. To achieve this, it is important to develop new 

methodologies that consider the evaluation process as a fundamental and central part for 

assessing digital infrastructures. This new methods should include flexible evaluation 

approaches that can be adapted to the infrastructure that need to be assessed.    

This paper aims at providing some examples of 3D applications in archaeology and cultural 

heritage and describing how the selection of the infrastructure is related to specific needs of 

the project. This work will describe the different applications and propose guidelines and 

protocols for evaluating their impact within academia and the general public. 
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1. Introduction 

3D visualization in archaeology and cultural heritage has a long history stretching back to the 

1980s (Arnold et al. 1989; Reilly 1989; Reilly and Shennan1989), as foreseen by Wilcock in 

1973 when discussing the possibility of computer reconstructions of temples and monuments 

(Wilcock 1973: 20). During the 1990s, methodological and theoretical issues relating to the 

use of 3D reconstruction and visualization in archaeology were discussed and considered in 

the field (Reilly 1991; Wood and Chapman 1992; Forte and Siliotti 1997; Sims 1997). By the 

beginning of the 21st century the spread of 3D visualization into archaeology was sufficiently 

widespread to allow consideration of best practices in the field (Frischer et al. 2002; Fernie 

and Richards 2003). Today, 3D visualization is so well established that it has given rise to a 

new breed of professionals with hybrid backgrounds combining humanities and social 

sciences with ICT (Information Communication technologies) skills for the creation and 

development of 3D platforms. Three types of platforms can be identified: 1) Applications 

concerned with documentation and analysis for use by cultural heritage professionals; and 2) 

Applications with a component of dissemination. 3) Applications that combine the previous 

two purposes.  

These platforms have impacted methods of preservation, data sharing, and the 

communication of heritage today. For instance, digital archives and libraries of ancient 

artefacts are considered necessary comparative collections for scholars with limited or non-

existent access to original collections. Such access issues are primarily due to laboratories 

and archaeological sites or laboratories and artefact storage facilities being far apart 

(Martinez-Carrillo et al. 2009; Weber and Malone 2011). 3D visualization is also an effective 

means by which to introduce aspects of artefact study to large numbers of students, and can 

also be used in museums for virtually re-contextualizing objects preserved inside display 

windows where their past functions and meanings can be explained (Simon et al. 2009; Forte 

et al. 2010). Scholars and institutions (e.g. ICOMOS and UNESCO) recognise the value of 

3D visualization for preserving ancient material culture in contexts where artefacts and 

monuments are at risk of degradation or destruction due to urban development, and, 

especially of late, conflicts (Emberling 2008; Forte et al. 2010; Di Giuseppantonio Di Franco 

and Galeazzi 2013).  

Far from being a comprehensive analysis of the state of the art of 3D visualization in 

archaeology, this essay describes different kinds of infrastructures and approaches for the 



exploration and analysis of 3D cultural heritage data, based on our own personal experience. 

This work aims to be a practical guide, describing some of the infrastructures currently 

available in the archaeological and heritage sectors and proposing some guidance on how to 

select them based on the specific needs of individual projects.  

The paper is organized as follows: Section 2 describes off-line visualization systems and their 

main characteristics through the presentation of some case studies. Section 3 describes 

cyberinfrastructures that allow the integration of 3D visualization and data archiving, 

focusing primarily on a case study, the ADS 3D viewer, to discuss best practices for the 

design and development of web-based applications. Section 4 describes possible evaluations 

of these kinds of systems and also proposes novel evaluation methods borrowed from the 

cognitive sciences, which favour the assessment of perception, ‘presence’ and human–object 

interaction in the virtual world. The last section discusses some advantages and limitations in 

the use of the different 3D visualization systems and proposes strategies for their design and 

long-term preservation.  

 

2. Immersive visualization systems in archaeology and cultural heritage 

 

2.1. Introduction 

The role of immersive visualization systems has become a major theme in the 3D 

reconstruction of archaeological sites. Virtual reality systems and collaborative virtual 

environments (CVE) can involve the users in a collaborative learning process between them 

and the virtual environment. A collaborative virtual environment is an application that uses a 

virtual environment to support human–human and human–system communication. Within 

such virtual environments, multiple users can convene, communicate and collaborate. 

Interaction with the different virtual 3D reconstructions can, in fact, increase our 

understanding of cultural heritage through experience and ‘presence’ in the virtual 

environment. The main scope of these displays is to provide a sensorial experience with 

tangible heritage that simulates real-life experience. Immersive large-scale display systems, 

such as the Powerwall (Camporesi and Kallmann 2013; Galeazzi et al. 2010), next generation 

semi-immersive and immersive CAVE systems (Levy et al. 2010; Forte 2014: 22), and 360-

degree 3D panoramic spaces (Kenderdine et al. 2012) are considered places for enhancing 

innovative studies of cultural heritage, providing researchers with new ways to interpret 

material culture (Kenderdine 2009; Kunert et al. 2014). These systems can also be viewed as 



non-mediated places where a user can interact with a simulated past either independently or 

with other virtual users and create both personal and collective narratives of past 

environments thanks to an embodied experience with the virtual space (Kenderdine et al. 

2009; Forte 2008). Embodiment is one of the key components of immersive systems which 

have been implemented and used in archaeology, based on the idea that interpretation 

processes of the past are mediated by our embodied experience with past remains (Dant 1999; 

Malafouris 2004). 3D immersive systems have therefore been designed following theories of 

embodiment. According to these theories, cognition depends on our bodily, sensory motor 

capacity to experience the material (Varela et al. 1991: 172–3). Immersive systems allow for 

a sense of presence, as defined by John V. Draper, David B. Kaber and John M. Usher (1998: 

356): ‘a mental state in which a user feels physically present within the computer-mediated 

environment’; and by Dawson et al. 2011 as involving ‘feelings of being transported to 

another place and time (‘you are there’)’ (389). Moreover, immersive systems rely on a 

sensory-motor learning system that is based on perception and action, since  ancient artefacts 

and works of art ‘are fundamentally visual objects, and any verbal treatment of them implies 

a translation of their most essential intrinsic characteristics, which are of a visual and 

perceptual nature, into a textual form’ (Antinucci 2007: 84). 

By combining a sense of presence and sensory-motor learning, 3D immersive systems can 

also be developed to incorporate hyperlinks that offer additional information on the 3D 

models and environment in real-time. This is possible using just the two main aspects 

involved in the creation of immersive 3D viewers for the analysis of the archaeological 

records: the archaeological content that the users will visualize in the viewer; and the way 

in which the content will be visualized, ie. the interface and the media (text, picture, video, 

etc.).   

2.2. Case study 1 

This discussion concerns the Western Han Dynasty Virtual Museum project. The project 

started in 2008 with collaboration between the Xi’an Jaotong University and the School of 

Social Sciences, Humanities and Arts, University of California, Merced. This collaboration 

was later extended to the Xi’an Municipal Cultural Relics Conservation and Archaeological 

Research Institute (China), and the Italian National Research Council (CNR-ITABC,). For 

this project, researchers digitally documented Western Han Dynasty relics of the Shanxi 

Province, with two primary purposes, the first being the preservation of some of the most 

representative artefacts of the Dynasty, which are at risk of destruction due to urban 



development. In fact, the city of Xi’an, ancient capital of the Western Han Dynasty (under the 

name of Chang’an), is experiencing such rapid urban development that every year 

archaeologists discover hundreds of monuments during emergency surveys on construction 

sites that they cannot preserve due to lack of economic resources. The second purpose was to 

disseminate information about the Western Han Dynasty through 3D reproductions and 

reconstructions of its material past (for a detailed description of the project, see Forte et al. 

2010; Galeazzi et al. 2010; Di Giuseppantonio Di Franco and Galeazzi 2013). 

The final outcomes of the overall project were two different off-line digital installations 

placed in two locations: the University of California, Merced (Forte et al. 2010) and the City 

University of Hong Kong (Kenderdine et al. 2012).  Later developments of the project 

involved the creation of an immersive system for research and analysis of Western Han 

tombs (Forte and Kurillo 2010). 3D replicas of Western Han Dynasty monuments and 

artefacts were displayed in three different immersive displays: the Powerwall at the 

University of California, Merced (Galeazzi et al. 2010), a 360-degree 3D panoramic space 

(Advanced Visualization Interaction Environment – AVIE) at the University of Hong Kong, 

China (Kenderdine et al. 2012), and a 3D real-time environment (Forte and Kurillo 2010). 

The Powerwall is a high-resolution display wall at the University of California, Merced that 

is used for projecting large, computer-generated images. It is complemented by a Vicon full-

body optical tracking system that allows full-body immersion in a virtual environment 

(Camporesi and Kallmann 2013). The Virtual Museum of the Western Han Dynasty for the 

Powerwall was developed using an open source 3D graphics engine, OGRE 

(http://www.ogre3d.org/). This platform seemed the best option for the development of 

immersive applications in research institutions, because it is free and allows the developers 

easier access and sharing of resources and results. The Powerwall was used to visualize the 

3D reconstruction of one of the 3D reconstructed tombs of the Western Han Dynasty, (M27), 

which was complemented by a 3D mind-map (cybermap) revealing all the spatio-semantic 

relationships of the paintings found in the main tomb chamber (Galeazzi et al. 2010; Fig. 1-

2). M27 is the logical and practical result of the revolutionary historical moment in which it 

was built – the end of the Western Han Dynasty – and its paintings partially narrate and 

describe this period. They are visual narratives composed of scenes and themes. 

 



 

Figure 1. Cybermap of the Western Han mural tomb M27 (Xi’an, China): Powerwall visualization and motion 

capture facility at UC Merced. 

 

The paintings are realized on a white clay stratus which hides the material support, giving the 

sense of an immaterial whole with intangible boundaries constituted by the frescos’ contents 

and spatial and semantic relationships. 

We thought that a better understanding of the tomb’s contents would be facilitated by 

removing these intangible boundaries through a simulation process that allowed the 

potential semantic re-composition of the tomb, creating new metaphors of learning and 

communication. From our perspective, a cybernetic approach to the interpretation of the 

tombs, realised through the cybermap, could emphasise the iconographic complexity and 

the strong symbolism that springs from the scenes of the tomb frescos. The cybermap was 

conceived as a guide for a virtual tour, showing the main iconographic themes and paths; it 



therefore helps people to recreate narratives, moving from one scene to another in the right 

sequence. If the material monument represents the tangible remains of Western Han 

heritage, the frescos’ spatial relations are traces of its intangible heritage. The map 

schematizes the themes and simplifies the information, as well as revealing the Chinese 

way of storytelling through paintings on ancient monuments and how it differs from the 

Western approach (Di Giuseppantonio Di Franco and Galeazzi 2013). Westerners are used 

to storytelling in a linear path per superimposed registers (Borra et al. 2006), while the path 

of the frescos in the Western Han tombs is circular and in continuous movement (Di 

Giuseppantonio Di Franco and Galeazzi 2013). According to Nisbett, ’Chinese people think 

the world is a circle; “westerners” that is a line. The Chinese believed in constant change, but 

with things always moving back to some prior state’ (2003: 5).  

 

Figure 2 (VIDEO): Cybermap of the Western Han mural tomb M27 (Xi’an, China): Powerwall visualization and 

motion capture facility at UC Merced. 

 

Following the Powerwall experience, the Western Han Dynasty Virtual Museum was also 

displayed in the application Rhizome of Western Han at the Applied Laboratory for 

Interactive Visualization and Embodiment (ALiVE) at the City University of Hong Kong, 

using AVIE (Advanced Visualization and Interaction Environment). The AVIE 360-degree 

stereoscopic interactive visualization system is a cylindrical projection screen that uses 

camera tracking of visitors’ movements to create interactive relationships between the visitor 

and the reconstructed/simulated environment (Kenderdine et al. 2012:145–6; Fig. 3). This 

system allowed an immersive experience with Western Han Dynasty material culture through 

two different scenarios:  

• a 1:1 reproduction of tomb M1 that the user could navigate to scale and explore. This 

scenario was completed with a cybermap that guided users through the complex 

semantics of the tomb’s frescos.  

• a system called Object Viewer (OV) which displayed virtual reconstructions of the 

artefacts. The objects float around the user, who can manipulate and magnify each 

object independently.  Each object can also be explored through its mesh (i.e. 3D 

model without original colours).  

When compared to the Powerwall experience, the AVIE’s multimodality gives an increased 

immersivity, due to the visualization in 360 degrees. Instead of being in front of a screen with 

the reconstructed environment, with AVIE the user stands in the centre of the reconstructed 



monument. The sense of immersivity is not complete though, as this structure lacks the 

immersive interaction with ceiling and floor that one would have inside immersive CAVE 

systems (Forte 2014: 22; Gaugne et al. 2014; Christou et al. 2006).  

 

 

Figure 3. Rhizome of Western Han: AVIE 360-degree stereoscopic interactive visualization system (Kenderdine 

and Hart 2011: Fig. 13) 

 

In a subsequent study by Maurizio Forte and Gregory Kurillo, M27 was inserted in a newly 

designed tele-immersive real-time system, to facilitate remote collaboration between 

scholars, with up to five users at a time sharing the same virtual space while being able to 

interact with 3D replicas in real-time (Forte and Kurillo 2010). With this kind of system, each 

user navigates and interacts with the simulated environment in the first-person perspective 

(which is represented in real-time in the immersive environment), and can select and 

manipulate objects, measure them, and obtain metadata of the objects from drop-down 

menus. This immersive system was used for re-contextualizing and studying all the artefacts 

found in one of the reconstructed tombs (M1) during the excavation. As Forte and Kurillo 

(2010: 160) explain, ’the tentative repositioning of the objects, after the restoration, is very 

important since it is possible to study their volumetric relations with the funeral chamber, the 

rituals and their social symbolic value’. In other words, this kind of tele-immersive system 

allows international scholars to collaborate actively on the study and interpretation of the past 

through its virtual material remains (Fig. 4).  

 



 

Figure 4 (VIDEO). Tele-immersive Western Han: tele-immersive real-time system 

(https://www.youtube.com/watch?v=LZtssNwAfMQ).  

 

3D immersive systems such as those described above are rarely used in museums or similar 

facilities due to economic constraints and the need for specialized technical support to 

develop and maintain the necessary infrastructure. Consequently, museum and heritage 

specialists who are keen to use immersive systems for the virtual display of cultural contents 

tend to rely on cheaper, user-centred infrastructures that provide immersivity through multi-

user virtual reality installations, such as the one described in the following case-study, The 

Virtual Museum of the Ancient Flaminia. 

 

2.3. Case study 2. The Virtual Museum of the Ancient Flaminia 

Like the Western Han Dynasty Virtual Museum, The Virtual Museum of the Ancient 

Flaminia (Forte 2008; Dell’Unto et al. 2007) was aimed at the 3D documentation of sites and 

monuments along the ancient Flaminia Road, using integrated technologies for their long-

term preservation as well as the development of a virtual-reality environment that would 

allow access and understanding of these sites for the general public. The circumstances of the 

project were also similar: the public institutions involved welcomed the opportunity to test 

the use of innovative digital tools in their daily documentation practice, and in both situations 

we dealt with the post-excavation documentation of the archaeological context. This project 

was first developed for public access in 2008 thanks to a multi-user virtual reality stereo 



installation specifically designed to be integrated in the visitor experience of the Diocletian 

Baths in the National Museum of Rome (Fig. 5). A multi-disciplinary team of archaeologists, 

art historians, computer scientists, architects and cultural heritage specialists worked on the 

optimization of the 3D reproductions and reconstruction of the sites for their integration into 

a complex 3D real-time application developed using Virtools, a game development 

environment software (today 3DVIA Virtools: http://www.3dvia.com/). 

A digital protocol was developed to preserve all the data acquired during the project and 

related metadata in a multi-dimensional and multi-disciplinary virtual environment. To 

manage the fragmentary nature of the archaeological remains along the Flaminia road due to 

recent urban development, archaeological evidence was re-contextualized within a virtual 

environment with three main levels of visualization: 

• a 3D holistic vision of the road landscape from Rome to Rimini, where the user can 

navigate the territory using a flying view (DEM resolution: 100 m);  

• a 3D holistic vision of a higher resolution reproduction (DEM resolution: 10 m) of 

the first section of road starting from Rome (first 20 km between Milvio Bridge and 

Malborghetto), always using a flying view approach; 

• monographic levels of visualization of high-resolution reproductions of selected sites 

(6–50 mm) realized using data collected during a topographic acquisition survey by 

laser scanning, laser total station, photogrammetry, and Digital Geographic 

Positioning System. The users can navigate the virtual environment by walking 

between and interacting with the 3D virtual reproductions of the sites and 

monuments. 

 

In the multi-user virtual environment developed for the National Museum of Rome’s 

Diocletian Baths, the users, represented by avatars, could meet and interact in the virtual 

space and co-operate in the creation of common narratives. The application was characterized 

by four interactive mono display platforms where visitors could interact with the application 

(i.e. one visitor per display). A larger HD stereo display screen allowed other visitors to have 

a real-time 3D stereo visualization of the narratives developed by the four users inside the 

virtual scenario with related information and video material. The users interact with a space 

made ‘alive’ through a virtual storytelling of metaphors, virtual characters, and both floating 

and learning objects (Pietroni and Rufa 2008). 



 

 

Figure 5. Virtual Museum of the Ancient Flaminia: multi-user virtual reality stereo installation (Pietroni e Rufa 

2008: Fig. 

 

 

Following the creation of the platform, in 2006 Dassault Systèmes acquired Virtools 

(http://www.3ds.com/), resulting in a change in the commercial policy of the company. This 

fact, combined with the availability of more innovative and powerful 3D technologies and 

software, encouraged the developers of the Virtual Museum of the Ancient Flaminia to build 

a new application, which re-used the data and information developed in the original project. 

This new initiative, entitled Livia’s Villa Reloaded (Pietroni et al. 2015), involved the 

development of a virtual-reality application in Unity 3, which uses mid-air, gesture-based 

interaction and combines different media and languages (real-time exploration, 

cinematographic paradigms, virtual set practices). The application was opened to the public 

in the same location as the original one, the National Museum of Rome’s Diocletian Baths 

(Fig. 6). Livia’s Villa Reloaded re-used the 3D models of the first Livia’s Villa project 

without the need of any major reworking. The porting of the models in Unity 3 and the 

reorganization of the original database resources required two months of work from a digital 

archaeology specialist with specific expertise in 3D data modeling and optimization. The new 

platform was developed in 6 months involving four researchers (see table 1 for additional 



information on the time required for the migration of the data and the implementation of the 

new application). 

Table 1. Time required for the migration of the data and the implementation of Livia’s Villa Reloaded. 

Tasks  Time  N people  

Creation of the Digital Terrain Model (DTM) 
1 week 1 (digital archaeology specialist/3D data 

modelling) 

Porting of the models in Unity 3 and 

reorganization of the original database resources 

8 weeks 1 (digital archaeology specialist/3D data 

modelling and optimization) 

Creation of camera animation in 3D Studio Max 

then imported in Unity 3 

2 weeks 1 (digital archaeology specialist/3D data 

modelling) 

Light mapping, scene editing, and rendering 

effects in Unity 3 

3 weeks 1 (computer scientist) 

Software development in Unity 3 6 weeks 1 (computer scientist) 

3D modelling of furniture 
4 weeks 1 (digital archaeology specialist/3D data 

modelling) 

 

The main difference between the two projects rely on the infrastructures, as well as on 

lighting and rendering effects, which considerably affected the final visual outcome of the 

reconstructed landscape and architecture. Considerable improvements in real-time rendering 

were achieved in the new application compared to the 2008 experience. In this new 

application the use of ’Lightmapping’ calculation and Colour Correction Image Effect 

(provided in the new the graphics engine) gave rich colour tones to the virtual environment, 

thereby creating a more evocative atmosphere. Users can interact with the reconstructed 

environment using simple and natural gestures of the body. Here the use of mid-air, gesture-

based interaction allowed this project to overcome the limitations of the traditional input 

interfaces and devices based on the WIMP (Windows, Icons, Menus and Pointing devices) 

paradigm, where the visitors struggle with interfaces that are not immediate and simple to use 

for all users, such as a mouse, joystick, keyboard, or console. The Livia’s Villa Reloaded 

gesture-based application was developed using Microsoft Kinect (Microsoft 2015) first 

generation that does not require the user to wear any marker nor expensive licences to operate 

(Pietroni et al. 2015: 4–5). The application, implemented using Unity 3D, allows the visitor 

to navigate (using the hotspots 'GO FORWARD' and 'STOP AND ROTATE') and interact 

with the system via a main menu (hotspot 'MENU') that allows users to select both language 

(Italian or English) and scenarios:  



• Introduction movie about via Flaminia; 

• Introduction movie about Livia's Villa; 

• Virtual exploration of today Livia's villa; 

• Virtual exploration of the reconstruction in the Augustan age.  (Pietroni et al. 2015: 

5). 

Livia’s Villa Reloaded is a good example of both the re-use of datasets and the application of 

natural interaction as a new way of re-configuring and re-considering the boundaries between 

'real' and 'virtual' worlds. Natural interaction can increase embodiment, thus enhancing 

communication between the public and all artificial entities present in the virtual space. 

 

 

Figure 6 (VIDEO). Livia’s Villa Reloaded (video from vimeo: https://vimeo.com/80151975). 

 

 

3. Evaluating 3D visualization applications in archaeology and cultural heritage: 

visualization and cognition. 

 

3.1. Introduction 

The case studies above utilise some of the most commonly used immersive 3D visualization 

systems for the analysis and interpretation of the archaeological record. Even though 

archaeologists and heritage specialists have long experimented with these new technologies 

in the fields of archaeology and heritage, some scholars suggest that these models lack 



information that can only be obtained through real-world human–object interaction 

(Lederman and Klatzky 1990; Renaud 2002). These concerns raise a question about the 

significance of digital object representations in both research and education. To address this 

concern, we decided to evaluate how people interact with 3D visualization systems. This 

section presents the findings of recent studies aimed at analysing some aspects of how people 

interact with ancient material culture through different media. We aimed to answer two 

specific questions through our studies: how people perceive inner qualities of ancient 

artefacts, when they experience these objects through media that are different from the tactile 

experience obtained with the original (3.2); and how human–object interaction changes based 

on the medium used to reproduce and present ancient artefacts (3.3). In order to investigate 

how different senses interact during perception and how individuals think while interacting 

with things, we videotaped volunteer participants interacting with ancient artefacts through 

different media (3D digital artefacts, 3D prints, 2D photographs, etc.). To analyse these 

videos, we used a multi-disciplinary approach and borrowed methods of evaluation from the 

cognitive sciences; we then combined the different data sources, which are described in Table 

2. While we believe that the methodology used for our research design is an effective way to 

evaluate how 3D visualisation systems affect human–object interaction dynamics, other 

methods of evaluation have also been used; these have focused principally on learning 

processes, recollection of information, rating of heritage experiences through the use of new 

technologies, and other aspects of ‘physical’, ‘social’, and ‘cultural’ presence (see Pujol and 

Champion 2012, and Dawson et al. 2011, which also provide a definition of ‘presence’; see 

also Forte et al. 2006; Petridis et al. 2003, 2006; Di Blas et al. 2005). 

 

Table 2.  

Data source Intended purpose of data  

Surveys of participants 

To gain demographic details and information about participants’ 

previous experience (as professionals or as visitors to historical, 

anthropological, and/or archaeological museums) with ancient 

artefacts and their familiarity with 3D digital reproductions of 

artefacts.  

Transcripts from video-

interviews 

To understand how people describe artefacts with specific regards to 

word choice, how they focus on innate qualities of artefacts (i.e. 

shape, weight, material, etc.), and finally how they try to determine 

the function of these objects in the past. 

Analysis of gestures To understand to what extent gestures give bodily support to 



participants’ discourses, to observe which medium produces the 

highest number of gestures, and to see when participants use gestures 

and which kind of gestures. 

Observations of participants’ 

behaviour while 'interacting' with 

each medium 

To gain insights into how people interact with the medium, to 

understand the findings better (speech and gestures). 

Questionnaires combining 

multiple-choice questions and 

Likert scales 

To gain insights into participants' overall experience with the media 

selected for the experiments. 

 

In an inspiring article about the relationship between images, text and human cognition, 

anthropologist and sociologist Bruno Latour argued that when studying changes in the way 

scientists have used images in association with text, the focus needs to be only on those 

situations in which 'we might expect changes in the writing and imaging procedures to make 

any difference at all in the way we argue, prove and believe' (Latour 1986: 4).  

We believe that this statement applies equally to new technologies being introduced today 

and that it is time to start thoroughly evaluating the effects 3D technologies produce on 

human–object interaction.  

 

3.2. Inner qualities of objects 

Proponents of the extended (e.g. Clark 2003), enacted (e.g. Varela et al. 1991), embodied 

(e.g. Ratey 2002; Lakoff and Johnson 1980; 1999; Cole 1985), distributed (e.g. Norman 

1988; Hutchins 2005), mediated, and situated (e.g. Suchman 1987; Lave 1988; Wilson and 

Myers 2000) mind accept the idea that when people engage with material things, they think 

with them. Some archaeologists (MacGregor 1999; Ingold 2007; Olsen 2010) also stress the 

importance of material qualities for the perception of artefacts.  As Tim Ingold’s (2007: 11) 

puts it: 'materials are the active constituents of a world-in-formation' and can tell us about a 

place and a time (hic et nunc), about the people who created or used the artefacts, and also 

about changes over time. For Ingold (2007:14), the properties of materials, which also have 

to be considered constituents of an environment, 'are neither objectively determined nor 

subjectively imagined, but practically experienced'. In other words, it is important to 

understand how people experience material objects when they physically manipulate (i.e. 

touch) them and how this experience changes when the objects are digitally reproduced and 

the experience occurs within a virtual domain. Colin Wave highlights how visualization is an 

important instrument for the analysing and understanding cultural heritage by enhancing our 



perception of objects’ affordances/agency (Wave 2004: 3). 2D visual representations are 

commonly used in archaeological and cultural heritage practice to represent, preserve and 

disseminate visual representation of ancient material culture, because they are simple, fast 

and cost-effective. However they are not always ideal forms of reproduction in order to grasp 

physical characteristics that sometimes are crucial for the understanding of the use(s) of these 

objects in the past. In a recent study, Galeazzi et al. (2015) compared 2D and 3D digital 

images to see how people’s perception of artefacts changes based on the medium used to 

archive their visual representations. A set of experiments conducted with university students 

showed how 3D digital replicas of artefacts are a more effective means of digitally preserving 

tangible cultural heritage because 3D multi-visualization augments perception of the specific 

physical qualities that are crucial to grasp the functionality of these objects in the past. This 

allows an experience with the artefacts that is closer to a real-life one, since the possibility of 

interacting with the multiple levels of information encapsulated in the 3D representation 

(texture, mesh, vertexes, and wireframe) simulates, to some extent, real-life experiences 

better than 2D visual representations (Galeazzi et al. 2015: 20). In another study, titled 

Experiencing Artefacts through Different Media (Table 1) Di Giuseppantonio Di Franco et al. 

(2015) also analysed how the perception of inner qualities of artefacts is achieved in 

immersive systems. The results from this study reinforce the idea that presentation modalities 

affect how different characteristics of objects are perceived. In this study we compared 

perception through three different media: 

• visual examination of an object displayed in a show-case (i.e. Look condition); 

•  interactive manipulation in the Powerwall immersive system (i.e. Powerwall 

condition); 

• manipulation of a 3D print (i.e. 3D print condition). 

In the Powerwall condition, participants had the option to manipulate the objects interactively 

and select specific actions through a virtual floating menu. As shown in Figure 7, the user 

controlled a virtual pointer in the scene (red cone) directly mapped to the position in space of 

the remote controller. The virtual pointer appears to the user to be floating in front of the 

controller being held. Users manipulate objects by selecting them with the virtual pointer and 

then using manipulations that are very similar to everyday real life (Figure 7 a-b). Through a 

virtual menu that could be opened and removed at will (Figure 7c), two actions were possible 

(Figure 8): removing original colours (i.e. texture) to appreciate the 3D model geometry mesh, 

and changing light conditions (environmental or torch-light simulation, and light-source 



colours). No virtual scale accompanied the objects displayed during the experiment. After the 

users had interacted with the 3D digital replicas they completed a questionnaire to explain 

their experience with each object. The questionnaires were analysed in order to determine 

which type of interaction would be most suitable for research needs and for the presentation 

of archaeological material to the general public.  

Each participant was only allowed to interact with just one of the three use-cases alternatives 

that were implemented (i.e. display case object, Powerwall, or 3D prints). 

 

  

Figure 7. Powerwall condition. a) Changing light condition to explore objects. b) Manipulating objects (objects 

appear big on the screen due to off-axis parallax projection but the user perceives it as in real-life); c) Interacting 

with the objects without original colours (note the floating virtual menu in front of the user). 

 

 



  

 

Figure 8. Highlight of object manipulation and visualization in the Powerwall in dark environmental light 

condition. The red cone represents the user’s pointer designed to interact with the scene (objects and menu 3D 

interaction and lights repositioning). Left: The user is moving the light source to enhance objects details. Right: 

similar situation where the objects' textures were removed to analyse the polygonal representation. 

 

We chose four objects for the experiment: a ceramic vessel (i.e. pot), a grinding stone (i.e. 

mono), a projectile point, and a wooden Buddhist niche for figurines. Without dwelling too 

much on the detail, to give an example with respect to texture qualities, our findings suggest 

that in the case of small, bright, and light-coloured objects, such as the projectile point, visual 

cues are not enough to perceive texture qualities accurately. While participants in the Look 

condition could grasp the sense of texture of the objects based only on visual cues, 

participants in the Powerwall could rely on multi-visualization tools, such as different light 

settings and the possibility to zoom in and remove original colours from the 3D models, to 

grasp textural information. 

 

3.3. Interaction and engagement with 3D digital objects 

Latour also argues that both humans and non-humans achieve agency as a relational property, 

distributed across hybridized human–non-human networks, also called actor-actant 

dichotomies (Latour 2003: 31; 1999: 308). He calls things quasi-objects, hybrids of cultures-

natures produced by and within networks of relations (Latour 1993: 54). Things are hybrids 

because of their linkages. But what happens when interactions between actors and actants 



happen in a mingling of physical and virtual reality? Are the actors and actants involved in 

the interaction subject to similar experiential phenomena as if they were interacting in the 

physical world?  In a recent study, Di Giuseppantonio Di Franco et al. (2016) tried to answer 

these questions by investigating how people describe ancient artefacts using gestures. The 

authors were specifically interested in how people would interact with, understand, and 

describe objects presented in five different media conditions: 

• tactile experience with authentic artefacts; 

• visual experience with authentic artefacts; 

• 2D pictures; 

• 3D digital reconstructions; 

• 3D prints.  

Participants – both professional archaeologists and students – were videoed describing 

ancient artefacts. The analysis of gestures in the current study clearly shows that, in absence 

of a tactile experience, people reproduce stereotypical iconic gestures as if they were actually 

touching the object. Iconic gestures often convey spatial information; they help people mimic 

object manufacturing and function. Gestures can also be used to describe details of a form 

and help people estimate the size of an object. When people described objects they also 

produced 'beat' gestures. Beat gestures are brief, rhythmic hand movements that facilitate 

lexical access (see Krauss 1998) without conveying any particular semantic information. For 

instance, when describing an artefact a participant might try to recall information read in a 

book and, while struggling to recall it, produce a quick gesture (e.g., shaking one hand) to 

help her remember. Participants who interacted with digital 3D objects produced a 

significantly higher number of beat gestures. Following Krauss (1998), it is possible that the 

high number of beat gestures reflects a lack of certainty about artefact details (i.e. participants 

were less certain about what they were talking about). Another possible explanation of the 

high production of beat gestures in the 3D condition could be that beat gestures helped 

participants compensate for the lack of a tactile experience. The high number of gestures 

could indicate that participants recognized a difference, a frame, between the physical and the 

virtual world and tried to fill this gap using gestures. The use of gestures may have helped 

them have a more embodied experience with the artefact. Similar results were observed in 

follow-up study aimed at evaluating human-object interaction in a 3D immersive 

environment (Di Giuseppantonio Di Franco et al. 2015: experiment no. 3). We compared the 

interaction of the general public with the real-life object showcased on a screen and its digital 



and physical 3D reproduction (3D copy; 3D print). We video recorded them during their 

experience with the different media and then analysed their bodily interaction (gestures) with 

the objects. The results of our experiments suggest that in absence of a tactile experience with 

the original artefacts, the sample of people participating in our experiments favoured a tactile 

or semi-tactile experience with replicas to the visual experience with original ancient objects. 

They liked to engage with new technologies to understand ancient artefacts, suggesting how 

the integrated use of traditional displays, 3D immersive systems, and 3D prints as an effective 

way to increase perception, understanding, and engagement with artefacts (Di 

Giuseppantonio Di Franco et al 2015).  

4. 3D web-based visualization and cyber-infrastructure in archaeology and cultural 

heritage 

So far we have described some case studies exemplifying a range of off-line visualization 

systems available today. We will now consider recent efforts aimed at developing 

cyberinfrastructures for the on-line visualization of 3D archaeological data.  

A workshop held at the National Sciences Foundation in February 2013 focused on the 

process of synthesis in archaeology, highlighting the need for investment in computational 

infrastructures that would assist in overcoming some of the archaeological 'grand challenges' 

that prevent synthetic research in archaeology. By which we mean problems of preservation, 

discovery and access, difficulties with data integration, the sheer variety and complexity of 

archaeological data and evidence, and the disciplinary norms and pragmatics of data sharing 

and collaboration (Kintigh et al. 2015: 4). This need to reconsider the nature of 

archaeological research was envisioned a few years ago by Ezra Zubrow, who stressed how I-

archaeology would be relevant for an i-world, he argues that I-archaeology 'will change the 

way people conceive of the past for they will be connected to all of it all of the time if they so 

wish' (Zubrow 2010: 4). 

Starting from the previous assumptions, it is critical to develop cyberinfrastructures that 

allow us to overcome the impediments to synthesis in archaeology described by Kintigh et al. 

(2015: 4). These cyberinfrastructures should allow access to a wide variety of data (i.e. 3D 

reproductions, 3D panoramic videos, RTI images, etc.) that reproduce the site or artefact as 

realistically and interactively as possible. 



Such a 3D web-based visualization system (3D viewer) should not only address the 

visualization component but also be able to integrate a variety of datasets coming from 

fieldwork campaigns and include hyperlinks (i.e. links to pictures, 3D models, text, etc.). 

These should provide a range of audiences with varied information on the layers detected, 

excavation area, and methodologies used during fieldwork, and, in addition, links between 

the layers and artefacts or other material remains found on site etc. Mark Aldenderfer argues 

that 3D viewers should allow for simultaneous visualization of 3D contents and all inferences 

enhanced by 3D replicas and simulations:  

What I have in mind as a set of tools for visualization in service of archaeological 

simulation doesn’t really exist yet in our field. We must develop tools and approaches 

that allow us to simultaneously ‘see’ (i.e., to create images that may represent a wide 

variety of information content across a variety of media types) and to ‘know’ (i.e., to 

be able to connect these disparate images to other kinds of data) such that inference is 

enhanced and enabled (Aldenderfer 2010: 55). 

In other words, this kind of interactive application should give scholars and the general public 

the opportunity to access and visualize various datasets, favouring and enabling multiple 

interpretations of the same archaeological context and facilitating greater synthesis in 

archaeology as a result of better interconnectivity between researchers and practitioners in the 

fields of heritage and archaeology as well as other stakeholders interested in these fields of 

study.  

The visualization of 3D contents was one of the main goals of the European-funded project 

CARARE (http://www.carare.eu/). CARARE gave users the capability to visualize 3D 

models in real-time, but the information on these models can only be seen separately from the 

3D models. In other words it is not possible to visualize 3D models and site information 

simultaneously. 

The development of a complex real-time system for the data management, analysis, and 

visualization of archaeological sites, using 3D realistic and metric reproduction of the 

archaeological units instead of schematic graphic representation, is a controversial and 

frequently discussed topic among digital archaeologists today. This is because the creation of 

a 3D web-based platform for the analysis and interpretation of archaeological data requires 

overcoming substantial technical and methodological challenges, including: 



• the management of complex 3D models represents a key point for the creation of a 

usable and accessible visualization platform; 

• the 3D real-time visualization system needs to be integrated with solid on-line 

information brokers and aggregators for different resources, since working in the 

context of 3D visualization for digital archiving requires sustainability and long-term 

preservation and dissemination of the data; 

• the development of a 3D web-based collaborative research platform needs to build on 

the availability of complex cyber-infrastructures, which integrate a realistic 3D 

visualization of archaeological sites and related databases archived on-line; 

• the collaborative platform should consider and solve the needs of scholars, 

researchers and practitioners from different fields working on the analysis and 

interpretation of all data collected on site.  

As described above, complex visualization systems already exist, but they are mainly off-line 

platforms designed to present monuments and archaeological sites to the general public. The 

challenge now is to combine this interaction, alongside analysis and interpretation of these 

virtual environments, with related datasets on the wider web. The creation of standardized 

and complex databases for the preservation and sharing of the archaeological record is 

becoming more widespread in archaeology. Two of the most important and successful 

examples of data services supporting research and education in archaeology are the 

Archaeology Data Service (ADS: http://archaeologydataservice. ac.uk/) and tDAR (the 

Digital Archaeological Record: http://www.tdar.org/). The ADS was established in 

September 1996 at the University of York, while tDAR was developed at Arizona State 

University in 2008 as part of the Digital Antiquity initiative. There are also examples of 

European-funded projects that are trying to bring together and integrate existing 

archaeological research data infrastructures, such as the ARIADNE project (Niccolucci and 

Richards 2013; http://www.ariadne-infrastructure.eu/).  

This on-going commitment of the European Research Council to support cyber-

infrastructures that enhance and promote access and preservation of European Cultural 

Heritage requires further research and improvements in the integration of the 3D component 

on the web. Although there have been some attempts to create prototype management 

systems for the visualization of 3D representations of the archaeological record (Losier et al. 

2007; Doneus et al. 2011; Stal et al. 2014; Trautner 2015), none of them is integrated within 



stable digital archives that allow for the long-term preservation and dissemination of those 

data. 

As part of European efforts to design and develop complex cyber infrastructure, the 

European-funded project ADS 3D Viewer: a 3D Real-Time System for the Management and 

Analysis of Archaeological Data (http://cordis.europa.eu/project/rcn/187 952_en.html) 

developed a 3D web-based resource for the management and analysis of archaeological data 

within the Archaeology Data Service. The ADS 3D viewer was created to take advantage of 

recent developments in web technology (Web Graphics Library: WebGL) by current web 

browsers. This project originates from an on-going collaboration between the ADS and the 

Visual Computing Lab (ISTI-CNR, Pisa; http://vcg.isti.cnr.it/) in the framework of the 

ARIADNE European project (Niccolucci and Richards 2013; http://www.ariadne-

infrastructure.eu/). Combining the potential of the 3D Heritage Online Presenter (3DHOP; 

Potenziani et al. 2015), a software package for the web-based visualization of 3D geometries, 

with the infrastructure of the ADS repository, the ADS 3D Viewer project created a platform 

for the visualization and analysis of 3D data archived by the ADS (Galeazzi et al. in review). 

The methodology used in developing the 3D viewer was shaped by three main objectives: 

1. 3D model optimization. To provide a visualization that can be used to access supporting 

data in the 3D view, it is first necessary to optimize the 3D models. The optimization 

and management of complex 3D models acquired through laser scanning and image-

based modelling is, in fact, the first challenge to overcome for the creation of usable 

and accessible visualization programs. This task required collaboration between an 

archaeologist with extensive expertise in 3D documentation and data processing and 

the ADS archivist. The constant feedback of the ADS archivist was essential for 

understanding whether the format developed for, and supported by, the ADS 3D 

Viewer (NEXUS 2015) was appropriate for the long-term preservation of the 3D 

information. This stage was also useful in understanding how to re-use and optimize 

the data acquired for other purposes in previous projects (Galeazzi 2015). 

2. 3D viewer development. The 3D models were imported into an off-line beta version of 

the 3D viewer to begin development of the different elements and tools of analysis of 

the infrastructure. In this second stage of the process the archaeologist/3D modeller 

received essential support from the 3DHOP developers and the ADS application 

developer for the creation of the infrastructure. 



3. Standardization of structures and formats: the ADS 3D Viewer on the web. This part of 

the project involved integrating the off-line beta version of the viewer into the ADS on-

line repository. A set of pilot tests was conducted on the off-line version of the viewer 

before its integration in the ADS infrastructure, in order to optimize it and facilitate its 

integration in the existing on-line aggregator’s cyber-infrastructure. In this part of the 

project the archaeologist/3D modeller received support from various members of the 

ADS staff to archive a complex variety of data coming from the pilot case study used 

for the implementation of the viewer, including the digital archivists, the 

communications and access manager and the collections development manager. 

 

The two versions of the viewer developed in this project, the Object Level 3D Viewer 

(implemented to extend the browsing capability of ADS project archives by enabling the 

visualization of single 3D models) and the Stratigraphy 3D Viewer (implemented so as to 

allow the exploration of a specific kind of aggregated data: the multiple layers of an 

archaeological stratigraphic sequence), are designed to answer the different needs of users. 

These platforms allow those unable to participate directly in the fieldwork to access, analyse 

and re-interpret the archaeological context remotely, and are likely to help favourably 

transform the discipline, by nurturing inter-disciplinarity, and cross-border and ‘at-distance’ 

collaborative workflows. We are confident that the ADS 3D Viewer is a tool that could play a 

significant role in the integration of both traditional and innovative digital acquisition 

methods in day-to-day fieldwork practice.  

 

3D Viewer embedded in the paper 

 

5. Discussion and conclusions 

This paper has described 3D visualisation platforms designed and implemented within the 

archaeology and heritage fields. The case studies described above show the capabilities 

inherent to these immersive visualization systems when applied to cultural heritage. The 

virtual space can be populated by avatars (the users’ virtual alter ego), characters with pre-

recorded behaviours that simulate people from the past, and inanimate as well as animated 

objects (with pre-recorded information accessible through interactive hyperlinks). 

Interactions with the virtual world occur in different ways: real-life users can interact with 

objects and avatars in the virtual world using simply a mouse or a remote controller, or even 



their body (mid-air, gesture-based interaction). The virtual realm gives users the possibility to 

compare multiple interpretations and different simulations of reality in the reproduced space. 

This process increases the number of interactions the user can have with virtual objects and 

virtual characters.  

Considering the complexity of these platforms, it is clear how cross-disciplinary efforts are 

essential to their efficient design and development. In fact, the combination of hybrid 

profiles, such as archaeologist/3D modeller, digital archivist/archaeologist, computer 

scientist/archaeologist, and manager/archaeologist, was crucial for the success of all the 

projects presented above. These hybrid profiles enhanced communication between the 

different partners and specialists, contributing to a reduction in the time needed for the 

completion of the different tasks of the projects. This allowed time for further discussions and 

developments between the projects' participants. Cross-disciplinary efforts might be achieved 

in a number of ways:  

1) Individual researchers could be trained in the interdisciplinary perspective. Scientists 

possessing a strong background in heritage and/or archaeology, computer science and 3D 

modelling can formulate more appropriate theories to address issues related to digital 

preservation and communication of the archaeological record. This solution might have 

some limitations, since scientific practice requires a high degree of specificity and focus, 

and researchers might require high-level training in multiple alternative disciplines.  

2) A second way is through interdisciplinary co-operation, which sees a team of 

investigators from different disciplines working together on a common project. This 

solution seems the most practised today, producing findings which are unlikely to have been 

obtained by departments and programs operating autonomously. This solution requires 

integration across discipline-specific methodologies. It has, however, some limitations, 

related to the very nature of inter- and multi-disciplinary collaborations. For instance, for 

scholars with a narrow, discipline-specific background, it might be difficult to generate 

research questions that cross the boundaries of their discipline.  

3) One possible solution to overcome the limitations of the previous two approaches would 

be to combine a strong discipline-specific training with basic knowledge on the theories and 

methodologies of other disciplines (e.g. computer science) and then initiate interdisciplinary 

collaborations. This approach can overcome the limitations of a discipline-specific focus as 

well as increasing critical awareness in favour of a genuine interdisciplinary approach. 

Moreover, it speeds up research design and data analysis, since all stakeholders involved in 



the study can easily problematize findings and interact to assess the original research 

design. The latter approach could generate results that can be applied to different 

disciplines, giving the opportunity to develop new research questions and theories. 

From reducing visitor impact at fragile sites to creating a scientific record of conditions at a 

moment in time, as well as educating both young people and adults, there seems little 

question that Virtual Heritage and visualization platforms have great value. Behind these 

systems, however, come vast meshes, model files, animations, and multimedia presentations. 

The challenge quickly becomes how to store, manage, and share such large repositories and 

platforms and make them useful beyond their initial needs. The Flaminia project is a clear 

example of how 3D contents and data can be transformed, optimized and re-used to allow the 

preservation of the information in the long term. This project was developed by a 

consolidated multi-disciplinary laboratory, the Virtual Heritage Lab (ITABC – CNR), which 

embraced the re-use of the data and the migration of the original application from the 

previous platform (Virtools) to the new one (Unity 3D). However, the migration of data and 

the development of platforms that exploit the most innovative technologies and software can 

be difficult to accomplish, due to the lack of resources or a loss of interest in the continuation 

of the project by its stakeholders. To give an example from the Italian context, in a recent 

study aimed at presenting a recently funded transnational network of virtual museums (V-

Must project; www.vmust.net), Sofia Pescarin (2013) showed that in the years 1998 to 2008 

there was a substantial increase in the number of Virtual Museums in Italy, which was not 

accompanied by strategies for maintaining, accessing and re-using these museums datasets. 

Thus, in a sample of 40 virtual museums, only 50% are still accessible. The main reasons 

behind the lack of specific strategies for maintaining the visualization platforms relate to the 

dichotomy between platform designers and developers and platform maintainers. The latter 

are usually people with insufficient technical expertise, which, when combined with the lack 

of economic resources, makes it difficult to set a long-term plan for these 3D systems. For 

this reason, even though the ADS 3D viewer is at an initial stage and its longevity cannot be 

assessed, we believe that this project potentially represents a good example of long-term 

infrastructure for the following reasons: 

1) The code used for the development of the platform is open and reusable for future 

implementations;  

2) The integration of the viewer within the ADS repository increases the possibilities of its 

durability; 



3) The designers and developers of the infrastructure will be also responsible for its 

maintenance.  

As we envisage ongoing research in to the use of 3D visualization systems in archaeology 

and heritage studies, we wish to stress the importance of evaluating these systems. This paper 

has described several methods of evaluation as well as proposing novel methods of 

assessment that take into account cognitive aspects of human–object interaction in the virtual 

world. While most of the evaluations done to date have focused on summative assessments of 

the platforms, we believe that an efficient protocol for the design and development of 3D 

visualization systems should incorporate formative, mid-term and summative evaluations. 

These should accommodate cognitive aspects of human–object interaction (e.g. perception, 

sense of presence, embodiment, etc.), usability, and how these platforms can contribute to 

learning processes as well as collaborative research.   

 

 

Table 3. See file: table 3 
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