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Abstract

In this work, we are concerned with existence and uniqueness of invariant measures
for path-dependent random diffusions and their time discretizations. The random
diffusion here means a diffusion process living in a random environment characterized
by a continuous time Markov chain. Under certain ergodic conditions, we show that
the path-dependent random diffusion enjoys a unique invariant probability measure
and converges exponentially to its equilibrium under the Wasserstein distance. Also,
we demonstrate that the time discretization of the path-dependent random diffusion
involved admits a unique invariant probability measure and shares the corresponding
ergodic property when the stepsize is sufficiently small. During this procedure, the
difficulty arose from the time-discretization of continuous time Markov chain has to be
deal with, for which an estimate on its exponential functional is presented.

AMS subject Classification: 37A25 · 60H10 · 60H30 · 60F10 · 60K37.
Keywords: Invariant measure; Path-dependent random diffusion; Ergodicity; Wasserstein
distance; Euler-Maruyama scheme

1 Introduction and Main Results

A random diffusion is a Markov process consisting of two components (X(t),Λ(t)), where
the first component X(t) means the underlying continuous dynamics and the second one

∗Supported in part by NNSFs of China (Nos. 11301030, 11431014, 11401592) and 985-project.
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Λ(t) stands for a jump process. Such diffusions have a wide range of emerging and existing
applications in, for instance, climate science, material science, molecular biology, ecosys-
tems, econometric modeling, and control and optimization of largescale systems; see, e.g.,
[6, 14, 17, 18, 20, 29, 36] and references therein. Viewing random diffusions as a number
of diffusions with random switching, they may be seemingly not much different from their
diffusion counterpart. Nevertheless, the coexistence of continuous dynamics and jump pro-
cesses results in challenge in dealing with random diffusions (X(t),Λ(t)) under consideration,
even though, in each random temporal environment, X(t) is simple enough for intuitive un-
derstanding. [16] revealed that X(t) is exponentially stable in p-th moment in a random
temporal environment and algebraically stable in p-th moment in the other scenarios, whereas
X(t) is ultimately exponentially stable; [23, 24] constructed several very interesting exam-
ples to show that (X(t),Λ(t)) is recurrent (resp. transient) even if X(t) is transient (resp.
recurrent) in each random temporal environment; Unlike Ornstein-Uhlenbeck (OU) process
admitting light tail, the random OU process enjoys heavy tail property shown in [4, 10].

Recently, ergodicity of random diffusions with state dependent or state independent jump
rates has been investigated extensively; see, for example, [4, 5, 9, 26, 27, 28] for the setting of
state independent jump rates, [5, 9, 27] for the setup of bounded state dependent jump rates,
[18, 30] for the framework of unbounded and state dependent jump rates. So far, there are
several approaches to explore ergodicity for random diffusions; see, for instance, [4, 5, 27] via
probabilistic coupling argument, [9, 18, 30] by weak Harris’ theorem, [26, 27] based on the
theory of M-matrix and Perron-Frobenius theorem. For the ergodicity of random diffusions
with infinite regimes, we refer to [26, 27, 32].

More often than not, to understand very well the behavior of numerous real-world sys-
tems, one of the better ways is to take the influence of past events on the current and future
states of the systems involved into consideration. Such point of view is especially appro-
priate in the study on population biology, neural networks, viscoelastic materials subjected
to heat or mechanical stress, and financial products, to name a few, since predictions on
their evolution rely heavily on the knowledge of their past; see, for instance, [2, 8, 19, 21]
and references therein for more details. There is vast literature on path-dependent ordinary
differential equation, among which the monograph [13] provides an introduction to this sub-
ject. Also, there is a sizeable literature on path-dependent stochastic differential equations
(SDEs); see, e.g., [12, 15, 22, 25] and references therein. Concerning existence and unique-
ness of invariant probability measures for path-dependent SDEs, we refer to [25], where the
drift term is semi-linear, [11] with the drift part being superlinear growth and satisfying a
dissipativity condition, and [7] under the extended Veretennikov-Khasminski condition.

Under certain Lyapunov condition which is not related to stationary distribution of
Markov chain involved, [33, 34] investigated existence and uniqueness of invariant proba-
bility measures for a class of random diffusions by exploiting the M-matrix trick, and [35]
further discussed the same issue for a range of path-dependent random diffusions. Recently,
under ergodic conditions, [3] probed deeply into existence and uniqueness of invariant prob-
ability measures for a kind of random diffusions by developing new analytical frameworks.

As described above, there is a natural motivation for considering stochastic dynamical
systems, where all three features (i.e. random switching, path dependence and noise) are
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present. In this work, we are interested in ergodic properties for path-dependent random
diffusions. More precisely, as a continuation of [3], in the current work we are concerned
with existence and uniqueness of invariant probability measures not only for path-dependent
random diffusions but also for their time discretizations. In comparison with [3, 33, 34], the
difficulties to deal with existence and uniqueness of (numerical) invariant probability mea-
sures for path-dependent random diffusions lie in: (i) the state space of functional solutions
(Xt)t≥0 is an infinite-dimensional space; (ii) Both components of (Xt,Λ(t)) are discretized,
where, in particular, time discretization of continuous time Markov chain causes additional
difficulties in analyzing the long-term behavior of numerical scheme; (iii) Our investigation
is based on certain ergodic conditions. So, it turns out to be much more challenging to cope
with long term (numerical) behavior of path-dependent random diffusions. In the present
work, it is worthy to pointing out that (Xt,Λ(t)) possesses a unique invariant probability
measure although the functional solution Xt doesn’t admit an invariant probability mea-
sure in some fixed environment, which is quite different from the existing results; see, e.g.
[7, 11, 25]. For more and precise interpretations on (Xt)t≥0 and (Λ(t))t≥0, please refer to
subsections 1.1-1.4.

Prior to presentation of the setting for this work, we consider and introduce some notation
and terminology needed in the rest of the paper. Let (Rn, 〈·, ·〉, | · |) be the n-dimensional
Euclidean space. For fixed τ > 0, let C = C([−τ, 0];Rn) denote the family of all continuous
functions f : [−τ, 0] → R

n, endowed with the uniform norm ‖f‖∞ := sup−τ≤θ≤0 |f(θ)|. Let
S = {1, 2 · · · , N} for some integer N ∈ [2,∞). Let (Λ(t)) stand for a continuous–time
Markov chain with the state space S, and the transition rules specified by

(1.1) P(Λ(t+△) = j|Λ(t) = i) =

{
qij△+ o(△), i 6= j

1 + qii△+ o(△), i = j

provided △ ↓ 0, where o(△) means that lim△→0
o(△)
△ = 0, and Q = (qij) be the Q-matrix

associated with the Markov chain (Λ(t)). Let (W (t)) be anm-dimensional Brownian motion.
We assume that (Λ(t)) is irreducible, together with the finiteness of S, which yields the
positive recurrence. Let π = (π1, · · · , πN) denote its stationary distribution, which can be
solved by πQ = 0 subject to

∑
i∈S πi = 1 with πi ≥ 0. Assume that (Λ(t)) is independent of

(W (t)). Let ‖ · ‖HS means the Hilbert-Schmidt norm. Let E = C ×S. For any x = (ξ, i) ∈ E

and y = (η, j) ∈ E, define the distance ρ between x and y by

ρ(x,y) = ‖ξ − η‖∞ + 1{i 6=j},

where, for a set A, 1A(x) = 1 with x ∈ A; otherwise, 1A(x) = 0. Let P = P(E) be the space
of all probability measures on E. Set

P0 = {ν ∈ P;

∫

E

‖ξ‖∞ν(dξ) < ∞}.

Define the Wasserstein distance Wρ between two probability measures µ, ν ∈ P0 as follows:

Wρ(µ, ν) = inf
π∈C(µ,ν)

{∫

E×E

ρ(x,y)π(dx, dy)
}
< ∞,
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where C(µ, ν) denotes the collection of all probability measures on E× E with marginals µ
and ν, respectively. In this work, c > 0 will stand for a generic constant which might change
from occurrence to occurrence.

Next, we present the framework of this work and state our main results.

1.1 Invariant Measures: Additive Noises

In this subsection, we focus on a path-dependent random diffusion with additive noise

(1.2) dX(t) = b(Xt,Λ(t))dt+ σ(Λ(t))dW (t), t > 0, X0 = ξ ∈ C , Λ(0) = i0 ∈ S,

where b : C ×S → R
n, σ : S → R

n ⊗R
m, and, for fixed t ≥ 0, Xt(θ) = X(t+ θ), θ ∈ [−τ, 0],

used the standard notation.
We assume that, for each i ∈ S and arbitrary ξ, η ∈ C ,

(A) There exist αi ∈ R and βi ∈ R+ such that

2〈ξ(0)− η(0), b(ξ, i)− b(η, i)〉 ≤ αi|ξ(0)− η(0)|2 + βi‖ξ − η‖2∞.

Under (A), in terms of [31, Theorem 2.3], (1.2) admits a unique strong solution (X(t; ξ, i0))
with the initial datum X0 = ξ ∈ C and Λ(0) = i0 ∈ S. The segment process (i.e., functional
solution) associated with the solution process (X(t; ξ, i0)) is denoted by (Xt(ξ, i0)). The pair
(Xt(ξ, i0),Λ(t)) is a homogeneous Markov process; see, for instance, [22, Theorem 1.1] & [25,
Proposition 3.4].

For (αi) and (βi) introduced in (A), set

(1.3) α̂ := min
i∈S

αi, α̌ := max
i∈S

|αi| and β̌ := max
i∈S

βi.

Moreover, set

Q1 := Q + diag
(
α1 + e−α̂τβ1, · · · , αN + e−α̂τβN

)
,

where Q is the Q-matrix of the Markov chain (Λ(t)), τ > 0 is the length of time lag, and
diag(x1, . . . , xN) denotes the diagonal matrix generated by the vector (x1, . . . , xN). Let

(1.4) η1 = − max
γ∈spec(Q1)

Re(γ),

where spec(Q1) and Re(γ) denote respectively the spectrum (i.e., the multiset of its eigen-
values) of Q1 and the real part of γ. Let (Λi(t),Λj(t)) be the independent coupling of the Q-
process (Λ(t)) with starting point (Λi(0),Λj(0)) = (i, j). Let T = inf{t ≥ 0 : Λi(t) = Λj(t)}
be the coupling time of (Λi(t),Λj(t)). Since the cardinality of S is finite and (qij) is irre-
ducible, there exists a constant θ > 0 such that

(1.5) P(T > t) ≤ e−θt, t > 0.

Let Pt((ξ, i), ·) be the transition kernel of (Xt(ξ, i),Λ
i(t)). For ν ∈ P, νPt denotes the law

of (Xt(ξ, i),Λ
i(t)) when (X0(ξ, i),Λ

i(0)) is distributed according to ν ∈ P.
Our first main result in this paper is stated as follows.
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Theorem 1.1. Suppose (A) holds and η1 > 0. Then, it holds that

(1.6) Wρ(ν1Pt, ν2Pt) ≤ c
(
1 +

∑

i∈S

∫

C

‖ξ‖∞ν1(dξ, i) +
∑

i∈S

∫

C

‖η‖∞ν2(dη, i)
)
e
− θη1

2(θ+η1)
t

for any ν1, ν2 ∈ P0, where η1 is defined in (1.4) and θ > 0 is specified in (1.5). Furthermore,
(1.6) implies that (Xt(ξ, i),Λ

i(t)), determined by (1.2) and (1.1), admits a unique invariant
probability measure µ ∈ P0 such that

(1.7) Wρ(δ(ξ,i)Pt, µPt) ≤ c
(
1 + ‖ξ‖∞ +

∑

i∈S

∫

C

‖η‖∞µ(dη, i)
)
e
− θη1

2(θ+η1)
t
,

where δ(ξ,i) stands for the Dirac’s measure at the point (ξ, i).

Remark 1.1. If the assumption η1 > 0 is replaced by

∑

i∈S
(αi + e−α̂ τβi)πi < 0

and
min

i∈S,αi+e−α̂ τβi>0

(
− qii

αi + e−α̂ τβi

)
> 1,

according to [4, Propositions 4.1 & 4.2], Theorem 1.1 still holds true.

Remark 1.2. From Theorem 1.1 and Remark 1.1, (Xt,Λ(t)) might have a unique invariant
probability measure even though the functional solution Xt does not admit an invariant
probability measure in a random temporal environment just as Example 1.3 below shows.

1.2 Invariant Measures: Multiplicative Noises

In this subsection, we move on to consider existence and uniqueness of invariant probability
measures under a little bit strong assumptions but for path-dependent random diffusions
with multiplicative noises in the form

(1.8) dX(t) = b(Xt,Λ(t))dt+ σ(Xt,Λ(t))dW (t), t > 0, X0 = ξ, Λ(0) = i0 ∈ S,

where b : C × S → R
n and σ : C × S → R

n ⊗ R
m.

Let v(·) be a probability measure on [−τ, 0] and suppose that, for any ξ, η ∈ C and each
i ∈ S,

(H1) There exist αi ∈ R and βi ∈ R+ such that

2〈ξ(0)− η(0), b(ξ, i)− b(η, i)〉+ ‖σ(ξ, i)− σ(η, i)‖2HS

≤ αi|ξ(0)− η(0)|2 + βi

∫ 0

−τ

|ξ(θ)− η(θ)|2v(dθ).
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(H2) There exists an L > 0 such that

‖σ(ξ, i)− σ(η, i)‖2HS ≤ L
(
|ξ(0)− η(0)|2 +

∫ 0

−τ

|ξ(θ)− η(θ)|2v(dθ)
)
.

For (αi) and (βi) stipulated in (H1), we set

Q2 := Q + diag
(
α1 + β1

∫ 0

−τ

eα̂θv(dθ), · · · , αN + βN

∫ 0

−τ

eα̂θv(dθ)
)
,

where α̂ is defined as in (1.3). Furthermore, we define

(1.9) η2 = − max
γ∈spec(Q2)

Re(γ).

Under appropriate assumptions, the semigroup generated by the pair (Xt(ξ, i),Λ
i(t))

converges exponentially to the equilibrium under the Wasserstein distance as one of the
main results below reads.

Theorem 1.2. Let (H1)-(H2) hold and assume further η2 > 0. Then,

(1.10) Wρ(ν1Pt, ν2Pt) ≤ c
(
1 +

∑

i∈S

∫

C

‖ξ‖∞ν1(dξ, i) +
∑

i∈S

∫

C

‖η‖∞ν2(dη, i)
)
e
− θη2

2(θ+η2)
t

for any ν1, ν2 ∈ P0, where θ > 0 such that (1.5) holds and η2 > 0 is defined in (1.9).
Furthermore, (1.10) implies that (Xt(ξ, i),Λ

i(t)) solving (1.8) and (1.1) and admits a unique
invariant probability measure µ ∈ P0 such that

(1.11) Wρ(δ(ξ,i)Pt, µPt) ≤ c
(
1 + ‖ξ‖∞ +

∑

i∈S

∫

C

‖η‖∞µ(dη, i)
)
e
− θη2

2(θ+η2)
t
.

Next, we provide an example to demonstrate Theorem 1.2.

Example 1.3. Let (Λ(t))t≥0 be a Markov chain taking values in S = {1, 2} with the generator

(1.12) Q =

(
−1 1
γ −γ

)

for some constant γ > 0. Consider a scalar path-dependent OU process

(1.13) dX(t) = {aΛ(t)X(t)+bΛ(t)X(t−1)}dt+σΛtdW (t), t > 0, (X0,Λ(0)) = (ξ, 1) ∈ C ×S,

where a1, b1, b2 > 0, a2 < 0. Set α := 2a1 + (1 + e−a2)b1, β := 2a2 + (1 + e−a2)b2. For
α, γ > 0, β ∈ R above, if

(1.14)

{
α + β < 1 + γ

β − β
α
> γ.

then (Xt(ξ, i),Λ
i(t)), determined by (1.13) and (1.12), has a unique invariant probability

measure, and converges exponentially to the equilibrium.
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1.3 Numerical Invariant Measures: Additive Noises

In this subsection, we proceed to discuss existence and uniqueness of invariant probabil-
ity measures for the time discretization of (Xt(ξ, i0),Λ

i(t)), determined by (1.2) and (1.1),
respectively, and investigate the exponential ergodicity under the Wasserstein distance.

Without loss of generality, we assume the step size δ = τ
M

∈ (0, 1) for some integer
M > τ . Consider the following EM scheme associated with (1.2)

(1.15) dY (t) = b(Ytδ ,Λ(tδ))dt+ σ(Λ(tδ))dW (t), t > 0

with the initial condition Y (θ) = ξ(θ) for θ ∈ [−τ, 0] and Λ(0) = i0 ∈ S, where, tδ := ⌊t/δ⌋δ
with ⌊t/δ⌋ being the integer part of t/δ, and Ykδ = {Ykδ(θ) : −τ ≤ θ ≤ 0} is a C -valued
random variable defined as follows: for any θ ∈ [iδ, (i+ 1)δ], i = −M,−(M − 1), · · · ,−1,

(1.16) Ykδ(θ) = Y ((k + i)δ) +
θ − iδ

δ
{Y ((k + i+ 1)δ)− Y ((k + i)δ)},

i.e., Ykδ(·) is the linear interpolation of Y ((k − M)δ), Y ((k − (M − 1))δ), · · · , Y ((k −
1)δ), Y (kδ). Keep in mind that the C -valued random variables Xt and Ytδ in (1.8) and
(1.15), respectively, are defined in a quite different way. In order to emphasize the initial
condition Y (θ) = ξ(θ) for θ ∈ [−τ, 0] and Λ(0) = i ∈ S, in some of the occasion, we shall
write Y (t; ξ, i) and Ytδ(ξ, i) in lieu of Y (t) and Ytδ , respectively. For latter purpose, we ex-
tend the initial value Y (θ) = ξ(θ), θ ∈ [−τ, 0], of (1.15) into the interval [−τ − 1,−τ) by
setting Y (θ) = ξ(−τ) for any θ ∈ [−τ − 1,−τ). Moreover, the pair (Ytδ(ξ, i),Λ(tδ)) enjoys

the Markov property as Lemma 5.1 below shows. Let P
(δ)
kδ ((ξ, i), ·) stand for the transition

kernel of (Ykδ(ξ, i),Λ
i(kδ)).

To investigate the long-term behavior of Ykδ defined by (1.16), besides (A), we further
assume that there exists an L0 > 0 such that

(1.17) |b(ξ, i)− b(η, i)| ≤ L0‖ξ − η‖∞, ξ, η ∈ C , i ∈ S.

The theorem below shows that the discrete-time semigroup generated by the discretiza-
tion of (Xt(ξ, i),Λ

i(t)) admits a unique invariant probability measure and is exponentially
convergent to its equilibrium under the Wasserstein distance.

Theorem 1.4. Let the assumptions of Theorem 1.1 be satisfied and suppose further (1.17)
holds. Then, there exist δ0 ∈ (0, 1) and α > 0 such that for any k ≥ 0 and δ ∈ (0, δ0),

(1.18) Wρ(ν1P
(δ)
kδ , ν2P

(δ)
kδ ) ≤ c

(
1 +

∑

i∈S

∫

C

‖ξ‖∞ν1(dξ, i) +
∑

i∈S

∫

C

‖η‖∞ν2(dη, i)
)
e−αkδ,

in which ν1, ν2 ∈ P0. Furthermore, (1.18) implies that (Ykδ(ξ, i),Λ
i(kδ)), ascertained by

(1.15) and (1.1), admits a unique invariant probability measure µ(δ) ∈ P0 such that

Wρ(δ(ξ,i)P
(δ)
kδ , µ

(δ)P
(δ)
kδ ) ≤ c

(
1 + ‖ξ‖∞ +

∑

i∈S

∫

C

‖η‖∞µ(δ)(dη, i)
)
e−αkδ.
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Remark 1.3. By following the argument of [3, Theorem 3.2], it follows that

lim
δ→0

Wρ(µ
(δ), µ) = 0,

where µ ∈ P0 is the invariant probability measure of (Xt(ξ, i),Λ
i(t)), determined by (1.2)

and (1.1), and µ(δ) ∈ P0 is the invariant probability measure of (Ykδ(ξ, i),Λ
i(kδ)) solving

(1.15) and (1.1).

1.4 Numerical Invariant Measures: Multiplicative Noises

In this subsection, we move forward to discuss the multiplicative noise case. For this setting,
we further assume that there exists an L1 > 0 such that

(1.19) |b(ξ, i)− b(η, i)|2 ≤ L1

(
|ξ(0)− η(0)|2 +

∫ 0

−τ

|ξ(θ)− η(θ)|2v(dθ)
)

for any ξ, η ∈ C and i ∈ S. Consider the EM scheme corresponding to (1.8)

(1.20) dY (t) = b(Ytδ ,Λ(tδ))dt + σ(Ytδ ,Λ(tδ))dW (t), t > 0,

with the initial condition Y (θ) = ξ(θ) for θ ∈ [−τ, 0] and Λ(0) = i0 ∈ S, where Ytδ is defined
exactly as in (1.16). Set

Q3 := Q+ diag
(
α1 + 4e−α̂τβ1, . . . , αN + 4e−α̂τβN

)
,

and

(1.21) η3 := − max
γ∈spec(Q3)

Re(γ).

Concerning the multiplicative noise case, the time discretization of (Xt(ξ, i),Λ
i(t)), de-

termined by (1.8) and (1.1), also shares the exponentially ergodic property when the stepsize
is sufficiently small, which is presented below as another main result of this paper.

Theorem 1.5. Let (H1), (H2), and (1.19) hold and assume further η3 > 0. Then, there
exist δ0 ∈ (0, 1) and α > 0 such that, for any k ≥ 0 and δ ∈ (0, δ0),

(1.22) Wρ(ν1Pkδ, ν2Pkδ) ≤ c
(
1 +

∑

i∈S

∫

C

‖ξ‖∞ν1(dξ, i) +
∑

i∈S

∫

C

‖η‖∞ν2(dη, i)
)
e−αkδ,

where ν1, ν2 ∈ P0. Furthermore, (1.22) implies that (Ykδ(ξ, i),Λ
i(kδ)), determined by (1.20)

and (1.1), admits a unique invariant probability measure µ(δ) ∈ P0 such that

Wρ(δ(ξ,i)Pkδ, µ
(δ)Pkδ) ≤ c

(
1 + ‖ξ‖∞ +

∑

i∈S

∫

C

‖η‖∞µ(δ)(dη, i)
)
e−αkδ.

The remainder of this paper is organized as follows. Section 2 is devoted to the proof
of Theorem 1.1; Section 3 is concerned with the proofs of Theorem 1.2 and Example 1.3;
In Section 4, we aim to investigate the estimate on exponential functional of the discrete
observation for the Markov chain involved and meanwhile finish the proof of Theorem 1.4;
At length, we focus on the Markov property of time discretization of (Xt(ξ, i),Λ

i(t)) and
complete the proof of Theorem 1.5.
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2 Proof of Theorem 1.1

Let
Ω1 = {ω| ω : [0,∞) → R

m is continuous with ω(0) = 0},
which is endowed with the locally uniform convergence topology and the Wiener measure P1

so that the coordinate process W (t, ω) := ω(t), t ≥ 0, is a standard m-dimensional Brownian
motion. Set

Ω2 :=
{
ω
∣∣ ω : [0,∞) → S is right continuous with left limit

}
,

endowed with Skorokhod topology and a probability measure P2 so that the coordinate
process Λ(t, ω) = ω(t), t ≥ 0, is a continuous time Markov chain with Q-matrix (qij). Let

(Ω,F ,P) = (Ω1 × Ω2,B(Ω1)× B(Ω2),P1 × P2).

Then, under P :=P1×P2, for ω = (ω1, ω2) ∈ Ω, ω1(·) is a Brownian motion, and ω2(·) is a
continuous time Markov chain with Q-matrix (qij) on S. Throughout this paper, we shall
work on the probability space (Ω,F ,P) constructed above.

The lemma below shows that, under suitable assumptions, the functional solutions start-
ing from different points will close in the L2-norm sense to each other when time parameter
goes to infinity.

Lemma 2.1. Under the assumptions of Theorem 1.1,

(2.1) E‖Xt(ξ, i)−Xt(η, i)‖2∞ ≤ c ‖ξ − η‖2∞e−η1t

for any ξ, η ∈ C and i ∈ S, where η1 > 0 is defined in (1.4).

Proof. For fixed ω2 ∈ Ω2, consider the following SDE

dXω2(t) = b(Xω2
t ,Λω2(t))dt+ σ(Λω2(t))dω1(t), t > 0, Xω2

0 = ξ ∈ C , Λω2(0) = i ∈ S.

Since (Λω2(s))s∈[0,t] may own finite number of jumps, t 7→
∫ t

0
αΛω2 (s)ds need not to be differ-

entiable. To overcome this drawback, let us introduce a smooth approximation of it. For
any ε ∈ (0, 1), set

αε
Λω2(t) :=

1

ε

∫ t+ε

t

αΛω2 (s)ds+ εt =

∫ 1

0

αΛω2 (εs+t)ds+ εt.

Plainly, t 7→ αε
Λω2 (t) is continuous and αε

Λω2 (t) → αΛω2 (t) as ε ↓ 0 due to the right continuity

of the path of Λω2(·). As a consequence, t 7→
∫ t

0
αε
Λω2(r)dr is differentiable by the first

fundamental theorem of calculus and
∫ t

0
αε
Λω2 (r)dr →

∫ t

0
αΛω2(r)dr as ε ↓ 0 according to

Lebesgue’s dominated convergence theorem. Let

(2.2) Γω2(t) = Xω2(t; ξ, i)−Xω2(t; η, i).
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Applying Itô’s formula and taking (A) into account ensures that

e
−
∫ t
0
αε
Λω2 (s)

ds|Γω2(t)|2 = |Γω2(0)|2 +
∫ t

0

e
−
∫ s
0
αε
Λω2 (r)

dr
{
− αε

Λω2(s)|Γω2(s)|2

+ 2〈Γω2(s), b(Xω2
s (ξ, i),Λω2(s))− b(Xω2

s (η, i),Λω2(s))〉
}
ds

≤ |Γω2(0)|2 + Γω2,ε
1 (t) +

∫ t

0

βΛω2 (s)e
−
∫ s
0
αε
Λω2 (r)

dr‖Γω2
s ‖2∞ds,

(2.3)

where

(2.4) Γω2,ε
1 (t) :=

∫ t

0

e
−

∫ s
0
αε
Λω2 (r)

dr|αΛω2(s) − αε
Λω2(s)| · |Γω2(s)|2ds.

Due to the fact that

e
−

∫ t
0
αε
Λω2 (s)

ds‖Γω2
t ‖2∞ ≤ e−α̂τ

{
‖Γω2

0 ‖2∞ + sup
(t−τ)∨0≤s≤t

(
e
−

∫ s
0
αε
Λω2 (r)

dr|Γω2(s)|2
)}

,(2.5)

where α̂ is defined in (1.3), we therefore infer from (2.3) that

e
−

∫ t
0
αε
Λω2 (s)

ds‖Γω2
t ‖2∞ ≤ e−α̂τ

{
2 ‖Γω2

0 ‖2∞ + Γω2,ε
1 (t) +

∫ t

0

βΛω2(s)e
−

∫ s
0
αε
Λω2 (r)

dr‖Γω2
s ‖2∞ds

}
.

Since αε
Λω2(s) → αΛω2 (s) so that Γω2,ε

1 (t) → 0 as ε → 0, by taking ε ↓ 0 one has

e−
∫ t
0 αΛω2 (s)ds‖Γω2

t ‖2∞ ≤ e−α̂τ
{
2 ‖Γω2

0 ‖2∞ +

∫ t

0

βΛω2 (s)e
−
∫ s
0 αΛω2 (r)dr‖Γω2

s ‖2∞ds
}
.

Thus, employing Gronwall’s inequality followed by taking expectation w.r.t. P yields that

E‖Xt(ξ, i0)−X(η, i0)‖2∞ ≤ 2 ‖ξ − η‖2∞E e
∫ t
0 (αΛ(s)+e−α̂τβΛ(s))ds.

Consequently, the desired assertion follows from [4, Proposition 4.1] at once.

The following lemma reveals that the functional solution is uniformly bounded in the
L2-norm sense.

Lemma 2.2. Under the assumptions of Theorem 1.1,

(2.6) sup
t≥0

E‖Xt(ξ, i)‖2∞ ≤ c (1 + ‖ξ‖2∞), (ξ, i) ∈ C × S.

Proof. Analogously, we define

βε
Λω2 (t) =

1

ε

∫ t+ε

t

βΛω2(s)ds+ εt =

∫ 1

0

βΛω2 (εs+t)ds+ εt.
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By virtue of (A), for any γ > 0, there is a cγ > 0 such that

(2.7) 2〈ξ(0), b(ξ, i)〉+ ‖σ(i)‖2HS ≤ cγ + (αi + γ)|ξ(0)|2 + βi‖ξ‖2∞.

Employing Itô’s formula and taking (2.7) into consideration provides that

e
−
∫ t
0
(γ+αε

Λω2 (s)
)ds|Xω2(t)|2 ≤ |ξ(0)|2 + cγ

∫ t

0

e
−

∫ s
0
(γ+αε

Λω2 (r)
)dr

ds

+

∫ t

0

βε
Λω2(s)e

−
∫ s
0
(γ+αε

Λω2 (r)
)dr‖Xω2

s ‖2∞ds+ Γω2,ε
2 (t) + Υω2,ε(t),

(2.8)

where

Γω2,ε
2 (t) : =

∫ t

0

e
−

∫ s
0 (γ+αε

Λω2 (r)
)dr

{
|αΛω2(s) − αε

Λω2(s)| · |Xω2(s)|2

+ |βΛω2(s) − βε
Λω2 (s)| · ‖Xω2

s ‖2∞
}
ds,

(2.9)

and

Υω2,ε(t) := 2

∫ t

0

e
−

∫ s
0 (γ+αε

Λω2 (r)
)dr〈Xω2(s), σ(Λω2(s))dω1(s)〉.

For any 0 ≤ s ≤ t with t− s ≤ τ and κ ∈ (0, 1), exploiting BDG’s inequality, we obtain that

EP1

(
sup
s≤r≤t

Υω2,ε(r)
)
= EP1Υ

ω2,ε(s) + EP1

(
sup
s≤r≤t

(Υω2,ε(r)−Υω2,ε(s))
)

≤ 2EP1

(
sup
s≤r≤t

∣∣∣
∫ r

s

e
−

∫ u
0
(γ+αε

Λω2 (r)
)dr〈Xω2(u), σ(Λω2(u))dω1(u)〉

∣∣∣
)

≤ cEP1

(∫ t

s

e
−2

∫ u
0
(γ+αε

Λω2 (r)
)dr|Xω2(u)|2 · ‖σ(Λω2(u))‖2HSdu

)1/2

≤ c e
−

∫ t
0 (γ+αε

Λω2 (r)
)dr

EP1

(
‖Xω2

t ‖2∞
∫ t

s

e
2
∫ t
u(γ+αε

Λω2 (r)
)dr

du
)1/2

≤ c e
−

∫ t
0 (γ+αε

Λω2 (r)
)dr

EP1‖Xω2
t ‖∞

≤ κ eα̂τe
−

∫ t
0
(γ+αε

Λω2 (r)
)dr

EP1‖Xω2
t ‖2∞ + c e

−
∫ t
0
(γ+αε

Λω2 (r)
)dr

.

(2.10)

This, together with (2.5) with Γω2 being replaced accordingly by Xω2, and (2.8), leads to

e
−

∫ t
0
(γ+αε

Λω2 (s)
)ds

EP1‖Xω2
t ‖2∞ ≤ e−α̂τ

1− κ

{
2 ‖ξ‖2∞ + c

∫ t

0

e
−
∫ s
0
(γ+αε

Λω2 (r)
)dr

ds+ c e
−

∫ t
0
(γ+αε

Λω2 (r)
)dr

+

∫ t

0

βε
Λω2 (s)e

−
∫ s
0 (γ+αε

Λω2 (r)
)dr

EP1‖Xω2
s ‖2∞ds+ EP1Γ

ω2,ε
2 (t)

}
.
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Then, the application of Gronwall’s inequality yields that

e
−

∫ t
0
(γ+αε

Λω2 (s)
)ds

EP1‖Xω2
t ‖2∞

≤ c
{
‖ξ‖2∞ +

∫ t

0

e
−
∫ s
0 (γ+αε

Λω2 (r)
)dr

ds+ e
−

∫ t
0 (γ+αε

Λω2 (r)
)dr

+ EP1Γ
ω2,ε
2 (t)

+ ‖ξ‖2∞
∫ t

0

Γω2,ε
3 (s) exp

( ∫ t

s

Γω2,ε
3 (r)dr

)
ds

+

∫ t

0

∫ s

0

e
−
∫ u
0 (γ+αε

Λω2 (r)
)dr

Γω2,ε
3 (s) exp

(∫ t

s

Γω2,ε
3 (r)dr

)
duds

+

∫ t

0

e
−
∫ s
0 (γ+αε

Λω2 (r)
)dr

Γω2,ε
3 (s) exp

(∫ t

s

Γω2,ε
3 (r)dr

)
ds

+

∫ t

0

EP1Γ
ω2,ε
2 (t)Γω2,ε

3 (s) exp
(∫ t

s

Γω2,ε
3 (r)dr

)
ds

}
,

(2.11)

where

Γω2,ε
3 (t) =

e−α̂τβε
Λω2(t)

1− κ
.

In the following, we go to estimate the terms in the right hand side of (2.11). By integration
by parts, one has

‖ξ‖2∞
∫ t

0

Γω2,ε
3 (s) exp

(∫ t

s

Γω2,ε
3 (r)dr

)
ds

+

∫ t

0

∫ s

0

e
−

∫ u
0 (γ+αε

Λω2 (r)
)dr

Γω2,ε
3 (s) exp

(∫ t

s

Γω2,ε
3 (r)dr

)
duds

= ‖ξ‖2∞
(
exp

(∫ t

0

Γω2,ε
3 (s)ds

)
− 1

)

+

∫ t

0

e
−

∫ s
0 (γ+αε

Λω2 (r)
)dr

(
exp

(∫ t

s

Γω2,ε
3 (r)dr

)
− 1

)
ds

≤ ‖ξ‖2∞ exp
(∫ t

0

Γω2,ε
3 (s)ds

)

+

∫ t

0

e
−

∫ s
0
(γ+αε

Λω2 (r)
)dr

exp
(∫ t

s

Γω2,ε
3 (r)dr

)
ds.

(2.12)

On the other hand,
∫ t

0

e
−

∫ s
0
(γ+αε

Λω2 (r)
)dr

Γω2,ε
3 (s) exp

(∫ t

s

Γω2,ε
3 (r)dr

)
ds

≤ e−α̂τ β̌

1− κ

∫ t

0

e
−

∫ s
0 (γ+αε

Λω2 (r)
)dr

exp
(∫ t

s

Γω2,ε
3 (r)dr

)
ds.

(2.13)

Under (A), it is quite standard to show by using Hölder’s inequality and BDG’s inequality
that

EP1

(
sup
0≤s≤t

‖Xω2
s ‖2∞

)
< ∞.
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So, the dominated convergence theorem implies that

(2.14) EP1Γ
ω2,ε
2 (t) +

∫ t

0

EP1Γ
ω2,ε
2 (t)Γω2,ε

3 (s) exp
(∫ t

s

Γω2,ε
3 (r)dr

)
ds → 0, as ε ↓ 0.

Whereafter, taking (2.12)-(2.14) into account and keeping in mind that αε
Λω2(t) → αΛω2(t), β

ε
Λω2 (t) →

βΛω2 (t) as ε → 0, we deduce from (2.11) that

E‖Xt‖2∞ ≤ c ‖ξ‖2∞E exp
(∫ t

0

(
γ + αΛ(s) +

e−α̂τ

1− κ
βΛ(s)

)
ds

)

+ c
(
1 +

∫ t

0

E exp
( ∫ t

s

(
γ + αΛ(u) +

e−α̂τ

1− κ
βΛ(u)

)
du

)
ds

)
.

(2.15)

Accordingly, as η1 > 0, by [4, Proposition 4.1], we obtain that for sufficiently small γ, κ ∈
(0, 1),

sup
t≥0

E exp
(∫ t

0

(
γ + αΛ(s) +

e−α̂τ

1− κ
βΛ(s)

)
ds

)
< ∞,

sup
t≥0

∫ t

0

E exp
(∫ t

s

(
γ + αΛ(u) +

e−α̂τ

1− κ
βΛ(u)

)
du

)
ds < ∞,

and hence (2.6) holds.

We now in position to complete the

Proof of Theorem 1.1. For β ∈ (0, 1) to be determined, by Hölder’s inequality, it follows
that

Wρ(δ(ξ,i)Pt, δ(η,j)Pt) ≤ E{‖Xt(ξ, i)−Xt(η, j)‖∞ + 1{Λi(t)6=Λj (t)}}
= E{(‖Xt(ξ, i)−Xt(η, j)‖∞ + 1{Λi(t)6=Λj (t)})1{T≤βt}}
+ E{(‖Xt(ξ, i)−Xt(η, j)‖∞ + 1{Λi(t)6=Λj(t)})1{T>βt}}

≤ E(1{T≤βt}E{‖Xt(ξ, i)−Xt(η, j)‖∞}|FT )

+ 2{1 +
√

2(E‖Xt(ξ, i)‖2∞ + E‖Xt(η, j)‖2∞)}
√
P(T > βt)

≤ cE(1{T≤βt}‖XT (ξ, i)−XT (η, j)‖∞e−
η1
2
(t−T ))

+ c (1 + ‖ξ‖∞ + ‖η‖∞)e−
1
2
θβt

≤ c (1 + ‖ξ‖∞ + ‖η‖∞)(e−
1
2
θβt + e−

η1
2
(1−β)t),

where in the last two steps we have used (2.1) and (2.6). Optimizing over β in order to have
θβ = η1(1− β), i.e., β = η1

θ+η1
, leads to

Wρ(δ(ξ,i)Pt, δ(η,j)Pt) ≤ c (1 + ‖ξ‖∞ + ‖η‖∞)e
− θη1

2(θ+η1)
t
.(2.16)

Thus, substituting (2.16) into

Wρ(ν1Pt, ν2Pt) ≤
∫

Wρ(δ(ξ,i)Pt, δ(η,j)Pt)π(dξ × d{i}, dη × d{j})

13



yields the desired assertion (1.6), where π is a coupling of ν1 and ν2.
Fix ν ∈ P0 and observe that (νPn)n≥0 is a Cauchy sequence under the Wasserstein

distance Wρ due to (1.6) and that νPn+1 = νPnP1. So, by letting n → ∞, there exists

ν∞ ∈ P0 such that ν∞P1 = ν∞. Set µ :=
∫ 1

0
ν∞Psds. It is easy to check µ ∈ P0. In what

follows, we claim that µ is indeed an invariant probability measure. In fact, for any t > 0,
note that

µPt =

∫ 1

0

ν∞Ps+tds =

∫ t+1

t

ν∞Psds

=

∫ 0

t

ν∞Psds +

∫ 1

0

ν∞Psds+

∫ t

0

ν∞P1Psds

= µ,

where in the last display we have used ν∞P1 = ν∞. Let µ, µ̃ ∈ P0 both be the invariant
probability measures of (Xt(ξ, i),Λ

i(t)). By the invariance, we deduce from (1.6) that
(2.17)

Wρ(µ, µ̃) = Wρ(µPt, µ̃Pt) ≤ c
(
1 +

∑

i∈S

∫

C

‖ξ‖∞µ(dξ, i) +
∑

i∈S

∫

C

‖η‖∞µ̃(dη, i)
)
e
− θη1

2(θ+η1)
t
.

Consequently, the uniqueness of invariant measure can be obtained since the right hand side
of (2.17) tends to zero as t goes to infinity. Finally, (1.7) follows by just taking ν1 = δ(ξ,i)
and ν2 = µ in (1.6).

3 Proof of Theorem 1.2

With the aid of Lemmas 3.1 and 3.2 below, the argument of Theorem 1.2 can be completed
by repeating the procedure of Theorem 1.1.

Lemma 3.1. Under the assumptions of Theorem 1.2, it holds that

(3.1) E‖Xt(ξ, i)−Xt(η, i)‖2∞ ≤ c ‖ξ − η‖2∞e−η2t

for any ξ, η ∈ C and i ∈ S, where η2 > 0 is defined in (1.9).

Proof. Fix ω2 ∈ Ω2 and let (Xω2(t)) solve the SDE

dXω2(t) = b(Xω2
t ,Λω2(t))dt+ σ(Xω2

t ,Λω2(t))dω1(t), t > 0, Xω2
0 = ξ ∈ C , Λω2(0) = i ∈ S.

Let Γω2(t) and Γω2,ε
1 (t) be defined as in (2.2) and (2.4), respectively. By the Itô formula, we
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deduce from (H1) that

e
−

∫ t
0
αε
Λω2 (s)

ds
EP1 |Γω2(t)|2

= |Γω2(0)|2 +
∫ t

0

e
−
∫ s
0 αε

Λω2 (r)
dr
EP1

{
− αε

Λω2 (s)|Γω2(s)|2

+ 2〈Γω2(s), b(Xω2
s (ξ, i),Λω2(s))− b(Xω2

s (η, i),Λω2(s))〉
+ ‖σ(Xω2

s (ξ, i),Λω2(s))− σ(Xω2
s (η, i),Λω2(s))‖2HS

}
ds

≤ |Γω2(0)|2 + EP1Γ
ω2,ε
1 (t) +

∫ t

0

βΛω2(s)e
−

∫ s
0
αε
Λω2 (r)

dr
∫ 0

−τ

EP1|Γω2(s+ θ)|2v(dθ)ds

≤ c ‖Γω2
0 ‖2∞ + EP1Γ

ω2,ε
1 (t) +

∫ t

0

Γω2,ε
4 (s)e

−
∫ s
0
αε
Λω2 (r)

dr
EP1 |Γω2(s)|2ds,

(3.2)

where in the last step we have used the fact that

∫ t

0

βΛω2 (s)e
−

∫ s
0 αε

Λω2 (r)
dr
∫ 0

−τ

EP1 |Γω2(s+ θ)|2v(dθ)ds

=

∫ 0

−τ

∫ t+θ

θ

βΛω2(s−θ)e
−

∫ s−θ
0

αε
Λω2 (r)

dr
EP1 |Γω2(s)|2dsv(dθ)

≤ c ‖Γω2
0 ‖2∞ +

∫ t

0

Γω2,ε
4 (s)e

−
∫ s
0
αε
Λω2 (r)

dr
EP1 |Γω2(s)|2ds

with

Γω2,ε
4 (t) :=

∫ 0

−τ

βΛω2(t−θ)e
−
∫ t−θ
t

αε
Λω2 (r)

dr
v(dθ).

Then, applying Gronwall’s inequality yields that

(3.3) EP1 |Γω2(t)|2 ≤ {c ‖Γω2
0 ‖2∞ + EP1Γ

ω2,ε
1 (t)}e

∫ t
0
(αε

Λω2 (s)
+Γ

ω2,ε
4 (s))ds

.

Letting ε → 0 followed by taking expectation w.r.t. P2 on both sides of (3.3), together with∫ t

0
αε
Λω2(r)dr →

∫ t

0
αΛω2(r)dr and EP1Γ

ω2,ε
1 (t) → 0 as ε ↓ 0, gives that

(3.4) E|Γ(t)|2 ≤ c ‖Γ0‖2∞E exp
(∫ t

0

(
αΛ(s) +

∫ 0

−τ

βΛ(s−θ)e
−

∫ s−θ
s

αΛ(r)drv(dθ)
)
ds

)
,

where Γ(t) := X(t; ξ, i)−X(t; η, i). It is readily to see that

∫ t

0

∫ 0

−τ

βΛ(s−θ)e
−

∫ s−θ
s αΛ(r)drv(dθ)ds ≤

∫ 0

−τ

eα̂θ
∫ t−θ

−θ

βΛ(s)dsv(dθ)

≤ c+

∫ 0

−τ

eα̂θv(dθ)

∫ t

0

βΛ(s)ds.
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Inserting this into (3.4), one has

E|Γ(t)|2 ≤ c ‖Γ0‖2∞E exp
( ∫ t

0

(
αΛ(s) +

∫ 0

−τ

eα̂θv(dθ)βΛ(s)

)
ds

)
.

According to [4, Proposition 4.1], we derive from η2 > 0 that

(3.5) E|Γ(t)|2 ≤ c e−η2t ‖Γ0‖2∞.

Next, for any 0 ≤ s ≤ t, applying Itô’s formula and BDG’s inequality and making advantage
of (H1) and (H2), we find that

E

(
sup
s≤r≤t

|Γ(r)|2
)
≤ E|Γ(s)|2 + (α̌ + β̌)

∫ t

s−τ

E|Γ(r)|2dr

+ 8
√
2
(
E

(∫ t

s

|Γ(r)|2 · ‖σ(Xr(ξ, i),Λ(r))− σ(Xr(η, i),Λ(r))‖2HSdr
)1/2)

≤ E|Γ(s)|2 + c

∫ t

s−τ

E|Γ(r)|2dr + 1

2
E

(
sup
s≤r≤t

|Γ(r)|2
)
,

which further implies that

E

(
sup
s≤r≤t

|Γ(r)|2
)
≤ c

{
E|Γ(s)|2 +

∫ t

s−τ

E|Γ(r)|2dr
}
.(3.6)

This leads to (3.1) by using (3.5) and noting that

E‖Γt‖2∞ = E

(
sup

t−τ≤s≤t
|Γ(s)|2

)
≤ ‖ξ‖2∞ + E

(
sup

(t−τ)∨0≤s≤t

|Γ(s)|2
)
.

Lemma 3.2. Under the assumptions of Theorem 1.2,

(3.7) E‖Xt(ξ, i)‖2∞ ≤ c (1 + ‖ξ‖2∞), (ξ, i) ∈ C × S.

Proof. By virtue of (H1), for any γ > 0, there exists a cγ > 0 such that

(3.8) 2〈ξ(0), b(ξ, i)〉+ ‖σ(ξ, i)‖2HS ≤ cγ + (γ + αi)|ξ(0)|2 + (γ + βi)

∫ 0

−τ

|ξ(θ)|2v(dθ)

holds. Next, following the argument to derive (3.2) and making use of (3.8), we infer that

e
−
∫ t
0
(γ+αε

Λω2 (s)
)ds

EP1 |Xω2(t)|2 ≤ c ‖ξ‖2∞ + EP1Γ
ω2,ε
2 (t) + c

∫ t

0

e
−

∫ s
0
(γ+αε

Λω2 (r)
)dr

ds

+

∫ t

0

Γω2,ε
5 (s)e

−
∫ s
0
(δ+αε

Λω2 (r)
)dr

EP1 |Xω2(s)|2ds,
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where Γω2,ε
2 (t) is defined as in (2.9) with writing

∫
[−τ,0]

|Xω2(s+ θ)|2v(dθ) in lieu of Xω2
s , and

Γω2,ε
5 (t) :=

∫ 0

−τ

(γ + βε
Λω2 (t−θ))e

−
∫ t−θ
t

(γ+αε
Λω2 (r)

)dr
v(dθ).

Subsequently, an application of Gronwall’s inequality yields that

EP1 |Xω2(t)|2 ≤ c ‖ξ‖2∞ + EP1Γ
ω2,ε
2 (t) + c

∫ t

0

e
−

∫ s
0
(γ+αε

Λω2 (r)
)dr

ds

+

∫ t

0

(
c ‖ξ‖2∞ + EP1Γ

ω2,ε
2 (s) + c

∫ s

0

e
−

∫ u
0 (γ+αε

Λω2 (r)
)dr

du
)

× Γω2,ε
5 (s) exp

(∫ t

s

Γω2,ε
5 (r)dr

)
ds.

Thus, following the lines to derive (2.15), we arrive at

E|X(t)|2 ≤ c ‖ξ‖2∞E e
∫ t
0
(γ+αΛ(s)+Γ4(s))ds + c

∫ t

0

Ee
∫ t
s
(γ+αΛ(u)+Γ4(u))duds,(3.9)

where

Γ4(t) :=

∫ 0

−τ

(γ + βΛ(t−θ))e
−

∫ t−θ
t

(γ+αΛ(r))drv(dθ), t > 0.

Plugging the fact that
∫ t

s

Γ4(r)dr ≤ c+

∫ 0

−τ

eα̂θv(dθ)

∫ t

s

(γ + βΛω2(r))dr

into (3.9) means that

E|X(t)|2 ≤ c ‖ξ‖2∞E exp
(∫ t

0

(
Cγ + αΛ(s) +

∫ 0

−τ

eα̂θv(dθ)βΛ(s)

)
ds

)

+ c

∫ t

0

E exp
(∫ t

s

(
Cγ + αΛ(r) +

∫ 0

−τ

eα̂θv(dθ)βΛ(r)

)
dr

)
ds,

where Cγ := γ
(
1+

∫ 0

−τ
eα̂θv(dθ)

)
. Thus, with the aid of [4, Proposition 4.1] and by choosing

γ > 0 such that Cγ = η2/2, we obtain from η2 > 0 that

(3.10) E|X(t)|2 ≤ c ‖ξ‖2∞e−η2t/2 + c

∫ t

0

e−
η2
2
sds ≤ c (1 + ‖ξ‖2∞).

Carrying out an analogous manner to derive (3.6), we have

(3.11) E

(
sup
s≤r≤t

|X(r)|2
)
≤ c

{
1 + ‖ξ‖2∞ + E|X(s)|2 +

∫ t

s−τ

E|X(r)|2dr
}
.

Thereby, (3.7) is now available from (3.10) and (3.11).
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Proof of Example 1.3. (1.13) can be regarded as the interactions between the following
path-dependent diffusion processes

(3.12) dX(i)(t) = {aiX(i)(t)+ biX
(i)(t− 1)}dt+ σidW (t), t > 0, X

(i)
0 = ξ ∈ C , i = 1, 2.

The characteristic equation associated with the deterministic counterpart (i.e., σi = 0) of
(3.12) is

λi −
∫ 0

−1

eλisµi(ds) =: △µi
(λi) = 0, i = 1, 2,

where µi(·) := aiδ0(·) + biδ−1(·), where δx(·) signifies Dirac’s delta measure or unit mass at
the point x. By the variation-of-constants formula (see, e.g., [1, Theorem 1]), (3.12) can be
expressed respectively as

X(i)(t) = Γi(t)ξ(0) + bi

∫ 0

−1

Γi(t− 1− s)ξ(s)ds+

∫ t

0

Γi(t− s)σidW (s), t > 0, i = 1, 2.

Herein, Γi(t) is the solution to the delay equation

(3.13) dZ(i)(t) = {aiZ(i)(t) + biZ
(i)(t− 1)}dt, t > 0

with the initial value Z(i)(0) = 1 and Z(i)(θ) = 0, θ ∈ [−1, 0). In general, Γi(t) is called the
fundamental solution of (3.12) with σi = 0. It is readily to see that △µ1(λ) = 0 has a unique
positive root. Thus Γ0(t) → ∞ as t ↑ ∞ so that E|X(0)(t)| → ∞; see, e.g., [25]. Hence,

(X
(0)
t ) does not admit an invariant probability measure. The invariant probability measure

of (Λ(t))t≥0 is

π = (π0, π1) =
( γ

1 + γ
,

1

1 + γ

)
.

Observe that

|Q2 − λE| =
∣∣∣∣
α− 1− λ 1

γ β − γ − λ

∣∣∣∣
= (α− 1− λ)(pβ − γ − λ)− γ

= λ2 − (α + β − 1− γ)λ+ αβ − (αγ + β).

As we know, the characteristic equation |Q2 − λE| = 0 has two negative roots, λ1 and λ2, if
and only if {

λ1 + λ2 = α + β − 1− γ < 0

λ1λ2 = αβ − (αγ + β) > 0.

Nevertheless, the inequalities above hold under (1.14).
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4 Proof of Theorem 1.4

Before proving Theorem 1.4, we present an estimate on the exponential functional of the
discrete-time observations of the Markov chain. This lemma plays a crucial role in the
analyzing the long-time behavior of the time discretization for (Xt(ξ, i0),Λ(t)) and is of
interest by itself.

Lemma 4.1. Let K : S → R, and QK = Q+ diag(K1, · · · , KN). Set

ηK = − max
γ∈spec(QK)

Re(γ).

Then there exist δ0 ∈ (0, 1) and c > 0 such that, for any δ ∈ (0, δ0),

(4.1) E e
∫ t
0
KΛ(sδ)

ds ≤ c e−ηK t/2, ∀ t > 0.

Proof. By Hölder’s inequality, it follows that

E e
∫ t
0
KΛ(sδ)

ds = E e
∫ t
0
KΛ(s)ds+

∫ t
0
(KΛ(sδ)

−KΛ(s))ds

≤
(
E e(1+ε)

∫ t
0
KΛ(s)ds

) 1
1+ε

(
E e

1+ε
ε

∫ t
0 (KΛ(sδ)

−KΛ(s))ds
) ε

1+ε

, ε > 0.
(4.2)

Observe from (1.1) that there exists δ1 ∈ (0, 1) such that for any △ ∈ (0, δ1),

(4.3) P(Λ(t+△) = i|Λ(t) = i) = 1 + qii△+ o(△),

and that

(4.4) P(Λ(t+△) 6= i|Λ(t) = i) =
∑

j 6=i

(qij△+ o(△)) ≤ max
i∈S

(−qii)△+ o(△).

Utilizing Jensen’s inequality and taking advantage of (4.3) and (4.4), we derive that for any
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δ ∈ (0, δ1),

E

(
e

1+ε
ε

∫ (i+1)δ∧t
iδ (KΛ(iδ)−KΛ(s))ds

∣∣∣Λ(iδ)
)

≤ 1

(i+ 1)δ ∧ t− iδ

∫ (i+1)δ∧t

iδ

E

(
e

1+ε
ε

((i+1)δ∧t−iδ)(KΛ(iδ)−KΛ(s))
∣∣∣Λ(iδ)

)
ds

=

∑
j∈S 1{Λ(iδ)=j}

(i+ 1)δ ∧ t− iδ

∫ (i+1)δ∧t

iδ

E

(
e

1+ε
ε

((i+1)δ∧t−iδ)(Kj−KΛ(s))
∣∣∣Λ(iδ) = j

)
ds

=

∑
j∈S 1{Λ(iδ)=j}

(i+ 1)δ ∧ t− iδ

∫ (i+1)δ∧t

iδ

E (1{Λ(s)=j}|Λ(iδ) = j)ds

+

∑
j∈S 1{Λ(iδ)=j}

(i+ 1)δ ∧ t− iδ

∫ (i+1)δ∧t

iδ

E

(
e

1+ε
ε

((i+1)δ∧t−iδ)(Kj−KΛ(s))1{Λ(s)6=j}

∣∣∣Λ(iδ) = j
)
ds

≤
∑

j∈S 1{Λ(iδ)=j}

(i+ 1)δ ∧ t− iδ

∫ (i+1)δ∧t

iδ

E (1{Λ(s)=j}|Λ(iδ) = j)ds

+ e
2(1+ε)Ǩδ

ε

∑
j∈S 1{Λ(iδ)=j}

(i+ 1)δ ∧ t− iδ

∫ (i+1)δ∧t

iδ

P (1{Λ(s)6=j}|Λ(iδ) = j)ds

≤
∑

j∈S 1{Λ(iδ)=j}

(i+ 1)δ ∧ t− iδ

∫ (i+1)δ∧t

iδ

(1 + qjj(s− iδ) + o(s− iδ))ds

+ e
2(1+ε)Ǩδ

ε

∑
j∈S 1{Λ(iδ)=j}

(i+ 1)δ ∧ t− iδ

∫ (i+1)δ∧t

iδ

(
max
i∈S

(−qii)(s− iδ) + o(s− iδ)
)
ds

≤ 1 +
maxi∈S(−qii)

2
δ e

2(1+ε)Ǩδ
ε + o(δ),

(4.5)

where Ǩ := maxi∈S |Ki|. By the property of conditional expectation, we deduce from (4.5)
that

E e
1+ε
ε

∫ t
0 (KΛ(sδ)

−KΛ(s))ds

= E e
1+ε
ε

∑⌊t/δ⌋
i=0

∫ (i+1)δ∧t
iδ (KΛ(iδ)−KΛ(s))ds

= E

(
E

(
e

1+ε
ε

∑⌊t/δ⌋
i=0

∫ (i+1)δ∧t
iδ (KΛ(iδ)−KΛ(s))ds

∣∣∣Λ(tδ)
))

= E

(
e

1+ε
ε

∑⌊t/δ⌋−1
i=0

∫ (i+1)δ
iδ (KΛ(iδ)−KΛ(s))dsE

(
e

1+ε
ε

∫ (tδ+δ)∧t
tδ

(KΛ(tδ)
−KΛ(s))ds

∣∣∣Λ(tδ)
))

≤
(
1 +

maxi∈S(−qii)

2
δ e

2(1+ε)Ǩδ
ε + o(δ)

)
E

(
e

1+ε
ε

∑⌊t/δ⌋−1
i=0

∫ (i+1)δ
iδ (KΛ(iδ)−KΛ(s))ds

)

≤
(
1 +

maxi∈S(−qii)

2
δ e

2(1+ε)Ǩδ
ε + o(δ)

)⌊t/δ⌋+1

, δ ∈ (0, δ1),

(4.6)

where tδ := ⌊t/δ⌋δ. For any c1, c2 > 0,

lim
δ→0

1

δ
ln(1 + c1δ e

c2δ + o(δ)) = c1.
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So, there exists δ2 = δ2(c1, c2) ∈ (0, 1) such that

(4.7)
1

δ
ln(1 + c1δ e

c2δ) ≤ 2 c1, δ ∈ (0, δ2).

Note that δ2 depends on c2, and δ2 decreases as c2 increasing.
According to (4.7), there exists δ2 = δ2(ε) so that for any δ ∈ (0, δ1 ∧ δ2),

(
1 +

maxi∈S(−qii)

2
δ e

2(1+ε)Ǩδ
ε + o(δ)

) ε(⌊t/δ⌋+1)
1+ε

= exp
(ε(⌊t/δ⌋ + 1)

1 + ε
ln
(
1 +

maxi∈S(−qii)

2
δ e

2(1+ε)Ǩδ
ε + o(δ)

))

≤ exp
(ε(t+ δ)

1 + ε

1

δ
ln
(
1 +

maxi∈S(−qii)

2
δ e

2(1+ε)Ǩδ
ε + o(δ)

))

≤ exp
( ε

1 + ε
max
i∈S

(−qii)
)
exp

( ε

1 + ε
max
i∈S

(−qii)t
)
.

(4.8)

Taking (4.6) and (4.8) into consideration, we deduce from (4.2) that

(4.9) E e
∫ t
0
KΛ(sδ)

ds ≤ exp
( ε

1 + ε
max
i∈S

(−qii)
)(

E e(1+ε)
∫ t
0 KΛ(s)ds

) 1
1+ε

exp
( ε

1 + ε
max
i∈S

(−qii)t
)
.

By virtue of [4, Theorem 1.5 & Proposition 4.1], there exist ε0 ∈ (0, 1) sufficiently small and
c > 0 such that

E e(1+ε)
∫ t
0 KΛ(s)ds ≤ c e−2ηK t/3, ε ∈ (0, ε0), t > 0.

Inserting this into (4.9) yields that

E e
∫ t
0 KΛ(sδ)

ds ≤ c
1

1+ε exp
( ε

1 + ε
max
i∈S

(−qii)
)
exp

(
− 2ηK/3−maxi∈S(−qii)ε

1 + ε
t
)
, t > 0.

Thus, the desired assertion follows by taking first ε small enough and then δ ∈ (0, δ1 ∧
δ2(ε)).

Remark 4.1. The crucial point of lemma 4.1 is that the choice of δ0 is independent of time
t. Otherwise, it is easy to obtain a similar estimate for a time-dependent δ0 by using the
dominated convergence theorem. Indeed,

lim
δ→0

Ee
∫ t
0 KΛ(s(δ))ds = Ee

∫ t
0 KΛ(s−)ds = Ee

∫ t
0 KΛ(s)ds.

Then, applying [4, Theorem 1.5 & Proposition 4.1] will yield the estimate for a given time t.

Next, we provide two crucial lemmas on distance between the C -valued stochastic pro-
cesses Ytδ starting from different points and its uniform boundedness under some appropriate
assumptions.

Lemma 4.2. Let the assumptions of Theorem 1.1 be satisfied and suppose further (1.17)
holds. Then, there exist δ0 ∈ (0, 1) and α > 0 such that

(4.10) E‖Ytδ(ξ, i)− Ytδ(η, i)‖2∞ ≤ c e−αt‖ξ − η‖2∞, t ≥ τ + 1, δ ∈ (0, δ0)

for any ξ, η ∈ C and i ∈ S.
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Proof. Hereinafter, we assume that t ≥ τ+1. Fix ω2 ∈ Ω2 and let (Y ω2(t)) solve the following
SDE

dY ω2(t) = b(Y ω2
tδ

,Λω2(tδ))dt+ σ(Λω2(tδ))dω1(t)

with the initial value Y ω2(s) = ξ(s), s ∈ [−τ, 0], and Λω2(0) = i ∈ S. For notational simplic-
ity, set

(4.11) Υω2(t) := Y ω2(t; ξ, i)− Y ω2(t; η, i).

First of all, we claim that

e−
∫ t
0 αΛω2 (sδ)

ds|Υω2(t)|2 = |Υω2(0)|2 +
∫ t

0

e−
∫ s
0 αΛω2 (rδ)

dr
{
− αΛω2 (sδ)|Υω2(s)|2

+ 2〈Υω2(s), b(Y ω2
sδ

(ξ, i),Λω2(sδ))− b(Y ω2
sδ

(η, i),Λω2(sδ))〉
}
ds.

(4.12)

For any t ∈ (0, δ), by Itô’s formula, we have

e−
∫ t
0 αΛω2 (sδ)

ds|Υω2(t)|2 = e−αΛω2 (0)t|Υω2(t)|2

= |Υω2(0)|2 +
∫ t

0

e−αΛω2 (0)s
{
− αΛω2 (0)|Υω2(s)|2

+ 2〈Υω2(s), b(Y ω2
0 (ξ, i),Λω2(0))− b(Y ω2

0 (η, i),Λω2(0))〉
}
ds

= |Υω2(0)|2 +
∫ t

0

e−
∫ s
0 αΛω2 (rδ)

dr
{
− αΛω2 (sδ)|Υω2(s)|2

+ 2〈Υω2(s), b(Y ω2
sδ

(ξ, i),Λω2(sδ))− b(Y ω2
sδ

(η, i),Λω2(sδ))〉
}
ds.

Accordingly, (4.12) holds for any t ∈ [0, δ]. Next, we assume that (4.12) is true for any
t ∈ [(k − 1)δ, kδ). For any t ∈ [kδ, (k + 1)δ), Itô’s formula yields that

e−αΛω2 (kδ)(t−kδ)|Υω2(t)|2 = |Υω2(kδ)|2 +
∫ t

kδ

e−αΛω2 (kδ)(s−kδ)
{
− αΛω2 (kδ)|Υω2(s)|2ds

+ 2〈Υω2(s), b(Y ω2

kδ (ξ, i),Λ
ω2(kδ))− b(Y ω2

kδ (η, i),Λ
ω2(kδ))〉

}
ds.

Multiplying both sides by e−
∫ kδ
0 (γ+αΛω2 (sδ)

)ds and applying (4.12) with t = kδ leads to

e−
∫ t
0
αΛω2 (sδ)

ds|Υω2(t)|2 = e−
∫ kδ
0

(γ+αΛω2 (sδ)
)ds|Υω2(kδ)|2 +

∫ t

kδ

e−
∫ s
0
αΛω2 (rδ)

dr
{
− αΛω2 (sδ)|Υω2(s)|2ds

+ 2〈Υω2(s), b(Y ω2
sδ

(ξ, i),Λω2(sδ))− b(Y ω2
sδ

(η, i),Λω2(sδ))〉
}
ds

= |Υω2(0)|2 +
∫ t

0

e−
∫ s
0
αΛω2 (rδ)

dr
{
− αΛω2(sδ)|Υω2(s)|2

+ 2〈Υω2(s), b(Y ω2
sδ

(ξ, i),Λω2(sδ))− b(Y ω2
sδ

(η, i),Λω2(sδ))〉
}
ds.
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Thereby, (4.12) follows immediately. It is readily to see from (1.17) that

|Υω2(t)−Υω2(tδ)| = |b(Y ω2
tδ

(ξ, i),Λω2(tδ))− b(Y ω2
tδ

(η, i),Λω2(tδ))|δ
≤ L0‖Υω2

tδ
‖∞δ.

(4.13)

By virtue of (4.12) and (A), it follows that

e−
∫ t
0
αΛω2 (sδ)

ds|Υω2(t)|2

= |Υω2(0)|2 +
∫ t

0

e−
∫ s
0 αΛω2 (rδ)

dr
{
− αΛω2 (sδ)|Υω2(s)|2

+ 2〈Υω2(s), b(Y ω2
sδ

(ξ, i),Λω2(sδ))− b(Y ω2
sδ

(η, i),Λω2(sδ))〉
}
ds

≤ |Υω2(0)|2 +
∫ t

0

e−
∫ s
0 αΛω2 (rδ)

dr
{
αΛω2 (sδ)(|Υω2(sδ)|2 − |Υω2(s)|2) + βΛω2 (sδ)‖Υω2

sδ
‖2∞

+ 2〈Υω2(s)−Υω2(sδ), b(Y
ω2
sδ

(ξ, i),Λω2(sδ))− b(Y ω2
sδ

(η, i),Λω2(sδ))〉
}
ds

≤ |Υω2(0)|2 +
∫ t

0

e−
∫ s
0 αΛω2 (rδ)

dr
{1 + 2α̌√

δ
|Υω2(s)−Υω2(sδ)|2

+ (α̌
√
δ + L2

0

√
δ + βΛω2(sδ))‖Υω2

sδ
‖2∞

}
ds

≤ |Υω2(0)|2 +
∫ t

0

(ρ
√
δ + βΛω2(sδ))e

−
∫ s
0
αΛω2 (rδ)

dr‖Υω2
sδ
‖2∞ds,

(4.14)

where ρ := 2(1 + ǎ)L2
0 + α̌, and in the penultimate display we have used (4.13). Observe

that

Πω2(t) : = e−
∫ t
0 αΛω2 (sδ)

ds
(

sup
t−τ−δ≤s≤t

|Υω2(s)|2
)

≤ e−α̂(τ+δ)
(

sup
t−τ−δ≤s≤t

(
e−

∫ s
0 αΛω2 (rδ)

dr|Υω2(s)|2
))

and that

‖Υω2
tδ
‖∞ = sup

−τ≤θ≤0
|Υω2

tδ
(θ; ξ, i)| = max

−N≤i≤0
|Υω2(tδ + iδ; ξ, i)| ≤ sup

t−τ−δ≤s≤t
|Υω2(s)|,

by (1.16) and Y (t) = ξ(−τ) for any t ∈ [−τ − 1,−τ). We therefore obtain from (4.14) that

Πω2(t) ≤ c ‖Υω2
0 ‖2∞ + e−α̂(τ+δ)

∫ t

0

(ρ
√
δ + βΛω2(sδ))Π

ω2(s)ds.

This, together with Gronwall’s inequality, implies that

E‖Ytδ(ξ, i0)− Ytδ(η, i0)‖2∞ ≤ c ‖ξ − η‖2∞ee
−α̂(τ+δ)ρ

√
δt
E e

∫ t
0 (αΛ(sδ )

+e−α̂(τ+δ)βΛ(sδ)
)ds.

Thus, according to Lemma 4.1, it holds

E‖Ytδ(ξ, i0)− Ytδ(η, i0)‖2∞ ≤ c ‖ξ − η‖2∞ee
−α̂(τ+δ)ρ

√
δte−2η1t/3

for δ ∈ (0, δ1) with some δ1 ∈ (0, 1) sufficiently small. As η1 > 0, there exists δ2 ∈ (0, δ1)
such that e−α̂(τ+δ)ρ

√
δ < η1 for δ ∈ (0, δ2). As a consequence, (4.10) holds for δ ∈ (0, δ2).
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Lemma 4.3. Under the assumptions of Lemma 4.2, there exists some δ0 ∈ (0, 1) such that

(4.15) E‖Ytδ(ξ, i)‖2∞ ≤ c (1 + ‖ξ‖2∞), t ≥ τ + 1, δ ∈ (0, δ0)

for any (ξ, i) ∈ C × S.

Proof. Below, we assume t ≥ τ + 1. Carrying out the procedure to gain (4.12), we have

e−
∫ t
0 (γ+αΛω2 (sδ)

)ds|Y ω2(t)|2

= |ξ(0)|2 +
∫ t

0

e−
∫ s
0
(γ+αΛω2 (rδ)

)dr
{
− (γ + αΛω2(sδ))|Y ω2(s)|2

+ 2〈Y ω2(s), b(Y ω2
sδ

,Λω2(sδ))〉+ ‖σ(Λω2(sδ))‖2HS

}
ds

+ 2

∫ t

0

e−
∫ s
0
(γ+αΛω2 (rδ)

)dr〈Y ω2(s), σ(Λω2(sδ))dω1(s)〉,

(4.16)

where γ > 0 is introduced in (2.7) and is to be determined. Thanks to (1.17), it holds that

|Y ω2(t)− Y ω2(tδ)|2 ≤ 2L2
0δ‖Y ω2

tδ
‖2∞ + c |ω1(t)− ω1(tδ)|2.(4.17)

and, from (1.16) and Y (t) = ξ(−τ) for any t ∈ [−τ − 1,−τ), that

(4.18) ‖Y ω2
tδ

‖∞ ≤ sup
t−τ−δ≤s≤t

|Y ω2(s)|.

Thus, by combining (2.7) with (4.16)-(4.18), it follows that

e−
∫ t
0 (γ+αΛω2 (sδ)

)ds|Y ω2(t)|2

≤ |ξ(0)|2 +
∫ t

0

e−
∫ s
0
(γ+αΛω2 (rδ)

)dr
{
c+ ((γ + ǎ)

√
δ + βΛω2 (sδ))‖Y ω2

sδ
‖2∞

+
1 + γ + 2ǎ√

δ
|Y ω2(s)− Y ω2(sδ)|2 +

√
δ|b(Y ω2

sδ
,Λω2(sδ))|2

}
ds+Θω2(t)

≤ |ξ(0)|2 +
∫ t

0

e
−
∫ s
0 (γ+αε

Λω2 (rδ)
)dr

{
c+

c√
δ
|ω1(t)− ω1(tδ)|2

+ (ϑ
√
δ + βΛω2(sδ)) sup

s−τ−δ≤r≤s
|Y (r)|2

}
ds+Θω2(t)

(4.19)

where ϑ := γ + ǎ+ 2L2
0(2 + γ + 2ǎ), and

Θω2(t) := 2

∫ t

0

e−
∫ s
0 (γ+αΛω2 (rδ)

)dr〈Y ω2(s), σ(Λω2(sδ))dω1(s)〉.

Following the argument to derive (2.10), for 0 ≤ s ≤ t with t− s ∈ [0, τ + δ] and κ ∈ (0, 1),
which is also to be determined, we have

EP1

(
sup
s≤r≤t

Θω2(r)
)
≤ κ eα̂(τ+δ)Πω2(t) + c e−

∫ t
0
(δ+αΛω2 (rδ)

)dr,(4.20)
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and observe that

Πω2(t) : = e−
∫ t
0
(γ+αΛω2 (sδ)

)ds
EP1

(
sup

t−τ−δ≤s≤t
|Y ω2(s)|2

)

≤ e−α̂(τ+δ)
EP1

(
sup

t−τ−δ≤s≤t

(
e−

∫ s
0
(γ+αΛω2 (r))dr|Y ω2(s)|2

))
.

Hence, we deduce from (4.19) and (4.20) that

Πω2(t) ≤ e−α̂(τ+δ)

1− κ

{
c ‖ξ‖2∞ + c e−

∫ t
0
(γ+αΛω2 (rδ)

)dr + c

∫ t

0

e
−

∫ s
0 (γ+αε

Λω2 (rδ)
)dr

ds

+

∫ t

0

(ϑ
√
δ + βΛω2(sδ))Π

ω2(s)ds
}
.

Thus, an application of Gronwall’s inequality enables us to get

Πω2(t) ≤ e−α̂(τ+δ)

1− κ

{
c ‖ξ‖2∞ + c e−

∫ t
0 (γ+αΛω2 (rδ)

)dr + c

∫ t

0

e
−

∫ s
0 (γ+αε

Λω2 (rδ)
)dr

ds
}

+
e−α̂(τ+δ)

1− κ

∫ t

0

{
c ‖ξ‖2∞ + c e−

∫ s
0
(γ+αΛω2 (rδ)

)dr + c

∫ s

0

e
−

∫ u
0 (γ+αε

Λω2 (rδ)
)dr

du
}

× Φω2(sδ) exp
(∫ t

s

Φω2(rδ)dr
)
ds,

(4.21)

in which

Φω2(tδ) :=
e−α̂(τ+δ)(ϑδ + βΛω2(tδ))

1− κ
.

For any 0 ≤ s ≤ t, set

Υω2(s, t) :=

∫ t

s

Φω2(uδ) exp
(∫ t

u

Φω2(rδ)dr
)
du.

For any 0 ≤ s ≤ t, there exist integers j, k > 0 such that s ∈ [jδ, (j+1)δ) and t ∈ [kδ, (k+1)δ).
If j = k, then we obtain that

(4.22) Υω2(s, t) =

∫ t

s

Φω2(kδ)eΦ
ω2 (kδ)(t−u)du = eΦ

ω2 (kδ)(t−s) − 1 = exp
(∫ t

s

Φω2(rδ)dr
)
− 1.

In the sequel, we assume that j < k. Observe that

Υω2(s, t) = eΦ
ω2 (kδ)(t−kδ)Υ(s, kδ) + eΦ

ω2 (kδ)(t−kδ) − 1

= eΦ
ω2 (kδ)(t−kδ)

{
eΦ

ω2 ((k−1)δ)δΥ(s, (k − 1)δ) + eΦ
ω2 ((k−1)δ)δ − 1

}
+ eΦ

ω2 (kδ)(t−kδ) − 1

= eΦ
ω2 (kδ)(t−kδ)+Φω2 ((k−1)δ)δΥ(s, (k − 1)δ) + eΦ

ω2 (kδ)(t−kδ)+Φω2 ((k−1)δ)δ − 1

= · · ·
= eΦ

ω2 (kδ)(t−kδ)+Φω2 ((k−1)δ)δ+···+Φω2 (jδ)((j+1)δ−s) − 1

= exp
(∫ t

s

Φω2(rδ)dr
)
− 1.

(4.23)
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Subsequently, taking (4.21)-(4.23) and Fubini’s theorem into account, we deduce that

E

(
sup

t−τ−δ≤s≤t
|Y (s)|2

)
≤ cE

{
1 + e

∫ t
0
(γ+αΛ(sδ)

+Φ(sδ))ds +

∫ t

0

e
∫ t
s
(γ+αΛ(rδ )

+Φ(rδ))drds
}
,

where

Φ(tδ) :=
e−α̂(τ+δ)(ϑ

√
δ + βΛ(tδ))

1− κ
.

Thus, with the help of η1 > 0, (4.15) follows from Lemma 4.1 and by taking γ, δ, κ ∈ (0, 1)
sufficiently small.

Now we are ready to finish the proof of Theorem 1.4.

Proof. With Lemmas 4.2 and 4.3 in hand, we can complete the argument of Theorem 1.4 by
mimicking the proof of Theorem 1.2.

5 Proof of Theorem 1.5

Before we complete the proof of Theorem 1.5, let’s make some preparations. For any t ≥ 0,
let Ft = σ((W (u),Λ(u)), 0 ≤ u ≤ t)∨N , where N stands for the set of all P-null sets in F .

Lemma 5.1. (Ykδ,Λ(kδ)) is a homogeneous Markov chain, i.e.,

P((Y(k+1)δ,Λ((k + 1)δ)) ∈ A× {j}|(Ykδ,Λ(kδ)) = (ξ, i))

= P((Yδ,Λ(δ)) ∈ A× {j}|(Y0,Λ(0)) = (ξ, i))
(5.1)

and
(5.2)
P((Y(k+1)δ,Λ((k + 1)δ)) ∈ A× {i}|Fkδ) = P((Y(k+1)δ,Λ((k + 1)δ)) ∈ A× {i}|(Ykδ,Λ(kδ)))

for any A ∈ B(C ) and (ξ, i) ∈ C × S.

Proof. We shall verify (5.1) and (5.2) one-by-one. To begin, we show that (5.1) holds. It is
easy to see from (1.16) that

(5.3) Ykδ(iδ) = Y ((k + i)δ), i = −M, · · · ,−1.

Observe from (1.20) and (5.3) that
(5.4)

Yδ(θ) = Y ((1 + i)δ) +
θ − iδ

δ
{Y ((2 + i)δ)− Y ((1 + i)δ)}

=

{
Y (0) + θ+δ

δ
{Y (δ)− Y (0)}, θ ∈ [−δ, 0]

Y ((1 + i)δ) + θ−iδ
δ

{Y ((2 + i)δ)− Y ((1 + i)δ)}, θ ∈ [iδ, (i+ 1)δ], i 6= −1

=

{
Y (0) + θ+δ

δ
{b(Y0,Λ(0))δ + σ(Y0,Λ(0))W (δ)}, θ ∈ [−δ, 0],

Y ((1 + i)δ) + θ−iδ
δ

{Y ((2 + i)δ)− Y ((1 + i)δ)}, θ ∈ [iδ, (i+ 1)δ], i 6= −1
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and that
(5.5)

Y(k+1)δ(θ) = Y ((k + 1 + i)δ) +
θ − iδ

δ
{Y ((k + 2 + i)δ)− Y ((k + 1 + i)δ)}

=

{
Ykδ(0)+

θ+δ
δ
{Y ((k+1)δ)−Ykδ(0)}, θ ∈ [−δ, 0]

Ykδ((1+i)δ)+ θ−iδ
δ
{Ykδ((2+i)δ)−Ykδ((1+i)δ)}, θ ∈ [iδ, (i+1)δ], i 6= −1

=





Ykδ(0) +
θ+δ
δ
{b(Ykδ,Λ(kδ))δ

+ σ(Ykδ,Λ(kδ))(W ((k+1)δ)−W (kδ))}, θ ∈ [−δ, 0]
Ykδ((1+i)δ)+ θ−iδ

δ
{Ykδ((2+i)δ)−Ykδ((1+i)δ)}, θ ∈ [iδ, (i+1)δ], i 6= −1.

Thus, comparing (1.16) with (5.5) and noting that W ((k + 1)δ) − W (kδ) and W (δ) are
identical in distribution, we infer that (Y(k+1)δ,Λ((k + 1)δ)) and (Yδ,Λ(δ)) are equal in
distribution given (Ykδ,Λ(kδ)) = (ξ, i) and (Y0,Λ(0)) = (ξ, i), respectively. Therefore, (5.1)
holds immediately.

Next, we demonstrate that (5.2) is fulfilled. Set

χξ,j
(k+1)δ(θ) :=

{
ξ(0) + θ+δ

δ
{b(ξ, j)δ + σ(ξ, j)(W ((k + 1)δ)−W (kδ))}, θ ∈ [−δ, 0]

ξ((1 + i)δ) + θ−iδ
δ

[ξ((2 + i)δ)− ξ((1 + i)δ)], θ ∈ [iδ, (i+ 1)δ], i 6= −1.

and Λj,δ
k+1 := j + Λ((k + 1)δ)− Λ(kδ). Thus, it is easy to see that

(5.6) Λ((k + 1)δ) = Λ
Λ(kδ),δ
k+1 and Y(k+1)δ = χ

Ykδ,Λ(kδ)
(k+1)δ .

For any 0 ≤ s ≤ t, let Gt,s = σ(W (u)−W (s), s ≤ u ≤ t)∨N . Plainly, G(k+1)δ,kδ is independent

of Fkδ. Moreover, χξ,j
(k+1)δ depends completely on the increment W ((k + 1)δ) − W (kδ) so

is G(k+1)δ,kδ-measurable. Hence, χξ,j
(k+1)δ is independent of Fkδ. Noting that χ

Ykδ,Λ(kδ)
(k+1)δ and

Λ
Λ(kδ),δ
(k+1)δ are conditionally independent given (Ykδ,Λ(kδ)). Therefore,

P((Y(k+1)δ,Λ((k + 1)δ) ∈ A× {j}|Fkδ)

= E(IA×{j}(χ
Ykδ,Λ(kδ)
(k+1)δ ,Λ

Λ(kδ)
k+1 )|Fkδ)

= E(IA(χ
Ykδ,Λ(kδ)
(k+1)δ )|Fkδ)E(I{j}(Λ

Λ(kδ)
k+1 )|Fkδ)

= E(IA(χ
ξ,i
(k+1)δ))|ξ=Ykδ,i=Λ(kδ)E(I{j}(Λ

i
k+1))|i=Λ(kδ)

= P(χξ,i
(k+1)δ ∈ A)|ξ=Ykδ,i=Λ(kδ)P(Λ

i
k+1 ∈ {j})|i=Λ(kδ)

= P((χξ,i
(k+1)δ,Λ

i
k+1) ∈ A× {j})|ξ=Ykδ,i=Λ(kδ)

= P((Y(k+1)δ,Λ((k + 1)δ)) ∈ A× {i}|(Ykδ,Λ(kδ))).

So (5.2) holds, and then (Ykδ,Λ(kδ)) is a homogeneous Markov chain.

Lemma 5.2. Under the assumptions of Theorem 1.5, there exist δ0 ∈ (0, 1) and α > 0 such
that

(5.7) E‖Ytδ(ξ, i)− Ytδ(η, i)‖2∞ ≤ c e−αt‖ξ − η‖2∞, t ≥ τ, δ ∈ (0, δ0)

for any ξ, η ∈ C and i ∈ S.
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Proof. For fixed ω2, we focus on the following SDE

dY ω2(t) = b(Y ω2
tδ

,Λω2(tδ))dt + σ(Y ω2
tδ

,Λω2(tδ))dω1(t)

with the initial value Y ω2(θ) = ξ(θ), θ ∈ [−τ, 0], and Λω2(0) = i ∈ S. Let Υω2(t) be defined
as in (4.11). By (1.20), it is easy to see that

(5.8) EP1 |Υω2(t)−Υω2(tδ)|2 ≤ (L0 + L)δ
{
EP1 |Υω2(tδ)|2 +

∫ 0

−τ

EP1 |Υω2
tδ
(θ)|2v(dθ)

}
.

Following the procedure to derive (4.12), we obtain from (H1), (1.19) and (5.8) that

e−
∫ t
0 αΛω2 (sδ)

ds
EP1 |Υω2(t)|2

= |Υω2(0)|2 +
∫ t

0

e−
∫ s
0
αΛω2 (rδ)

dr
EP1

{
− αΛω2 (sδ)|Υω2(s)|2

+ 2〈Υω2(s), b(Y ω2
sδ

(ξ, i0),Λ
ω2(sδ))− b(Y ω2

sδ
(η, i0),Λ

ω2(sδ))〉
+ ‖σ(Y ω2

sδ
(ξ, i),Λω2(sδ))− σ(Y ω2

sδ
(η, i),Λω2(sδ))‖2HS

}
ds

≤ |Υω2(0)|2 +
∫ t

0

e−
∫ s
0 αΛω2 (rδ)

dr
{
(α̌ + L0)

√
δEP1 |Υω2(sδ)|2

+ (L0

√
δ + βΛω2 (sδ))

∫ 0

−τ

EP1 |Υω2
sδ
(θ)|2v(dθ) + 1 + 2α̌√

δ
EP1 |Υω2(s)−Υω2(sδ)|2

}
ds

≤ |Υω2(0)|2 + ν
√
δ

∫ t

0

e−
∫ s
0
αΛω2 (rδ)

dr
EP1 |Υω2(sδ)|2ds+Ψω2(t),

(5.9)

where ν := α̌+ L0 + (1 + 2α̌)(L0 + L) and

Ψω2(t) :=

∫ t

0

(ν
√
δ + βΛω2(sδ))e

−
∫ s
0 αΛω2 (rδ)

dr

∫ 0

−τ

EP1 |Υω2
sδ
(θ)|2v(dθ)ds.

By virtue of (1.16), we deduce that

Ψω2(t) =

∫ 0

−τ

∫ t

0

(ν
√
δ + βΛω2(sδ))e

−
∫ s
0
αΛω2 (rδ)

dr
EP1|Υω2

sδ
(θ)|2dsv(dθ)

≤ 2

−1∑

i=−N

∫ (i+1)δ

iδ

∫ t

0

(ν
√
δ + βΛω2 (sδ))e

−
∫ s
0 αΛω2 (rδ)

dr
EP1 |Υω2(sδ + iδ)|2dsv(dθ)

+ 2

−1∑

i=−N

∫ (i+1)δ

iδ

∫ t

0

(ν
√
δ + βΛω2(sδ))e

−
∫ s
0 αΛω2 (rδ)

dr
EP1|Υω2(sδ + (i+ 1)δ)|2dsv(dθ)

≤ c ‖ξ − η‖2∞ +

∫ t

0

Θω2
ν (s)e−

∫ s
0 αΛω2 (rδ)

dr
EP1 |Υω2(sδ)|2ds,

(5.10)

where

(5.11) Θω2
ν (t) := 2e−α̂τ

−1∑

i=−N

∫ (i+1)δ

iδ

{2ν
√
δ + βΛω2(tδ−iδ) + βΛω2(tδ−(i+1)δ)}v(dθ).
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Inserting (5.10) into (5.9), we arrive at

e−
∫ t
0 αΛω2 (sδ)

ds
EP1 |Υω2(t)|2 ≤ c ‖ξ − η‖2∞ +

∫ t

0

(ν
√
δ +Θω2

ν (s))e−
∫ s
0 αΛω2 (rδ)

dr
EP1 |Υω2(sδ)|2ds.

This, together with the fact that

Πω2(t) := e−
∫ t
0
αΛω2 (sδ)

ds sup
t−δ≤s≤t

EP1 |Υω2(s)|2 ≤ e−âδ sup
t−δ≤s≤t

(
e−

∫ s
0
αΛω2 (rδ)

dr
EP1 |Υω2(s)|2

)
,

(5.12)

implies that

Πω2(t) ≤ c ‖ξ − η‖2∞ + e−âδ

∫ t

0

(ν
√
δ +Θω2

ν (s))Πω2(s)ds.

Thus, an application of Gronwall inequality leads to

(5.13) Πω2(t) ≤ c ‖ξ − η‖2∞ee
−âδ

∫ t
0 (ν

√
δ+Θ

ω2
ν (s))ds.

Furthermore, observe that

∫ t

0

Θω2
ν (s)ds = 2e−α̂τ

−1∑

i=−N

∫ (i+1)δ

iδ

∫ t−iδ

−iδ

{2ν
√
δ + βΛω2 (sδ)}dsv(dθ)

+ 2e−α̂τ

−1∑

i=−N

∫ (i+1)δ

iδ

∫ t−(i+1)δ

−(i+1)δ

βΛω2 (sδ)dsv(dθ)

≤ c+ 4e−α̂τ

∫ t

0

{ν
√
δ + βΛω2 (sδ)}ds.

(5.14)

Hence, we infer from (5.13) and (5.14) that

E|Y (t; ξ, i)− Y (t; η, i)|2 ≤ c ‖ξ − η‖2∞E ee
−âδ(1+4e−âτ )ν

√
δt+

∫ t
0
{αΛ(sδ)

+4e−â(τ+δ)}βΛ(sδ)
ds.

By applying Lemma 4.1 and combining with η3 > 0, there exist δ0 ∈ (0, 1) and α > 0 such
that

(5.15) E|Y (t; ξ, i)− Y (t; η, i)|2 ≤ c e−αt‖ξ − η‖2∞, t ≥ τ, δ ∈ (0, δ0).

With (H2) and (5.15) in hand, (5.7) can be obtained by a standard procedure.

Lemma 5.3. Let the assumptions of Lemma 5.2 hold. Then, there exist some δ0 ∈ (0, 1)
such that

(5.16) E‖Ytδ(ξ, i)‖2∞ ≤ c (1 + ‖ξ‖2∞), t ≥ τ, δ ∈ (0, δ0)

for any (ξ, i) ∈ C × S.

29



Proof. Mimicking the procedure to derive (4.16), we have

e−
∫ t
0 (γ+αΛω2 (sδ)

)ds
EP1 |Y ω2(t)|2

= |ξ(0)|2 +
∫ t

0

e−
∫ s
0 (γ+αΛω2 (rδ)

)dr
EP1

{
− (γ + αΛω2 (sδ))|Y ω2(s)|2

+ 2〈Y ω2(s), b(Y ω2
sδ

,Λω2(sδ))〉+ ‖σ(Y ω2
sδ

,Λω2(sδ))‖2HS

}
ds,

(5.17)

where γ > 0 is introduced in (3.8). By (H2) and (1.19), it follows that

EP1 |Y ω2(t)− Y ω2(tδ)|2 = EP1 |b(Y ω2
tδ

,Λω2(tδ))|2δ2 + EP1‖σ(Y ω2
tδ

,Λω2(tδ))‖2HSδ

≤ c + 2(L0 + L)δ
{
EP1 |Y ω2(tδ)|2 +

∫ 0

−τ

EP1 |Y ω2
tδ

(θ)|2v(dθ)
}
.

(5.18)

Then, taking (5.17) and (5.18) into consideration, we deduce that

e−
∫ t
0
(γ+αΛω2 (sδ)

)ds
EP1|Y ω2(t)|2

≤ |ξ(0)|2 +
∫ t

0

e−
∫ s
0 (γ+αΛω2 (rδ)

)dr
{
c+

1 + 2(γ + α̌)√
δ

EP1 |Y ω2(s)− Y ω2(sδ)|2

+ (γ + α̌)
√
δEP1 |Y ω2(sδ)|2 + (γ + βΛω2(sδ))

∫ 0

−τ

EP1|Y ω2
sδ

(θ)|2v(dθ)

+
√
δEP1|b(Y ω2

sδ
,Λω2(sδ))|2

}
ds

≤ |ξ(0)|2 +
∫ t

0

e−
∫ s
0
(γ+αΛω2 (rδ)

)dr
{
c+ ρ

√
δ EP1 |Y ω2(sδ)|2

}
ds+Ψω2

0 (t),

(5.19)

where ρ := 4(1 + γ + ǎ)(L0 + L) and

Ψω2
0 (t) :=

∫ t

0

(ρ
√
δ + βΛω2 (sδ))e

−
∫ s
0
(γ+αΛω2 (rδ)

)dr

∫ 0

−τ

EP1 |Y ω2
sδ

(θ)|2v(dθ)ds.

Following the argument to deduce (5.10), we find that

(5.20) Ψω2
0 (t) ≤ c ‖ξ‖2∞ +

∫ t

0

Θω2
ρ (s)e−

∫ s
0 (γ+αΛω2 (rδ)

)dr
EP1|Y ω2(sδ)|2ds,

where Θω2
ρ > 0 is defined as in (5.11). Substituting (5.20) into (5.19) leads to

e−
∫ t
0 (γ+αΛω2 (sδ)

)ds
EP1 |Y ω2(t)|2

≤ c ‖ξ‖2∞ +

∫ t

0

e−
∫ s
0
(γ+αΛω2 (rδ)

)dr
{
c+ (ρ

√
δ +Θω2

ρ (s))EP1 |Y ω2(sδ)|2
}
ds.

This, applying the Gronwall inequality and utilizing (5.12) with Υω2 being replaced by Y ω2

enables us to obtain that

Πω2(t) ≤ c ‖ξ‖2∞ + c

∫ t

0

e−
∫ s
0 (γ+αΛω2 (rδ)

)drds+ e−âδ

∫ t

0

{
c ‖ξ‖2∞ + c

∫ s

0

e−
∫ u
0 (γ+αΛω2 (rδ)

)drdu
}

× (ρ
√
δ +Θω2(s))e

∫ t
s e−âδ(ρ

√
δ+Θω2 (r))drds.
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Subsequently, the desired assertion follows from Fubini’s theorem and Lemma 4.1 and by
taking γ, δ ∈ (0, 1) sufficiently small.

So far, the proof of Theorem 1.5 can be available.

Proof. With the help of Lemmas 5.1-5.3, we can finish the proof by following the argument
of Theorem 1.1.
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[25] Reiß, M., Riedle, M., van Gaans, O., Delay differential equations driven by Lévy processes:
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