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PATH TRANSFORMATIONS FOR LOCAL TIMES OF
ONE-DIMENSIONAL DIFFUSIONS

UMUT CETIN

ABSTRACT. Let X be a regular one-dimensional transient diffusion and LY be its local time
at y. The stochastic differential equation (SDE) whose solution corresponds to the process
X conditioned on [LY, = a] for a given a > 0 is constructed and a new path decomposition
result for transient diffusions is given. In the course of the construction Bessel-type motions
as well as their SDE representations are studied. Moreover, the Engelbert-Schmidt theory for
the weak solutions of one dimensional SDEs is extended to the case when the initial condition
is an entrance boundary for the diffusion. This extension was necessary for the construction
of the Bessel-type motion which played an essential part in the SDE representation of X
conditioned on [LY, = a).

1. INTRODUCTION

Conditioning a given Markov process X is a well-studied subject which has become syn-
onymous with the term h-transform. If one wants to condition the paths of X to stay in a
certain set, the classical recipe consists of finding an appropriate excessive function h, defin-
ing the transition probabilities of the conditioned process via h, and constructing on the
canonical space a Markov process X’ with these new transition probabilities using standard
techniques. This procedure is called an h-transform and its origins go back to Doob and his
study of boundary limits of Brownian motion [7, 8]. If & is a minimal excessive function with
a pole at y (see Section 11.4 of [6] for definitions), then X" is the process X conditioned
to converge to y and killed at its last exit from y. We refer the reader to Chapter 11 of [6]
for an in-depth analysis of h-transforms and their connections with time reversal and last
passage times.

If X is a regular transient diffusion taking values in some subset of R, h := u(-,y) is a
minimal excessive function for every y in its state space, where u is the potential density of
X. Moreover, y is the unique pole of this excessive function. Thus, the preceding discussion
suggests that this h-transform conditions X to converge to y and kills it at its last exit from
y. For a thorough discussion of h-transforms for one-dimensional diffusions and the proofs
of certain results that are considered to be folklore in the literature we refer the reader to a
recent manuscript by Evans and Hening [10]. The recent works of Perkowski and Ruf [21]
and Hening [12] also consider specific cases of conditioning for one-dimensional diffusions.

In this paper we are interested in conditioning a one-dimensional regular transient diffusion
on the value of its local time at its lifetime. We assume that the diffusion cannot be killed
in the interior of its state space. It is well-known that (X, LY) is a two-dimensional Markov
process, where LY is the local time of X at level y. If we would like to apply an h-transform
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2 UMUT CETIN

to achieve our conditioning, we need to find a minimal excessive function of the pair (X, LY)
with a suitable pole so that the local time of the X" equals a given number, say, a > 0 at its
lifetime. The problem with this approach is that it requires the knowledge of the potential
density of the Markov pair (X, L¥), which is in general not easily obtained or characterised.
Moreover, it will require a killing procedure.

We shall follow a different approach and construct the conditioned process as a weak
solution to a stochastic differential equation (SDE) with a suitably chosen drift and an
additional randomisation, which in essence is what deviates our approach from that of an
h-transform. Moreover, there will not be any killing involved. On our way to constructing
this SDE we will obtain the following contributions that are of significant interest in their
own right:

o An extension of the Engelbert-Schmidt theory for the weak solutions of one-dimensional
SDEs. The Engelbert-Schmidt theory constructs the weak solutions of one-dimensional
SDEs as a time and scale change of a Browanian motion. This construction fails if the
initial condition is an entrance boundary. We extend the theory when the initial con-
dition is an entrance boundary by a time and scale transformation of a 3-dimensional
Bessel process.

e SDFE representation for Bessel-type motions. We obtain the SDE representation for
the excursions of X away from a point conditioned to last forever.

o A new path-decomposition result for transient diffusions. We will show that we can
obtain the transient diffusion by suitably pasting together a recurrent transformation,
which is introduced in [4], and a Bessel-type motion. As such, this will give an
alternative way of simulating one-dimensional diffusions.

Returning back to our main point of interest, that is, constructing an SDE whose solution
coincides in law with X conditioned on LY , we shall next see in brief how the above con-
tributions play a role in this construction. Since we are interested in obtaining an SDE for
the conditioned process this obviously necessitates the original process, X, being a solution
of an SDE. In Section 2 we impose the standard Engelbert-Schmidt conditions in order to
ensure that X itself is the unique weak solution of an SDE upto a, possibly finite, exit time
from its state space. Our aim is to construct an SDE — for which weak uniqueness holds —
such that the law of its solutions coincides with the law of X conditioned on the null set
[LY, = a]. As such, there will be no killing involved in the interior of the state space in our
conditioning.

At the end of Section 2 we give a recipe for constructing the SDE with the above property
and a brief warning about pitfalls that one may encounter depending on the limiting values
of X. However, difficulties aside, the desired conditioning should be done in two steps: In
Step 1 we have to choose a suitable drift that makes sure that the solution keeps hitting
y until the local time process equals a. As soon as this is achieved, in Step 2, we have to
choose a new drift that prevents the solutions hitting y again and, thus, keeping the local
time process constant at a.

Since we want to make sure that LY = a with probability one for the conditioned process,
it is necessary that we have to choose a drift term in Step 1 to transform X into a recurrent
process. Indeed, if the solution of the SDE considered in Step 1 is transient, there is a
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non-zero probability for its solution to drift away to the cemetery state before its local time
process hits a. To this end we use the concept of a recurrent transformation that is developed
in [4]. A particular example of a recurrent transformation that is borrowed from [4] will give
us the drift that achieves the Step 1 of our conditioning procedure.

Section 4 prepares the drift terms that one would use in Step 2 of the conditioning proce-
dure. Since the solution of the SDE at the end of Step 1 equals y, and the new drift should
be chosen in a way to keep the conditioned process away from y, the drift term that must
be employed in the second step of our construction leads to solutions that are linked to the
excursions of X away from y. Indeed, if y = 0 and X is a Brownian motion killed at 0, the
SDE that we obtain in Step 2 is the SDE associated to the 3-dimensional Bessel process. In
Section 4 we give the SDE characterisations of these Bessel-type motions — a term adapted
from McKean in his study of excursions of diffusions [18] — and prove a time reversal result
akin to those that can be found in the seminal paper of Williams [26] using a theorem due
to Nagasawa [20].

After all these preparations and the other related results of independent interest, the SDE
that is associated to the desired conditioning is constructed in Section 5. Weak uniqueness
of its solutions is proven in Theorem 5.1 and Corollary 5.2 establishes that the law of its
solutions possesses the desired bridge property using an enlargement of filtration technique.
Corollary 5.2 also paves the way for a new path decomposition result for transient diffusions.
Theorem 5.2 is reminiscent of Williams’ path decomposition for the Brownian motion killed
at 0 and constructs the original process, X, by pasting together a recurrent transformation
and a time-reversed Bessel-type motion.

Another contribution of this paper is to the solutions of one dimensional time-homogeneous
SDEs. In Step 2 we construct an SDE for a one-dimensional diffusion, where the initial
condition is an entrance boundary!. The existence and uniqueness of solutions to such
SDEs do not follow from the Engelbert-Schmidt theory, which constructs the solution from
a time-change applied to a Brownian motion. As explained in Section 2, the reason for
the non-applicability of the available theory is due to the scale functions being infinite at
entrance boundaries forcing one to start the Brownian motion at 4oco if one wants to use
the method of Engelbert and Schmidt. Theorem 2.1 extends the Engelbert-Schmidt theory
to the case when the initial condition is an entrance boundary. The proof uses similar tools
employed in the proof of the classical result of Engelbert and Schmidt without the entrance
boundary. However, we construct the weak solution as a time-changed Bessel process as
opposed to a time-changed Brownian motion.

Apart from the contributions listed above another motivation of this work stems from the
studies of financial equilibrium under asymmetric information in the setting of Kyle [16] and
Back [1]. Consider a financial asset that is traded in a market that consists of an insider who
knows the value of the asset, market makers and uninformed traders. Suppose that the asset
is an annuity that pays r(X;)dt over the time interval [¢,¢ + dt), where 7 is an increasing
nonnegative function and X is a state variable depending on the total demand of the asset.
As in [5] and [2] let us also suppose that trading comes to an end at an exponential time with
parameter cv. Then the equilibrium considerations as in [5] imply that the optimal strategy

n the terminology of Ito-McKean this corresponds to an entrance-not-exit boundary.
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of the insider is given by the drift of a particular transient one-dimensional diffusion Y'n
conditioned on the event {exp(f;* r(Y;)dt) = V}, where V is a random variable only known
by the insider.

Note that fooo r(Y;)dt is a perfect continuous additive functional (PCAF) of Y. Thus,
understanding the behaviour of diffusions conditioned on the terminal value of a continuous
additive functional will be quite useful for the aforementioned models of financial equilibrium.
The present paper is the first step in this direction given that every PCAF A of a one-
dimensional diffusion can be written as

A, = / L aldy),
l

where LV is the local time at level y and pu4 is the so-called Revuz measure (see, .e.g., Exercise
75.12 in [24]). Although the analogous study of conditioning with general PCAF is not going
to be a trivial consequence of the present paper, it will illustrate the approach that must be
taken. We leave this issue for future research.

The recurrent process in Step 1 of our conditioning is closely related the bang-bang pro-
cess constructed in Section 5.3 of Evans and Henning [10]. Therein the authors follow the
construction of a resurrected process from Fitzsimmons [11], which is in fact repeated (un-
boundedly many) applications of an h-transform using the function wu(-,y): construct the
h-transformed path until the last hitting time of y and then, instead of killing the paths,
start a new h-transform from point y. The resulting process will have the same distribution
as the solution of (3.13) in Step 1 of our construction. We follow a different approach and use
the construction proposed in [4], which has a natural interpretation as a locally absolutely
continuous Girsanov change of measure. One advantage of this approach is that it directly
gives an explicit relationship between the laws of the original process and its recurrent trans-
form (see 3.14 and 3.15), which was useful in proving Theorem 5.1 — one of the main results
of this paper.

Moreover, the construction of the recurrent process using the SDE in (3.13) is more easily
implementable in practice. Namely, one can apply a simple Euler scheme using only the
knowledge of the drift and diffusion coefficients of the original process. On the other hand,
the bang-bang process of Evans and Hening does not admit an easy ‘adapted’ construction.
Indeed, one needs to first construct the entire trajectory of the h-transform over the infinite
time interval (0,00) to find its last hitting time of y, which is not a stopping time. The
construction over the infinite time interval will be needed even if one is only interested in
the behaviour of the bang-bang process on, say, [0,t] as one cannot know for sure whether
the last hitting time of y is before ¢ or not. Furthermore, this procedure has to be repeated
possibly infinitely many times. However, leaving the practical difficulties aside, if one is
solely interested in an abstract construction of the particular recurrent process of (3.13), one
can alternatively use the bang-bang process of Evans and Hening.

A final but rather obvious remark on the type of conditioning considered here is that the
same ideas, after minor modifications, can be used to condition X so that its local time at
a given point stays below a fixed level at all times. The resulting diffusion will be clearly
transient and can be considered as a specific case of the problem of the weak convergence
of measures (Pf)¢>o, where PF := P*(-|L¥ < f(s),s < t) and f is a given function. This
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problem is studied in detail when X is a Brownian motion by Kolb and Savov [15]. It will
be interesting to see whether the approach developed herein can provide insights for this
problem in case of general one-dimensional diffusions.

The outline of the paper is as follows. Section 2 reviews some background material on
one-dimensional diffusions that will be used often in the paper and gives a recipe for the
construction of the SDE to achieve our desired conditioning. Section 3 finds the drift that
will be necessary to complete Step 1. The drift term that will be used in the second step
of our construction is discussed in Section 4 along with its connection to the excursions of
X. Our main results on the SDE representation of X conditioned on its local time at its
lifetime and a new path decomposition result for transient diffusions are contained in Section
5. Finally, Section 6 illustrates the findings via some specific examples.

2. PRELIMINARIES AND A RECIPE FOR THE CONDITIONING

Let X be a regular transient diffusion on (I, r), where —oco <[ < 1 < 0o. Such a diffusion
is uniquely characterised by its scale function, s, and speed measure, m, defined on the Borel
subsets of the open interval (I,7). We assume that if any of the boundaries are reached in
finite time, the process is killed and sent to the cemetery state, A. This is the only instance
when the process can be killed, we do not allow killing inside (I,7). Consistent with the
term ‘killing” A is assumed to be an absorbing state. The set of points that can be reached
in finite time starting from the interior of (I,7) and the entrance boundaries will be denoted
by I. That is, I is the union of (I,r) with the regular, exit or entrance boundaries. The
law induced on C'(Ry, I), the space of [-valued continuous functions on [0,00), by X with
Xo = x will be denoted by P* as usual, while { will correspond to its lifetime. In what
follows we will often replace ¢ with co when dealing with the limit values of the processes as
long as no confusion arises. The filtration (F;);>o will correspond to the universal completion
of the natural filtration of X, and therefore is right continuous. Recall that in terms of the
first hitting times, 7, := inf{t > 0 : X; = y} for y € (I,r), the regularity amounts to
P*(T, < c0) > 0 whenever z and y belongs to the open interval (/,r). This assumption
entails in particular that s is strictly increasing and continuous (see Proposition VII.3.2 in
123]), on (I,7), and 0 < m((a,z) < oo for all I < a < z < r (see Theorem VII3.6 and the
preceding discussion in [23]).

The hypothesis that X is transient implies that at least one of s(I) and s(r) must be finite.
Since s is unique only upto an affine transformation, we will assume without loss of generality
that s(I) = 0 and s(r) = 1 whenever they are finite. In view of our foregoing assumptions
one can easily deduce that X._ € {l,r}. We refer the reader to [3] for a summary of results
and references on one-dimensional diffusions. The definitive treatment of such diffusions is,
of course, contained in [13].

As we are interested in the path transformations of local times via SDEs, we further impose
the so-called Engelbert-Schmidt conditions to ensure that X can be considered as a solution
of an SDE. That is, we shall assume the existence of measurable functions o : (I,7) — R and
b: (l,r) — R such that

T+e 1 b
o(z) > 0 and Je > 0 s.t. / Mdy < oo for any x € (I, 7). (2.1)

o—e  OXY)
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Under this assumption (see [9] or Theorem 5.5.15 in [14]) there exists a unique weak solution
(upto the exit time from the interval (I,r)) to the SDE

t t
X;=z+ / o(X,)dBs +/ b(X;)ds, t <,
0 0

where ( = inf{t > 0: X, € {l,r}} and | < z < r. Moreover, the condition (2.1) further
implies one can take

s(x) = /x exp (—2/: :2(22) du) dz and m(dx) = mdaﬁ, for some (c,C) € (I,7)*.

c

(2.2)
The Engelbert-Schmidt conditions ensure the existence and uniqueness of weak solutions
to above SDE starting from = € (I,r). However, it should be noted that the results of
Engelbert and Schmidt do not apply if the starting point is an entrance boundary since
the scale function is not finite at such an endpoint. The following theorem, whose proof
is delegated to the Appendix, extends this theory when z is an entrance boundary for a
transient diffusion. A quick glance at the proof reveals that the solution is obtained as a
time and scale change of a 3-dimensional Bessel process starting from its entrance boundary
as opposed to the standard Engelbert-Schmidt theory that constructs the solution as a time

and scale change of a Brownian motion.

Theorem 2.1. Suppose that X is a reqular transient diffusion on (I,1) such that its scale
function and speed measure are defined by (2.2), where o : (I,r) — R and b: (I,r) — R are
measurable functions satisfiying (2.1). Assume further that X has an entrance boundary.
Then there exists a unique weak solution to

X,=x+ /tU(Xs)alBS + /tb(XS)ds, t <, (2.3)
0 0

where ¢ = inf{t > 0: X,_ € {l,r}} and z is the entrance boundary?.
We summarise the assumptions on X in the following

Assumption 2.1. X is a reqular transient diffusion on (I,1), where —oo <[ < r < 00, with
no killing inside (I,r). Moreover, whenever X is an entrance boundary or belongs to (I,r),
X s the unique weak solution to

t t
Xt:X0+/ a(Xs)st+/ b(X,)ds,  t<C, (2.4)
0 0

where ¢ = inf{t > 0: X;_ € {l,r}}, and o : (I,r) = R and b : (I,r) — R are measurable
functions satisfying (2.1). Its scale function is chosen so that s(I) = 0 and s(r) = 1 whenever
they are finite.

We will denote by (Ly)zeq,r) the family of diffusion local times associated to X. Recall
that the occupation times formula for the diffusion local time is given by

[ s = [ s iiman)

2The fact that X is transient implies there exists at most one entrance boundary.
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From above one can easily deduce the relationship a.s..
2

where L” is the semimartingale local time of X at x defined by

[ et = [ i

Remark 1. It is clear from the above relationship that the diffusion local time is not invariant
under absolutely continuous changes of measures, which change the scale function. This
distinction will be important in the sequel when we consider absolutely continuous changes
of measure to obtain the SDEs that achieve the conditioning we are after. Note that the
semimartingale local time can be defined as a limit involving the quadratic variation of X
(see Corollary VI.1.9 in [23]), which remains intact after an absolutely continuous measure
change.

Any regular transient diffusion on (I,r) has a finite potential density u : (I,7)? — R,
where R, := [0, 00), with respect to its speed measure (see p.20 of [3]). That is, for any
bounded and continuous function, f, vanishing at accessible boundaries

Uﬂw:ﬁwﬁvmmwzlﬂwmmwm@»

In the case of one-dimensional transient diffusions that we consider herein the distribution
of LY, is known explicitly in terms of the potential density (see p.21 of [3]). In particular,

PY(IY > t) = P (igo > M) — exp ( )t > . (2.5)

2 2u(y, y)
Therefore, for an arbitrary starting point, z, in ({,r) and any Borel subset, F, of R, we have

B 11 YUK [ S I
P € BIF) = Vet - oK) + T [ 1 e ( QW”>2i§

where
1/1(5573/) = Px(Ty < 00)7
in view of the strong Markov property of X.
It will also prove useful in the sequel to consider the inverse local time:

¢ =inf{t > 0: L} > a}.
(T¥)a>0 is right continuous and, moreover,

70 =inf{t >0: L} >a}.

Clearly, the interval [7)_, 7¢] corresponds to an interval of constancy for LY or, equivalently,
an excursion of X from the point y.

When only one of s(I) and s(r) is finite, the terminal value of X equals either [ or r, in
which case X, and LY, are trivially independent no matter where the diffusion has started.

If both s(I) and s(r) are finite, the situation is more delicate. The following result that
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illustrates this must be well-known. We nevertheless provide a proof for the convenience of
the reader.

Proposition 2.1. Suppose that X is a regular transient diffusion on (I,r) with s(I) =0 =
1 —s(r). Then, Xo and LY, are independent under P* if and only if v = y.

Proof. Observe that the independence of X, and L% is equivalent to the independence of
X and LY. Suppose that x <y and observe from (2.6) that

PP(IY. > 1) = P*(T, < oc) exp (—u(; y)) .

Next, consider the hA-transform of X using s as the h-function to obtain a diffusion with
transition function

s(z
Pi(o.de) = S Rla.dy)
where P, is the original transition function of X. The resulting process corresponds to the
conditioning of X so that X,, = r and it is a regular diffusion on (/,r) with the speed
measure, m®, and the potential density® u* given by (see Paragraph 31 in Chap. II of [3])

u(z, z)
s(x)s(z)

Denoting the law of the h-transform with P** when it starts at x, we have, in particular,

Por(LY, > t) = P*(LY, > t| X =17).

m*(dz) = s*(2)m(dz) u(z, z) =

Notice that, since the speed measure has changed, the diffusion local time of the h-transform
is no longer represented by LY. Let L®* denote the diffusion local time with respect to m?*
at level x. In view of the occupation times formula and the fact that P** ~ P* on JF; one
has

/l ' f(a) Lm{de) = /0 tf(Xs)dSZ /l K@) B s (@)m(ds),  Po-as,

which yields P**-a.s. sf—é) = Ef Y for all t and y due to the joint continuity of diffusion local

times. Since Lj increases to LY, under P* as t — oo, so it does under P** since P** < P*.

St - Y N
Moreover, LY increases to L2Y under P*® as t — oo, too. Therefore, Sé(y) = LY, P*%-a.s.
and

= ~ t t t
P*(LY, > t| X =1) = P (Li’oy > ) = exp (——) = exp (— ) ,
( | ) s*(y) s*u(y,y) u(y,y)

since P**(T, < co) =1 due to the conditioning. Thus,
PE(LY, > t|Xo = 1) = PE(LY, > 1)

if and only if x = y. The case > y is handled similarly by conditioning on [X., =[] using
the h-function 1 — s. O

h

3Note that this is the density with respect to the new speed measure m
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Note that if s({) =0 =1— s(r), then P*(X,, =r) = s(r) and

w »

P(x,y) = { A u(r,y) = s(x)(1 - s(y), = <y. (2.7)
1=s(y)’ y <.

On the other hand, if s(I) = 0 and s(r) = oo, then X; — [, P"-a.s. for any « € (I,r), which
in turn implies

Yy = x;

s ={ O u(zy) = s(z), 7 <y 23)

1, y<u.

Similarly, if s(I) = —oo and s(r) = 1, then X; — r, P*-a.s. for any = € (I, r), and

u(z,y) =1-s(y), z <y (2.9)

Loy=a
b(a,y) = { 1=s(@)

1-s(y)’

For later purposes we also define
p(y) == PY( X =71). (2.10)

We are interested in conditioning X so that LY = a for some given a > 0. As any such
conditioning will make sure that X first hits y, we will assume Xy = y to ease the exposition.
Formally, the construction of the conditioned process should be achieved in two steps: 1)
make sure that X keeps hitting y before LY reaches a and 2) as soon as LY becomes a never
let X hit y again.

In order to achieve the first step we need to change the behaviour of X in such a way
that the process is recurrent. Indeed, if X is still transient after some transformation, there
will be a positive probably that it will drift towards one of its endpoints before LY becomes
a. Section 3 uses a particular recurrent transformation to complete the first step of our
conditioning.

The second step in our recipe is to prevent X from hitting y after 77_. Since X =y,

J_ < o0], this means that we need to keep X above or below y after 77_. Recall

that we are not merely interested in creating a process with the property that LY = a,
but a conditioned version of X whose law coincides with the regular conditional probability
PY(-|LY, = a). This necessitates, in particular, that the conditioned process should also
have the same set of possible values for its limiting value. If s(I) = 0 and s(r) = oo (resp.
s(l) = —oo and s(r) = 1), our task is relatively simple: keep X below (resp. above) y at all
times after 77_.

On the other hand, if s(I) = 0 = 1 — s(r), the original process could drift towards r as
well as [. As we are only conditioning on LY, and not on X, we will have to appropriately
randomise the coefficients of the SDE for the bridge process to allow our solution have [ and
r as possible limit points. In Section 4 we study the Bessel-type SDEs with appropriate drifts
that will allow us to complete the second step, discuss its connection with the excursions
of X, and present a time reversal connection. Finally, the SDE that achieves our desired
conditioning with randomised drifts is constructed in Section 5.

on [t
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3. A RECURRENT TRANSFORMATIONS AND STEP 1

The first step towards our desired conditioning requires us transform X into a recurrent
diffusion. To do so we shall resort to a recurrent transform as developed in [4]. In order to
recall the concept suppose that h is a non-negative C%-function and M an adapted continuous
process of finite variation so that h(X)M is a non-negative local martingale. Thus, by
stopping at its localising sequence and using Girsanov’s theorem we arrive at a weak solution,
up to a stopping time, of the following equation for any given = € (I, r) taking values in (I, 7):

t t / X
X, ==x +/ o(Xs)dBs +/ b(Xs) + JQ(XS)h (X,) ds. (3.11)
0 0 h(Xs)
We can associate to this SDE the scale function

ro(z) = /Cx ;;((‘?)dy, ze(l,r) (3.12)

provided that the integral is finite for all € (I,r), which, in particular, requires » > 0 on
({,7). This will allow us to deduce the existence of a solution to (3.11) until the first exit
time from (I, 7). If, in addition, —rs(I+) = rs(r—) = oo, the solution will be recurrent and
never exit (I,r) (see Proposition 5.5.22 in [14]).

Remark 2. It has to be noted that the notion of recurrence that we consider for one-
dimensional diffusions excludes some recurrent solutions of one-dimensional SDEs with time-
homogeneous coefficients since we kill our diffusion as soon as it reaches a boundary point. A
notable example is a squared Bessel process with dimension 6 < 2, which solves the following

SDE: .
Xi=z+ 2/ vV XsdBs + ot.
0

The above SDE has a global strong solution, i.e. solution for allt > 0, which is recurrent (see
Section XI.1 of [23]). However, the point 0 is reached a.s. and is instantaneously reflecting
by Proposition X1.1.5 in [23]. As such, it violates our assumption of a diffusion being killed
at a regqular boundary. According to this assumption, a squared Bessel process of dimension
0 <0 < 2 is killed as soon as it reaches 0 and, thus, is a transient diffusion.

The following definition is borrowed from [4]:

Definition 3.1. Let X be a reqular transient diffusion satisfying Assumption 2.1 and h :
(I,7) — (0,00) be a continuous function such that the limits h(l+) := lim,; h(z) and
h(r—) = lim,_,, h(x) exists. Then, (h, M) is said to be a recurrent transform (of X ) if the
following are satisfied:

(1) M is an adapted process of finite variation.

(2) h(X)M is a nonnegative local martingale.

(3) The function rs from (3.12) is finite for all x € (I,r) with —rs(l4+) = rs(r—) = co.

(4) There exists a unique weak solution to (3.11) fort >0 for any x € (I,r).

The following proposition, which will let us achieve the first step of our desired condition-
ing, is proved in [4]. However, we reproduce the statement and its proof for the convenience
of the reader.
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Proposition 3.1. Let y € (I,r) be fized as in the previous section and consider the pair
(h, M) defined by

hz) :=u(x,y), x € (I,r), and M; = exp (%) :

Then, the following hold:
(1) There exists a unique weak solution to
Uz (X, )

X, =z+ /Ot o(X,)dB; + /Ot {b<Xs) + o (X0) u(Xs,y)

for any x € (l,r), where u, denotes the first partial left derivative of u(x,y) with
respect to x.

(2) (h, M) is a recurrent transform for X.

(3) Moreover, If R™® denotes the law of the solution, then, for all a > 0, we have
R (LY. > a) = R (1Y_ < 00) =1 and

)

}ds, t>0, (3.13)

1w <. (3.14)

a

dPx |]:Tg— B u(ac,y)

In general if T is a stopping time such that R (T < oo) = 1, then for any F € Fr
the following identity holds:

P*((>T,F) =u(z,y)E"" {“W exp (—%L%)] , (3.15)

where E" is the expectation operator with respect to the probability measure R,

Proof. (1) It follows from (2.7)-(2.9) that = +— u(x,y) is stricly positive,absolutely contin-
uous and its left derivative is of finite variation. In fact, for each y € (I,7) x — u(z,y)
is differentiable at all z # y. This implies that the Engelbert-Schmidt conditions are
satisfied for the SDE in (3.13). To see this recall that ¢ and b satisfy (2.1) by as-
sumption. Thus, one only needs to check, for any = € (I,7), there exists an ¢ > 0

such that
/‘TJF6 Mdz < 00. (3.16)
ome  u(z,2)

—€

Indeed, if = < y, u.(x,y) > 0 and for any € > 0 such that x + ¢ < y, one has

/HE [ualz )l ;. /HE Us(2,Y) 5 _ log ulztey) _

—e ulz,2) —e uf,2) u(r —¢,y)
Similarly, one can show that (3.16) is satisfied for some ¢ > 0 when x > y since u(+, y)

is decreasing on (y,r). Moreover,
/W a2, )l . oy 009, W Y)
Y U(iL’,Z) U(y - Say) U(?J"’&y)

Thus, there exists a unique weak solution to (3.13) by Theorem 5.5.15 in [14] upto
the exit time from the interval (I,7).

< 0.
—e
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We shall next show that solutions of (3.13) never hit [ or r in finite time, implying
in particular their recurrent behaviour. This will follow if the scale function of (3.13)
is unbounded near [ and 7.

To this end consider the function

i) = [

and suppose, first, that s(l) =1 — s(r) = 0. Then, for z < y,

B 1 7 5(2) L 1 1
)= T ), EO S T ()

which in particular shows that lim,_,; 7s(z) = —oo. Similarly, for z > y,

R S G B LN
)= i [ e = g (e o)

and, thus, s,(co) = oo. The other cases are handled the same way to show —r4(l) =
rs(r) = 00.

It follows from a simple application of Ito-Tanaka formula that A(X)M is a nonneg-
ative local martingale. Thus, computations of the previous part yields (h, M) is a
recurrent transformation.

First note that if F € Fr for some (F;)-stopping time, T', such that h(XT)M7 is a
uniformly integrable PY-martingale,

RM(F) = %E (1 ph(Xp) My] . (3.17)

Y

Since h(X )M~ is a bounded martingale, it follows from (3.17) that

R (1Y - 1 EY |1 X Sl(y)ng_
(Ta, < C) u(x, y) [‘rf{_<§]u( Tg_’y) eXp m
uw(y,y) as'(y) p (Y
— u(a:,y) exp (m) (Ta_ < C)»

where the last equality is due to the fact that X;v =y and LY, =a on [r;_ < (]
by the continuity of X and of LY. On the other hand,

P < Q) = PH(L 2 @) = (o) oxp (5 )

in view of (2.6). Since ¥ (z,y) = “=9 and, R (¢ = 00) = 1, we deduce RM (7Y <

u(y,y) a

) = RM(LY, > a) = 1. Applying (3.17) once more yields the desired absolute
continuity on Frv .
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To show the remaining assertion let 7' be R™*-a.s. finite stopping time. Then,

EM [1F1[Lg§a}mexp ( 25;5{)3/>LT>:|
= E* {1F1[L;ga]mexp( 2u((y,)y)L ) Ei ;exp (%) 1[73«;&
s () et () e

b [1 1011 ]

- E°

where the first equality is a consequence of the above absolute continuity relationship,

the second equality is due to the fact that X;v =y on [7Y_ < (], and the last line

follows from h(X Tg*)M Ta- being a bounded P*-martingale as observed above,

Next note that L% < oo, R™®-a.s. since R"(T < 00) = 1, and t — L} is R"*-as.
continuous on (0,00). Moreover, P*(Lz < oo) = 1 as well since L. < L{ < oo, P?-
a.s. for X is a transient diffusion under P*. Therefore, letting a — oo the claim
follows from the monotone convergence theorem.

0

Proposition 3.1 tells us what to do in our first step: We run the (h, M)-recurrent trans-
formation given in the proposition until 7;/_, which is finite with probability 1. That is,

t/\Tét t/\ﬁ;ﬁ u (X y)
Xipu :y+/ aXsst+/ {bXs+a2XsL}ds.
tAT, _ 0 ( ) 0 ( ) ( ) U(Xs7y)

Recall that [77_ < oo] = [LY, > a]. Thus, the above makes sure that the conditioned process
will have its local time at y being at least equal to a in the limit. It now remains to make
sure that the process never visits y after 77

4. BESSEL-TYPE MOTIONS AND STEP 2

Recall that the second step of our recipe is to keep X away from y after 77_. As one can
guess this can be achieved by conditioning X to never hit y using an h-transform. The next
proposition make this idea rigorous and gives us the candidate drifts that ensure X has the
prescribed limit while avoiding y at the same time.

Proposition 4.1. Let X be a reqular diffusion satisfying Assumption 2.1.

(1) Suppose s(l) = 0. There exists a reqular diffusion on (l,y) with the scale function s
and the speed measure, m;, defined by

si@) = ——~———,  m(dz) = (s(y) — s(x))*m(dz).



14 UMUT CETIN

y is an entrance boundary for this diffusion, which is also the unique weak solution

to
t t s’(RS)GZ(RS)}
R = +/0 o(R.)dB, +/0 {b(Rs) e CONNET D
where x € (I,y] and ¢ = inf{t > 0: R, = 1}. Moreover, lim;_,o, Ry = I, Q*’-a.s
where Q%0 is the law of the weak solution to the SDE above.
(2) Suppose s(r) = 1. There exists a regqular diffusion on (y,r) with the scale function s,
and the speed measure, m,., defined by

1 2
sp(z) = ) =) m,(dx) := (s(y) — s(z))*m(dx).

y is an entrance boundary for this diffusion, which is also the unique weak solution

to
t t SI(R )0'2(R )
R::L'Jr/o—deBer/{bRer#}ds, t <, 4.19
B A A K (419)
where x € [y,r) and ¢ = inf{t > 0: R, = r}. Moreover, lim; .o, R; = r, Q®'-a.s
where Q%1 is the law of the weak solution to the SDE above.

Proof. We will only prove the proposition in case (1), the proof of the second part follows
identical steps.

Clearly, s; is strictly increasing and continuous since s’ > 0 on ([, y). Moreover, it can be
directly checked that 0 < my((a,z)) < oo for | < a < z < y using the analogous property
for m and the fact that s is strictly increasing. Thus, we can associate a regular diffusion to
(s1,my). To see that y is an entrance boundary, observe that for [ < z < y

/ (@) — 1(2)) (s(y) — 5(a))*m(da) < oo

Indeed, since s;(y—) = oo,

b 8@ =8E) _Lo Ggwar

o= (s(y) = s(a) 2~ 2w $(a)(s(y) = s(@))
implying the finiteness of the above integral near y due to the fact that y belongs to the
interior of the state space of the regular diffusion with scale s and speed m. Finiteness of
the integral near z follows from the boundedness of s; and s on the compact subsets of (I, y)
and the finiteness of m in the interior of (I,7).

In order to conclude y is an entrance boundary, we also need to verify that

[ mitte gt = o

(s(
The above integral diverges since m;((z,y)) > 0, and
s

v
/z/ (5(0) — s =

for any 2’ such that z < 2/ < y.
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In order to show the weak existence and uniqueness of solutions to (4.18) with z € (I, y),
we will again make use of the Engelbert-Schmidt criteria analogous to (2.1). Observe that

in view of our assumption on ¢ and b, all that we need to check is the local integrability of

s(y)—s"
Indeed, for any (x,z) such that | <z < 2z <y

/Z&du:bgw < o
+ 5(y) — s(u) s(y) — s(x)

The existence and uniqueness of a weak solution when the starting point is y, i.e. the
entrance boundary, follows from Theorem 2.1.

Finally, the limit as t — oo follows from the fact that s;,(I) < oo while s;(y) = oo (see
Proposition 5.5.22 in [14]). O

We will next prove a result which shows that the processes obtained above can be consid-
ered as analogues of 3-dimensional Bessel process, which is the killed Brownian motion on
(0, 00) conditioned to converge to co. As such, they define the entrance laws for the excur-
sions of the original process, X, away from y as shown by Pitman and Yor (see Section 3 of
[22]) and can be considered as an excursion of X away from y conditioned to last forever.
Moreover, a time reversal relationship exists between the solutions of (4.18) and those of
(2.4) stopped at y akin to the one between the 3-dimensional Bessel process and the killed
Brownian motion established by Williams [26]. This relationship will be proved by a time
reversal result of Nagasawa [20]. The following version of this result is taken from Sharpe
25].

Theorem 4.1 (Nagasawa [20]). Let X and X be standard Markov processes in duality on
their common state space with respect to a o-finite measure, £. Let u(x,y) denote the potential
kernel density with respect to & so that for any positive and measurable f

B [ it = [ule,2)f()eld),
0
Let G be a co-optional time and define

5 X-ty-, on |G < ool if0<t <G
ETA, otherwise.

Fiz an initial law X and let v(z) = [wu(z,2)A\(dz). Then, under P*, the process X is a

homogeneous Markov process with transition semigroup, (]5t) defined by

- P fu(z) : .
Bf(z) = { e 0< v(x) < oo

0, otherwise.

Now, we can state and prove the results announced in the paragraph preceding the above
theorem.

Proposition 4.2. Let X be a regular diffusion satisfiying Assumption 2.1, y € (I,r), and
denote by X° (resp. X') the killed diffusion process on (I,y) (resp. (y,r)) with the scale
function s and the speed measure m.*

4These are simply the solutions of (2.4) killed when they reach y or one of [ and r
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(1) Suppose s(I) = 0 (resp. (s(r) = 1). Then, for any bounded and measurable f and
TFY

Qi f(x) =

P (s(y) — s)(x) P f(s— S(y))($)>

s(y) — s(x) s(x) —sy) /)~
where (QY)i>o0 (resp. (Q})i>0) is the semigroup associated to the solutions of (4.18)
(resp. (4.19)) while (PP)i>o (resp.(P})io0) is the transition semigroup of X° (resp.
X1).

(2) Let R be the solution of (4.18) (resp. (4.19)) with x = y. Pick a z € (l,y) (resp.
z € (y,r)) and define the last passage time

G, :=sup{t: R, = z}.

Next, let Y be the diffusion on (I,y) (resp. (y,7)) obtained by conditioning X° (resp.
X1) converge to y with Yy = z. Then, the processes

{Rg.-+,0 <t <Gy} and {Y;,0 <t < S,}

(. @it =

have the same law, where
Sy =inf{t: Y, = y}.
In particular, G, and Sy are finite and have the same distribution.

Proof. We will only prove the above result when s(I) = 0. The other case is handled in the
same way.

(1) Suppose x < y and consider the martingale (s(y) — s(Xiar,), where X is a solution

of (2.4) with Xy = x, and T, is the first passage time of y by X. Then, Girsanov’s
theorem in conjunction with the weak uniqueness of solutions of (4.18) yields

Q° () = E* [f(X0) (s(y) = s(Xiar,))] _ B [f(X0) (s(y) — 5(X0)) 1[t<Ty]>>]’
s(y) — s(x) s(y) — s(x)
which establishes the identity for x < y.
(2) Since (Q?) is the semigroup of R, it is self-dual with respect to m;. Its potential
kernel with respect to m; is symmetric and is given by

s(x)

w(z,z) = si(x) — (1) = r <z,

s(y)(s(y) — s(w))’

since s;(y) = oo (see the beginning of p.20 in [3]). Next, define

’ s(z)
o) = [ e, 2)ey(d) = wlay) = 7

! ! s(y)(s(y) — s(z))
where ¢, is the point mass at y. Since G, is a Q¥"-a.s. finite co-optional time,
Theorem 4.1 yields that, under Q¥°, the transition semigroup of the time-reversed
process, (R, 1)oct<c., 1s given by

ptf(x) = Qtvjzzgx)
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On the other hand, it follows from part (1) that

Qfo(x) _ PPfuls(y) = s)(x) _ Pfs(a)
@) o@(sl) —s@) | s(@)

which establishes the claims.

O

In view of the above proposition and following the footsteps of McKean [18], any solution
of (4.18) (resp. (4.19)) will be called a Bessel-type motion with law Q*° (resp. Q).

5. MAIN RESULTS AND THEIR PROOFS
We are now ready to prove our main results.

Theorem 5.1. There exists a filtered probability space, (Q,G, (Gi)i0, P»), which contains
a Bernoulli random wvariable, 0, with®> P10 = 1) = p(y) = 1 — PL%(0 = 0) and the
adapted pair (X, B) such that (Gi)i>o is right-continuous, B is a standard Brownian motion
independent of 0, and X satisfies

t t tATY w (X y)
X, = y—i—/aXsst—l—/bXsds—l—/ ol(X,) 2222 s 5.20
t o(X0dB, + | b(Xds+ | ot () e (5.20)

+/t/\Ty o*(Xy) {91[Xs>y}% - (1- 9)%){&74]%} ds, t<(.

Moreover, weak uniqueness holds for the solutions of the above SDE. The law induced by its
solutions, denoted by PL* with a slight abuse of notation, on C(R,,I) satisfies the following
properties:

(1) The mapping a — PL%(E) is measurable for any Borel subset, E, of C(R.,I) en-
dowed with the locally uniform topology.

(2) There exists a filtered probability space, (Q, G, (Gi)i0, PY?), which contains a Bernoulli
random variable, 0, with PX9(0 = 1) = p(y) = 1 — PL9(6 = 0), another R, -valued
random variable T' with distribution g, and the adapted pair (X, B) such that i) (G;)i>o
is right-continuous; i) B is a standard Brownian motion, iii) B, 6 and I are mutually
independent; and i) X solves

t t tATY
- X
Xt - y+/ U(Xs)st+/ b(Xs)dS—l—/ : 02(X8>u$( 57y>
0 0 0

u(Xs,y)
2 ORI Y)Y,
+[A7g_ o”(X) {01[X5>y]8(X8) — s(y) (1 9>1[Xs<y]s(y) —s(X,) } ds, t<(.

Similarly, the uniqueness in law holds for the solutions of the above SDE with prop-
erties i)-iv). Furthermore, denoting the law of its solutions by P9, we have the
following disintegration formula:

pPh9 — / g(da)P™". (5.22)
0

ds (5.21)

5See (2.10) for the definition of p.
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PLa(LY, =a) = PL9(Ly, =T) = 1.

Proof. A weak solution can be constructed by the time-change method of Engelbert-Schmidt
first applied to a Brownian motion until 77_ and then to a 3-dimensional Bessel process. The
uniqueness in law can be shown by the same argument employed in the proof of Theorem
2.1. The claim on the existence and the uniqueness of the SDE is basically a combination
of Propositions 3.1 and 4.1.

(1)

(3)

The

Note that it suffices to show
ars PHYX, € E;i=1,...,n)

is measurable for any n, where 0 < t; < ... < t,, are arbitrary positive real numbers
and F; is an interval contained in [.

Let J := min{i : t; > 77_} and observe that J depends on a in a measurable way
since a — 72_ is measurable due to the monotonicity of 7¥ in a. Then,

PL'a(Xti S Eu 1= ]_, ce 77’L) = Eh’y [1[Xt1€E1] e 1[XtJ_1EEJ—1]7T(TCI:L,/*7 J, Q) s

where E™Y is expectation with respect to R"Y, which is the law of the solutions of
(3.13), and

m(t,5,0) = Q" (X,—0+ € Ej, Xty 10yt € Bt oo, Xputy+ € En),

with Q¥? being the law of (4.18) or (4.19) depending on the value of §. Now, since
0 is independent of B and R™Y is absolutely continuous with respect to PY with

dRMy as'(y) 1
= ex Yy
aPv P\ 2ufy,y) ) T

as given by Proposition 3.1, the claim follows.

Existence follows from constructing the solution on the product space C(R,, 1) xR,.
We can construct the probability space on €2 x R, by considering the product o-
algebras generated by the measurable rectangles and the product measure, P, ob-
tained as the product of P»® and ¢, which in particular obeys the disintegration
formula. This probability space is then endowed with the natural filtration of the
co-ordinate process augmented with the universal null-sets to yield a right-continuous
filtration. This ensures the existence of a solution with the given properties. Unique-
ness in law follows from the same time-change method of Engelbert-Schmidt applied,
e.g. in Theorem 2.1, previously.

This follows from the construction since L?jy = a and R does not visit y after 77_.

[l

following corollary establishes the connection between the solutions of (5.20) and

(5.21) and the Doob-Meyer decomposition of the solutions of (2.4) when the underlying
filtration is enlarged with LY_.

Corollary 5.1. Let X be a reqular diffusion satisfying Assumption 2.1 and (2, G, (Gi)i>0, P)
be a filtered probability space in which it solves (2.4) with Xo = y. Consider the filtration
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(Ht)i>0, where Hy = Gy V o(LY,). Then,

t t tATE_ ux(Xs y)
X, = y+/aX5dﬁs+/bX5ds+/ o?(X,) 22 ds
' 0 (%) 0 (%) 0 (%) u(Xs,y)

t S/(X )

+/ 0 (Xs)———t—ds, t <, (5.23)
tAT s(Xs) = s(y)

where I' := LY and B is an (H;)i>0-Brownian motion stopped at (.

In particular, X is a weak solution of (5.21), whereT' = LY_, g(da) = QZ/((yy;) exp ( 2u(yy > da,

and 0 = l[Roozr}-

Proof. Directly following the arguments in the proof of Theorem 1.6 in [17] and keeping in
mind that the G;-conditional distribution of LY has an atom (as in the case of Example 1.7
in [17]), we deduce that

M =Xy —y— /0 b(XS)dS a /[) h 02(X8)%d8 N /t/\Tf«’_ UQ(XS)%CZS

is an (H:)i>0 local martingale stopped at (. Note that the above is well-defined since, the
integrand of the last integral has a constant sign and P-a.s.

/{0’ s) + |b(X,)|}ds < oo, on [t < (],

by the definition of weak solutions. Therefore, on [t < (], we have

t/\TI?i’_ X
/ o*(X,) Ur (X, ¥) ds < 00
0 (XS7 y)
due to the continuity (and therefore boundedness) of = i yy)) on compact subintervals of [0, ().
It can also be directly verified that [M, M|, = fo s)ds on [t < (]. Thus, since o(x) > 0

for z € (I,r) by assumption, we may define

tAC 1
= dM,.
b / 2(X.)

Observe that the above stochastic integral is well-defined since M is a continuous local

martingale and on [t < (]
¢
1
. dM, M], =t
J, g

By Lévy’s characterisation we easily deduce that f is an (H;);>o-Brownian motion stopped
at ¢, which in turn yields that X satisfies (5.23). Moreover, 3 is independent of LY.
To show that X is the weak solution of (5.21) with the given set of T', g, and 0, recall

from (2.5) that the P-distribution of LY  is exponential with parameter m and observe

that the dynamics of X in (5.23) is the same as those given by (5.21) once we replace B
with 8 and notice that [0 = 1] = [X; v > y] for all £ > 0. Moreover, P(6 = 1) = p(y) is
trivially satisfied due to the definition of p. Thus, it remains to show that 6, 5 and LY  are
independent from each other.
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We have already observed that 5 and LY are independent. The independence of LY  and
Xo under P is obvious when only one of s(I) and s(r) is finite. If both of them are finite,
the result follows from Proposition 2.1.

Note that (L, X;) is strong Markov with respect to (H;)i>o given LY. Thus, given X v

and LY, , X is independent of (ﬁt/\ﬁy )i>0. However, X =yand LY, =T =LY, Since
r— = - T

LY is independent of 3, we deduce that X, is independent of (ﬁtAT#7>t;0, too. Moreover,
[(Xoo = 7] = [Xi > y,Vt > 7] implies [Xoo = 1] € H.u since (Hy)io is right-continuous.
Therefore, X, is independent of (BHT?F;_ — 5#;_)20; hence, of .

]

Theorem 5.1 and Corollary 5.1 establish that the law of solutions of (5.20) is that of the
solution of (2.4) conditioned on [LY, = a] in view of the uniqueness in law of solutions of
(5.21) and the disintegration formula (5.22) as stated below.

Corollary 5.2. Let PL® be the law on C(R,, I) induced by solutions of (5.20) and consider
the canonical space (C(Ry,I),B, PY), where B is the Borel o-algebra on C(R,,I). Then,
for all t > 0 and any bounded and measurable F' : C([0,t],I) — R and h : Ry — R, the
following holds:

/0 TR F(X s < 1) o) yl o (——u(; y)

That is, P is a regular conditional probability of B given LY, = a.

Consequently, if X is a solution of (5.21) with g(da) = 22/((;;) exp (—;féyy))) da, then, in

its own filtration, it’s a reqular diffusion on (1,r) with scale function s and speed measure m.

) da = B [F(Xys < Oh(LL)]. (5.24)

Proof. Let X be a solution of (2.4) in some filtered probability space with a right-continuous
filtration. As we have seen in Corollary 5.1, it follows (5.23) when the filtration is enlarged
with LY. The same corollary also yields that X is a weak solution of (5.21) when g(da) =

% exp (—%) da. Since weak uniqueness holds for (5.21), we obtain (5.24) in view of

(5.22).
The second claim follows from taking h = 1 in (5.24), in which case the left-hand side of
(5.24) equals
EY9[F(Ry;s <t)].
Thus, P19 = PY, which implies the claim. O

What is hidden, in fact, in the second part of the above corollary is a new path decompo-
sition result for the original process X which can be restated, and upgraded to a theorem,
as follows:

Theorem 5.2. Let X be a weak solution of (2.4) with scale function s and potential kernel
u. Pick ay € (I,7) and on a suitable probability space set up the following four independent

elements:

(1) An exponential random variable, ', with mean —22,((3’;’%’)-

(2) A Bernoulli random variable, 6, with P(6 = 1) = p(y), where p is as in (2.10).
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(3) A process Y, which is a (u(-,y), M) recurrent transform of X run upto 1£_, where
M, = exp (—Sl(y)Lt).

2u(y,y)
(4) A pair of Bessel-type motions, (R°, R') with laws (Q¥°, Q%) and lifetimes (C°, CY).

Then, the process defined by

- Y3, t<T
Xe=( R, 0<t—7 <,
r

has the same law as X.

The above path decomposition result yields in particular an algorithm to simulate transient
diffusions. Note that the random variable € is needed only if s(I) = 1 — s(r) = 0. It must be
emphasised that, in this case, the Bessel-type motions in the above setup are not independent
from each other. In fact, the underlying Brownian motions in their SDE representations are
the same. This is indeed possible since (4.18) and (4.19) have the same coefficients and differ
only in their choice of the state space.

6. EXAMPLES

In this section we present some explicit examples that follow from Theorems 5.1 and 5.2.

6.1. Killed Brownian motion. Suppose X is a Brownian motion on (—oo,b) killed at
b> 0. Thus, s(z) = ¥, u(z,y) = 1 — s(z Vy), and X, = b, which is reached in finite time,
a.s.. Taking y = 0 the equation (5.20) reads as

tAT, _ 1 t 1
X, =B, — —1 d —d t < 6.25
t t /0 b— X, [X5>0] 3+/tATg_ X. S, ¢, ( )

where ( is the first hitting time of b, which occurs in finite time.
The first integral represents the recurrent transform, Y, stopped at 7°_, where

t
1
Y—B—/ ——1y.>qds.
t t Ob—Y;[‘>}

If welet U :=b—Y, then

t
1
Ut =) + ﬁt -+ / 71[U5<b]d8, (626)
0 S
where § = —B. Although U resembles a 3-dimensional process, it clearly isn’t since it is

recurrent. It behaves like a Bessel process on the interval (0,b), otherwise it moves like a
Brownian motion, which makes it recurrent. This hints at the guess U being a recurrent
transform of a Bessel process, which turns out to be true.

Proposition 6.1. Let U be as in (6.26). Then, it is an (h, M)-recurrent transform of the
3-dimensional Bessel process, R, which solves

t
1
Rt = R() + Bt + / —dS, (627)
o It
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where

1 LY
h(z) = PRI M, = exp (2—2) ,

and LY is the semimartingale local time of R at b.

Proof. The potential kernel, u, for R is given by
1
zV Y

u(@,y)
while its scale function is 1 — %
Proposition 3.1 yields that (u(-,b), M) is a recurrent transform which results in the SDE
1 1 1
Xt [X¢>b] Xt
Since [X; = b] is a null set, fg 1;x,—yds = 0, which in turn yields the claim. O

1
t

Having characterised the recurrent transform and the Bessel process that led to (6.25), we
can now state the path decomposition for the killed Brownian motion using Theorem 5.2.

Corollary 6.1. On a suitable probability space set up the following three independent ele-
ments:

(1) An exponential random variable, T, with mean 2b.
(2) A weak solution, U, of (6.20).
(3) A 3-dimensional Bessel process, R, which solves (6.27) with Ry = 0.

Consider
R 0<t— Tlgf < Sb,

where (120 4s the right-continuous inverse of the local time of U at level b and Sy := inf{t >
0: Ry =b}. Then, X has the same law as the Brownian motion starting at 0 and killed at b.

Xt::{ b—U, t<T1i_

b
t—Tp_

6.2. Ornstein-Uhlenbeck process. Consider the Ornstein-Uhlenbeck process
t
Xi=y+ B+ / (rXs+b)ds (6.28)
0
for some r > 0. Then, X is transient and has the scale function
r [ b\ >
s(x) =4/ — exp | —r|y+ - dy, (6.29)
T ) oo r
with s(—o0) =1 — s(00) = 0. The equation (5.20) reads in this case as

t
X = y—l—Bt—l—/(rXs—l—b)ds
0

tATY S,( Xs) 8/( Xs)
/(; { S()’S) [Xs<y] 1 S()fs) [Xs>y]} S (6 30)

wf e {lem =2~ e } s
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We already know that there exists a weak solution, which is unique in law. The SDE above
in fact possesses a unique strong solution. Indeed, since 0 = 1, Lemma IX.3.3, Corollary
IX.3.4 and Proposition 1X.3.2 in [23] imply that pathwise uniqueness holds for the SDEs
(4.18) and (4.19) associated with the Ornstein-Uhlenbeck process above. Moreover, the

auxiliary SDE
s'(Xt) s'(Xt)
dﬁt { (X ) 1[Xt<y] 1— S(Xt) Xt>y] dt

has pathwise uniqueness until the first exit time from any bounded interval by part i of The-
orem IX.3.5 since the drift coefficient is bounded in compact subsets of R. This establishes
the pathwise uniqueness for the solutions of (3.13). Thus, in view of the celebrated result of
Yamada and Watanabe (see Corollary 5.3.23 in [14]), there exists a unique strong solution
0 (3.13), hence, to (6.30).

6.3. Squared Bessel process. Now, X is a squared Bessel process on (0, 00) of order § > 2,

1.e.
¢
X, = y+/ 2v/ X,dBg + ot.

Note that a scale function is given by s(z) =1 —x *3*. Thus, the equation (5.20) reads

t
Xt = y+/ 2\/Xsst+5t
0

tATY t X%
252 [ tppds+20-2) [ s
0 t

2—6 =

/\Tg_ yT — Xs 2
Observe that we do not need to introduce the random variable 6 since p(y) = 1.

As in the previous example we can show that the solution is in fact the unique strong
solution once we show that the following SDE has pathwise uniqueness:

t t
X; :y+/ 24/ XSst—l-(St—Q(é—Q)/ 1[Xs>y}d5-
0 0

Indeed, if R and X are two strong solutions then
¢
Ry — X¢| = 2/ sgn(Rs — X)) (v Rs — / Xs)dB
0
t
(5 —2) / sgn(Ry — X,)(Limoy — Lix.oy)ds + L
0

t
< /sgnR - X,) \/_ \/_dB + Ly,
0

where L is the semimartingale local time of R — X at 0 and sgn(z) = 1 if z > 0 and —1,
otherwise. If 7, := inf{t > 0: |R; — X| > x}, then the stochastic integral stopped at 7, is a

true martingale since |/z — V2| < \/|z — #/[|. Thus,
E‘Rt/\‘l'z - Xt/\Tz‘ S ELt/\TI'

However, L = 0 by Lemma I1X.3.3 in [23] since, again, |v/z — V2| < v/|z — #/|.
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APPENDIX A. PROOF OF THEOREM 2.1

Proof of Theorem 2.1. Suppose that [ is an entrance boundary and assume [ = 0 without
loss of generality. Since 0 is entrance, we must have s(0) = —oo. Although s(r) = 1 by
assumption, let’s apply a further affine transformation and assume s(r) = 0. Also note that if
r is a singular boundary, transience of X implies r is not entrance. Consider a 3-dimensional
Bessel process, R, on (0,00) starting at 0, i.e

1
Rt:Bt+/0 Eds

It is well-known that 0 is an entrance boundary for R (see [3] for a summary of results on
Bessel processes), whose scale function is given by p(z) := —%. We will construct a weak
solution of (2.3) by change of time and scale applied to R following the ideas of Engelbert
and Schmidt (see, e.g., Section 5.5 of [14]).

Observe that s is a C'-function whose derivative is absolutely continuous. It is clear that
these properties are inherited by its inverse, s~!. Since s~!(—o0) = 0, it follows from Ito’s

formula and the fact that )

o " /

—s +bs=0

5 s s )
Y = s_l(p(R)) is a semimartingale satisfying

o | t b(s~ (p(R.)))
Y ‘/o i (51 <p<Ru>>>dB“+/o o2 (51 (p(Ra))) (B2 (5~ ((Ru)))

Consider the additive functional

du (A.31)

¢ 1
/0 0? (571 (p(Ru))) [R28' (s~ (p(RW)))]”

and its right-continuous inverse

A= du,

T :=inf{s > 0: As > t}.

We also define Ao, = limy_yoo A; and To, = limy_, oo T5.
It follows from the occupation times formula that

1
s(x)

/ i Jdr =2 / b

o 2?0? (s (p(x))) ('(s71(p(x))) o 02 (x)s'(x)

where [* is the diffusion local time for R. Since R, — 00, a.s. and never visits 0 again, we
immediately deduce that for every ¢, the mapping x — [} has a compact support, a.s., that
is contained in (0, c0). Since it is also cadlag , it is bounded. This implies that A; < oo, a.s.,
since for any 0 < z <u <r

“ 1
Z/z mdm =m((z,u)) < oo.

At:2
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The same reasoning also yields that Ay, < oo, where T, = inf{t > 0 : R, = z} for some
€ (0,00). Thus, the strong Markov property implies
Q"(Ase < 00) = Q%(As < 00),
where @)* is the law of a 3-dimensional Bessel process starting at x. Mijatovic and Urusov
show in Theorem 2.11 [19] that Q*(As < 00) =1 (resp. = 0) if
[ ; d
= 2302 (571 (p(x))) (s'(sL(p()))”

for some z. After a change of variable the above integral turns into

[ sl
/sl(p@) )5 (2) ™

which is finite if r is a regular boundary. Consequently, A, < 0o, a.s. when r is regular.

If r is a singular boundary, we have already observed at the beginning of the proof that
it is not entrance. If it is exit, the above integral will be finite, too. Indeed, that r is exit
implies

xr < oo (resp. = 00))

m((z,x))s' (z)dz < oo.
Also, note that lim,_,, s(x)m((z, x) exists and equals

—/2 /mzx (x)dx
. o

under the assumption that r is an exit boundary. On the other hand, since s(r) = 0 and

TS,(x) = 10g S(2) — 10g S(T) = OO
/Zs(x)dx—lgm log s(r) = oo,

we deduce that lim,_,, s(x)m((z,z) = 0 since

oo>/ m((z,x) )dx—/rs(x)m((z,x))s

Therefore, for any z € (0,7)

—/ dx—/m z,x))s (z)dr < oo,
and A, is finite.

If r is a natural boundary, let r, be a sequence of numbers in (I,r) increasing to r and
observe that

_ / TUQ(SL%CM ~ lim {—s(rn)m((z,rn))—i- / " m((z,a:))s'(x)d:v}

> lim m((z,x))s'(x)dz = oc.
n—oo
Thus, A, = 00, a.s., when r is a natural boundary.

The behaviour of A near infinity affects the finiteness of T'. If A, < oo, then T; = oo on
t > A,]. Otherwise, T} < oo, for every t. Moreover, it is easy to see that A is continuous
Yy
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and strictly increasing while T' is continuous everywhere and strictly increasing on [0, Ay).
Moreover, t = Ar, for t < A, and t = T}, for every t < oo.

With the above characterisation of A and 7', let us next consider X, := Yy, and G, = Fr,,
where (F;) is the universal completion of the natural filtration of R. Consequently, (G;)
satisfies the usual conditions since (7}) is continuous. Then, it is straightforward to check

that
T: 1

o B (s7 (p(Ru)))

is a continuous (G;)-local martingale with

M; = dB,

Ty 1
pron = [ s
o [RLs' (571 (p(Ru)))]
On the set [T} < oo] = [t < A], the above can be rewritten as

(M, M], = /0 025 (p(R)))dA, — /0 o2(X,)du.

Thus, there exists a (G;)-Brownian motion, /3, such that

M, = /Ota(Xu)dﬁu.

Similarly, on [t < A

/Tt bls (p(Fu))) du—/tb(X ).
0o 02(s(p(R.))) [R2s' (571 (p(Ra))))’ o

Thus, we have proved on [t < Ay]

X, = /0 o(X.)dBu + /0 (X, )du.

On the other hand, on [t > Ay, T} = oo, and X; = Y, = s (p(Rx)) = s (p(o0)) = 7.
Furthermore, since s~! op is one-to-one, A, = inf{t > 0: X; = r}. This shows the existence
of a weak solution to (2.3) as soon as we verify that ( = A.. However, this immediately
follows from the fact that any diffusion that satisfies (2.3) has the scale and speed given by
s and m, respectively, which in turn yields that 0 is an entrance boundary and, therefore,
inaccessible.

To show uniqueness let X be a weak solution and Y = p

-1

(s(X)) so that on [t < (]
s (s"(X )U(Xu))
e [ - [ RS

o)
T‘/ Ax,) ¢

and its right continuous inverse A; := inf{s > 0: T, > t}.

Consider
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As before,

T /
T, =2 / e 34(“’> de,
0 s4(r)

where L* is the diffusion local time at = for X. On the set [t < (], L* has compact support
in (0,7). Thus, 7; < ocoon [t < (] since for 0 <z <u <r

Ys(x) 1 1 ~
3/Z A" = 8@ T B ©

Similarly, 7} is absolutely continuous and strictly increasing on [0, ().
Next observe that

[ s (e, @),
/zs'<x>02<x> 2@ /zs<as>d |

Thus, Theorem 2.11 in [19] yields T; = oo on [t > ¢]. This, in particular, yields that A; < oo
for all t < oo and A, = (.

Consider X; = Y4, and G; = Fa,, where (F;) is the universal completion of the natural
filtration of X. Define the (G;)-local martingale

. A 5,<XU)‘7(Xu)
M= [

with

- [ )

Thus, on the set [A; < (], [M, M]; =t as well as

[ [

Let 7 :=inf{t > 0: A; = (}. The above considerations show that on [0, 7)

t
1
Xt = 5t+/0 Zdu

Using the continuity of X we also deduce that X, = Y = r and X is, therefore, 3-dimensional
Bessle process starting at 0 and stopped at r. Since the SDE for the 3-dimensional Bessel
process has a unique solution, we deduce that the distribution of (Yj,) is uniquely identified
on [A; < ¢]. This in turn yields the weak uniqueness of the solutions of (2.3) on [0, (] since
Ay is strictly increasing on [t < 7] and p~! o s is one-to-one.

If the entrance boundary is the right endpoint, i.e. r, suppose without loss of generality
r = 0 and consider the diffusion, R, on (—o0,0) defined by the SDE:

"1
Rt_Bt‘F/O‘ Esds

This is the negative of a 3-dimensional Bessel process and 0 is its entrance boundary. Now,
the above arguments can be repeated to show the existence and the uniqueness of the weak
solutions of (2.3). O
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