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Aerosols are found in a wide diversity of contexts and applications, including the atmosphere, phar-
maceutics, and industry. Aerosols are dispersions of particles in a gas, and the coupling of the
two phases results in highly dynamic systems where chemical and physical properties like size,
composition, phase, and refractive index change rapidly in response to environmental perturba-
tions. Aerosol particles span a wide range of sizes from 1 nm to tens of micrometres or from
small molecular clusters that may more closely resemble gas phase molecules to large particles
that can have similar qualities to bulk materials. However, even large particles with finite volumes
exhibit distinct properties from the bulk condensed phase, due in part to their higher surface-to-
volume ratio and their ability to easily access supersaturated solute states inaccessible in the bulk.
Aerosols represent a major challenge for study because of the facile coupling between the parti-
cle and gas, the small amounts of sample available for analysis, and the sheer breadth of operative
processes. Time scales of aerosol processes can be as short as nanoseconds or as long as years.
Despite their very different impacts and applications, fundamental chemical physics processes serve
as a common theme that underpins our understanding of aerosols. This perspective article discusses
challenges in the study of aerosols and highlights recent chemical physics advancements that have
enabled improved understanding of these complex systems. © 2017 Author(s). All article content,
except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5002641

I. INTRODUCTION

Aerosols are dispersions of liquid droplets and/or solid
particles in the gas phase that have wide ranging industrial
applications as well as environmental and health impacts.
For example, aerosols in the workplace or atmosphere can
deleteriously impact health,1,2 but aerosols can also be effi-
cient delivery agents of pharmaceutics.3 Atmospheric aerosols
predominantly scatter solar radiation, helping to offset warm-
ing due to greenhouse gases, though the magnitude of
this effect remains relatively poorly constrained.4 Industrial
aerosol applications include inkjet printing and spray dry-
ing.5 Despite the wide range of aerosol processes and impacts,
the fundamental processes underpinning our understanding
of aerosols in this broad range of contexts are similar. For
example, many of the processes that govern the atmospheric
lifetimes and concentrations of aerosols, such as condensa-
tional growth, chemical reaction, and coalescence, are also
central to understanding aerosols upon inhalation to the res-
piratory tract, in personal care products, and in nano- and
micro-particle fabrication using approaches like spray dry-
ing. Conventional analytical tools provide a snap shot of
particle properties, reporting particle size distributions, mass
concentrations, and chemical composition at a particular
moment in time.6 However, the intimate coupling of gas and

a)Authors to whom correspondence should be addressed: b.bzdek@
bristol.ac.uk and j.p.reid@bristol.ac.uk.

particle phase composition through interfacial transport leads
to dynamic changes in particle size, composition, and phase
on time scales spanning from microseconds to days.7 A fuller
understanding of aerosol properties and the refinement of pre-
dictive tools can only result if these dynamic processes are
completely understood and accounted for, requiring measure-
ments and models that address the relevant time scales and
lengthscales.

Starting from the microphysical world of the single parti-
cle, recent developments in experimental and modeling capa-
bilities are now yielding mechanistic insights that provide a
level of resolvable detail that was previously inaccessible.
Many of these developments have arisen from work at the
forefront of chemical physics and physical chemistry (see
Refs. 8–13 for a very small subset of examples). Without
attempting to provide an exhaustive account, we highlight
some of these developments and identify some of the emerg-
ing challenges, providing a perspective on aerosol research
from the viewpoint of chemical physics. In this discussion,
we progress from considering the processes operative at the
molecular level during particle formation and growth through
to the role of molecular processes at the particle interface in
governing collective aerosol properties and then to the com-
plex processes that occur in the particle bulk. This progression,
along with some of the key chemical physics challenges asso-
ciated with each stage, is illustrated in Fig. 1. We first define the
time scales and lengthscales relevant to understanding aerosol
dynamics.
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FIG. 1. Pictorial description of some of the chemical physics challenges associated with (a) particle formation and growth, (b) the particle surface, and (c) the
particle bulk.

II. DEFINITION OF THE PROBLEM

It is first appropriate to identify the limits of this review.
We will focus almost exclusively on understanding aerosol
microphysics and chemistry, rather than the collective proper-
ties of the aerosol ensemble (i.e., across a particle population)
and the role of fluid dynamics in transporting mass and heat
in, for example, dense sprays and turbulent flows. With this
in mind, the perspective we will take will centre on the pro-
cesses occurring on an individual particle and extend only
to the dynamics occurring when two particles encounter and
coalesce. Aerosol processes can be probed from either the per-
spective of the condensed particle phase or the perspective of
the gas phase. However, to fully characterise aerosols, both the
condensed particle and the gas phases must be characterised.

As the core to any problem in chemical physics, we must
begin by considering the molecular scale. At atmospheric
pressure (1 atm) and temperature, simple considerations from
gas kinetic theory indicate that there is 1 molecular collision
with a 10 Å2 area at a particle surface in 10 ns. Similarly,
the estimated residence time scale for a molecule at the sur-
face of a liquid is ∼1 ns. These values establish the lower
limits of time scale and lengthscale that must be considered
when exploring the dynamics of aerosols. Although potentially
optimistic, it is imperative that any rigorous understanding of
aerosol dynamics start here. Collectively, molecular properties
establish the behaviour of nucleating clusters, the non-ideal
interactions in complex mixtures that determine thermody-
namic properties such as vapour pressure, and the flux of mass
and heat that governs exchange between the phases. Thus,
even in addressing problems as complex as the distribution
of the semi-volatile material between the condensed and gas
phases in aerosols and the resulting mass concentrations of
aerosol particles in polluted urban environments, quantifying
molecular properties as fundamental as vapour pressures is
critical.14

Building up in scale from molecules, the interactions
and collective properties of molecular clusters are key
to understanding new particle formation and are some-
times amenable to experiment and quantum chemistry.15–18

Clearly, typical bulk phase properties such as surface ten-
sion have ambiguous meaning when considered for clusters
consisting of only a few molecules. The growth of these

clusters, once beyond a critical radius, must still be inher-
ently considered a molecular process.19–23 For particle sizes
much smaller than the mean free path between collisions for
gas phase molecules, the gas phase cannot be conceived as
being continuous but is instead discrete in nature. Condensa-
tion rates (considered as a molar flux, J) can be accurately
calculated from the Hertz-Knudsen equation (a gas kinetics
approach), determining growth rates from collision frequen-
cies and collision cross sections.24,25 Indeed, from a molecular
perspective, it is not beyond doubt that every collision between
a gas phase molecule and the growing particle surface leads
to accommodation.25 Only a fraction of molecular collisions
may lead to the formation of favourable intermolecular inter-
actions at the surface while dissipating the collision energy
sufficiently rapidly for accommodation to be achieved.26 This
parameter is frequently recognised by establishing the proba-
bility for mass accommodation, αM , which is the fraction of
molecules colliding with a surface that are accommodated in
the particle bulk. Notably, exquisite molecular beam experi-
ments27 and molecular dynamics simulations28 can be used to
probe the molecular nature of this interfacial exchange.

As the particle size increases relative to the mean free
path, often quantified by the change in the Knudsen number
(Kn, the ratio of the mean free path to droplet diameter), the
gas phase becomes more continuous in nature and can be con-
sidered as a fluid without identifying discrete molecular units.
Then, processes such as condensation can be considered to
result from diffusion along a concentration gradient in the
gas phase, and condensation fluxes can be calculated using
the classic approaches first considered by Kelvin for evapora-
tive/condensational fluxes of the bulk phase [Fig. 2(a)].7 The
transition between these regimes typically occurs at a particle
radius of ∼200 nm at atmospheric pressure and temperature
[Fig. 2(a)]. Reconciling these two limiting frameworks (often
referred to as the free molecule and continuum regimes) into
a unified treatment throughout the transition regime has been
the focus of much discussion.24–26,29,30 As examples, cloud
droplets and coarse mode aerosol particles larger than a few
micrometres in radius in the atmosphere can be considered
to fall within the continuum regime [Kn << 1, Fig. 2(b)], and
evaporation/condensation fluxes and time scales are calculated
by continuum theories. Small aerosol particles in the accumu-
lation mode (particles <1 µm diameter) fall within the free
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FIG. 2. (a) Comparison of the size dependence of molar flux for a particle
growing by condensation of water calculated using gas kinetic theory (red
line) or assuming the droplet follows continuum theory (the Maxwell equa-
tion, black line). Further, it is assumed that the diffusion gradient arises from a
vapour pressure difference equal to the equilibrium vapour pressure of water
at 20 ◦C. In reality, the molar flux must follow the approximate path shown by
the dashed blue line, transitioning at the size indicated when the gas kinetic
flux (Jk) and continuum flux (Jc) are equal. (b) The variation in the Knudsen
number with gas phase pressure and particle size for three different parti-
cle sizes. When Kn > 1, the molecular dynamics of processes such as mass
accommodation at the droplet surface limit microphysical processes such as
condensational growth. When Kn < 1, gas diffusional transport is limiting.

molecule regime (Kn >> 1) at all pressures in the atmosphere,
and fluxes must be calculated by the Hertz-Knudsen equation
or by using transition correction factors to correct the con-
tinuum equations.29,30 Whereas characteristic time scales for
particles to equilibrate with the surrounding gas phase compo-
sition may be shorter than 100 µs for particles smaller than
100 nm in diameter at high concentrations of condensable
vapours, slow gas diffusional transport can require minutes
to establish equilibrium for particles larger than 100 µm, a
change of more than 6 orders of magnitude.31 Indeed, the slow
gas diffusional transport for large particles reduces the signif-
icance of interfacial molecular processes and the impact of
αM less than 1, unless it is many orders of magnitude smaller
than 1.32

Particles can grow by condensation, but they can also
grow by collision with other particles. Encounters between
aerosol particles continuously lead to evolving particle num-
ber and size distributions through coalescence.33 Although
significant to the ensemble, the encounter itself may be com-
plete in <1 µs, spanning the time from a sufficiently close
approach that particles interact to the formation of a com-
posite particle.33–35 Assumptions are commonly made about

how coalescence proceeds, often neglecting the interactions
that occur, the change in apparent collision cross sections that
result, and the probability that two particles merge to form one
particle on collision.36–38 Interparticle interactions are often
dependent on charge interactions: like-charged particles can
attract as well as repel and the range of these interactions can
be considerably longer than the interactions between charged
particles in a solution phase with a high dielectric constant.39,40

Despite these complexities and the significance, for example,
of coalescence in determining aerosol particle lifetime in the
atmosphere, there are very few experimental studies of aerosol
coalescence, primarily because of the challenges in studying
sporadic transient events.12,33–36,38,41–43 Coalescence can even
lead to a change in the particle phase.44,45 One example of
this phenomenon is contact freezing, when a subcooled water
droplet encounters an aerosol particle or when a dry crys-
talline particle makes contact with a supersaturated solution
droplet.45,46 However, a detailed mechanistic understanding
of contact freezing remains elusive.

So far we have considered largely liquid aerosol droplets.
Indeed, the common absence of a solid substrate within a liquid
droplet leads to the prevalence of metastable solution phases
that cannot be formed in the bulk phase, achieving a high super-
saturation with respect to the bulk solubility limit.7 These solu-
tion phases can lead to the formation of ultraviscous liquids and
metastable crystalline or amorphous particles,47–50 providing
unique opportunities in particle synthesis5,51,52 but also pre-
senting challenges when attempting to understand the role of
aerosols in, for example, the atmosphere.53–56 Indeed, the dra-
matic slowing of diffusional transport in increasingly viscous
particles, which can be estimated from the Stokes-Einstein
equation and the inverse relationship between the dynamic vis-
cosity and diffusion constant,12,33 leads to time scales that can
even be years for diffusional transport over the lengthscale of a
typical particle size!11,47 Thus, although typical droplet evap-
oration time scales may be seconds when considering only
gas phase transport, slow bulk phase diffusion may in fact
increase the time scale beyond any reasonable experiment.
Recently, this has led to an interesting intersection between
the chemical physics research domains of aerosols, glass for-
mation, nucleation, and crystallisation. In addition, such slow
dynamics could even be responsible for the slow chemical
transformation and oxidation of atmospheric aerosols57–60 and
the long-range transport of chemical pollutants,61–63 placing
a chemical physics problem at the focus of an environmental
issue.

Having established the time scales and lengthscales rel-
evant for a range of microphysical processes, we now move
progressively from clusters to surfaces to bulk phases, explor-
ing in more detail the chemical physics central to aerosol
dynamics.

III. NEW PARTICLE FORMATION AND GROWTH

A longstanding problem in atmospheric aerosols is the
production of new particles.64,65 New particle formation is
largely driven by the photochemical production of gaseous sul-
furic acid66,67 and/or low volatility organic molecules.68 New
particle formation increases the total number of atmospheric
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particles that may serve as cloud condensation nuclei (i.e.,
cloud droplet seeds) and, in fact, may contribute up to 50% of
cloud condensation nuclei.69 An increase in the cloud droplet
number concentration changes cloud reflectivity as well as
precipitation patterns.70 Atmospheric new particle formation
can be subdivided into two processes. The first process is the
homogeneous nucleation of stable clusters from gas phase
precursors.71,72 The second process is the growth of those
stable clusters to larger sizes. Nucleation ultimately deter-
mines the total number of particles that may be formed. Growth
largely determines whether the nucleated particles will have
a climatic impact. In order for nucleated particles to become
climatically relevant, they must rapidly grow to 50-100 nm
diameter.66,73

The key molecules contributing to new particle formation
include sulfuric acid, ammonia, amines, organic molecules,
and water although the chemical physics underlying the pro-
cess is poorly understood. For example, classical nucleation
theory tends to do poorly at predicting the number of nucle-
ated particles, likely due to the chemical complexity of the
system.26,74 Similarly, particle growth is often significantly
faster than that expected based on known condensational
processes.75–77

One area where our understanding of new particle for-
mation has advanced significantly is the competition between
ammonia and amines in initial growth of acid-base clusters
(typically, sulfuric acid and a base). In the atmosphere, ammo-
nia is typically 100-1000 times more abundant than amines
(low ppb vs. low ppt). However, amines have been observed
in ambient sulfuric acid-containing nanoparticles and clus-
ters despite their low concentrations.78,79 Additionally, in well
characterised particle formation experiments, dimethylamine
was observed in molecular clusters despite only ammonia,
sulfuric acid, and water being intentionally introduced to the
chamber.16 Further experiments indicated that particle forma-
tion in the amine-sulfuric acid-water system proceeds in a
roughly collision limited manner, unlike observations for the
ammonia-sulfuric acid-water system.80–82 These observations
are significant because they indicate that in the atmosphere,
amines can potentially outcompete ammonia at forming and
growing clusters, thereby enhancing particle number concen-
trations and their climatic impacts relative to expectations
based on ammonia.

The fundamental chemistry underlying the competition
between amines and ammonia in salt clusters is an instruc-
tive example of how physical chemistry and chemical physics
can clarify the processes underlying important atmospheric
phenomena.15 For example, a study of size- and composition-
selected charged ammonium bisulfate clusters examined their
fragmentation energetics using a Fourier transform mass spec-
trometer equipped with surface induced dissociation.83 The
relative abundances of the fragment ions resulting from the
collision were monitored in a time- and collision-energy-
resolved manner. The energetics of cluster fragmentation were
quantified using a Rice-Ramsperger-Kassel-Marcus/quasi-
equilibrium theory model and interpreted under the assump-
tion of microscopic reversibility (i.e., cluster growth is the
reverse of fragmentation). The experimental energies were
compared to computationally calculated energies, and if the

experimental energy for a particular fragmentation step was
larger than the calculated energy, an activation barrier to
the reverse (i.e., addition) step was implied. The key results
for two experimentally studied clusters are illustrated in
Fig. 3(a), with the fragmentation pathway illustrated from
left to right in the figure. First, positively charged ammonium
bisulfate clusters fragment primarily through stepwise loss of
ammonia followed by loss of sulfuric acid. This observation
indicates that cluster growth (reading from right to left in the
figure) proceeds first through the addition of sulfuric acid
followed by neutralisation by ammonia. Second, the ener-
getic results indicate that there may be a substantial bar-
rier to the ammonia addition but a minimal barrier to the
sulfuric acid addition, as a higher E0 for ammonia loss is
measured relative to computation but the measured E0 for
sulfuric acid loss agrees with computation. This observation
is consistent with kinetic measurements of ammonia addi-
tion to charged bisulfate clusters, which determined reaction
probabilities <10�3.84 Computational modelling of the cluster
growth pathway suggests that the activation barrier to ammo-
nia addition could arise from a charge separation induced by
the approach of ammonia’s lone pair electrons in the pre-
association complex followed by a substantial structural rear-
rangement to accommodate the proton transfer from sulfuric
acid to ammonia (forming ammonium and bisulfate).85 Linear
action spectroscopy of these clusters also indicates a substan-
tial rearrangement in structure for a cluster containing ammo-
nium relative to the one without ammonium.86 The concept
of an activation barrier to cluster growth in the ammonia-
sulfuric acid system, whether kinetic or thermodynamic,18 is
consistent with observations of non-collision limited cluster
growth.

In order to better understand the mechanisms by which
bases are incorporated into growing clusters, additional exper-
iments examined reactions of charged ammonium bisulfate
clusters with gas phase ammonia and amine, also using Fourier
transform mass spectrometry.84,87–89 Figure 3(b) shows a mass
spectrum 12 s after the start of a reaction of the negatively
charged cluster [(NH4

+)(HSO4
�)2(H2SO4)3]� with dimethy-

lamine gas.84 From the mass spectrum, it is apparent that a
substantial reaction has occurred. Figure 3(c) shows a reac-
tion profile, which visualises the time-dependent progress of
the reaction. The lines are fits of the experimental data to
pseudo first order kinetics. It is clear from the reaction pro-
file that two pathways exist for the incorporation of bases into
molecular clusters. The first pathway is by displacement of
the pre-existing base (cluster A to cluster B), which occurs
very quickly (reaction probability ∼1). The second pathway is
by neutralisation of sulfuric acid (cluster B to C, C to D, and
D to E), which occurs more slowly than displacement, espe-
cially for ammonia (reaction probabilities with NH3 < 10�3).
The slow neutralisation step is consistent with the concept
of an activation barrier discussed above. Further experiments
showed that displacement is generally highly efficient on the
cluster surface (reaction probabilities ∼1) but slows signifi-
cantly in the cluster core (reaction probabilities <10�3).84,87–89

The favourability of displacement correlates with the gas phase
basicity of the incoming base.88 A similar trend was observed
in the stabilisation of uncharged sulfuric acid dimers by
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FIG. 3. (a) Potential energy surface for fragmentation of a positively charged ammonium bisulfate cluster. Fragmentation occurs first by loss of ammonia
followed by loss of sulfuric acid. Assuming microscopic reversibility, cluster growth would be the reverse process (right to left across the figure). Energetics are
indicated for experiment (“exp.” indicated by the arrow labeled E0) and computation (“comp.”). If no activation barriers are present, fragmentation proceeds
from one thermodynamic value to the next [i.e., “A” to “B (comp.),” etc.]. If activation barriers are present, the experimental energy will be larger than the
corresponding computational energy. Gray boxes show the experimental or computational uncertainties. (b) Mass spectrum 12 s after the start of the reaction
of [(NH4

+)(HSO4
�)2(H2SO4)3]� [cluster A, defined in (c)] with dimethylamine gas, indicating the formation of a number of products. (c) Reaction profile

visualising time dependent relative ion abundances for precursor and product clusters. Symbols are experimental values. Lines are fits to pseudo first order
kinetics. Each colour denotes a different reaction step. Cluster assignments in (c) also correspond to (b). Adapted with permission from Bzdek et al., Acc. Chem.
Res. 50, 1965 (2017), which is an adaptation from Refs. 83 and 84. Copyright 2017 American Chemical Society.

different bases.17 However, computational modelling of
aminium bisulfate and ammonium bisulfate clusters indi-
cates that displacement energetics are far less exergonic than
expected based solely on differences in gas phase basicity.85

Although amines are more basic than ammonia, aminium
bisulfate clusters have less favourable interaction strengths
than ammonium bisulfate clusters because ammonia has more
protons available for binding and can create a tighter packing of
cations and anions. Therefore, the competition between amines
and ammonia in small molecular clusters is governed by the
trade-off between gas phase basicity and binding energetics,
which ultimately suggests that amines would be favoured in
the smallest clusters but not in the larger ones.15 The overarch-
ing conclusion of amine-ammonia competition in new particle
formation is that amines may be key in assisting the initial for-
mation and growth steps but become less significant as clusters
grow to larger sizes.15

More recently, attention has focussed on the role of
low volatility organic molecules in particle formation and
growth.90–92 Oxidised organic molecules have been impli-
cated in the formation of particles via clustering with sulfuric
acid93 as well as via clustering with other organic molecules.94

Extremely low volatility organics, which may be highly oxi-
dised, have been shown to drive cluster and nanoparticle
growth.95–97 The existence of these highly oxidised molecules
was rationalised through an autoxidation mechanism, which
is well known in liquid phase chemistry but previously under-
appreciated in gas phase chemistry. This mechanism is now
known to be operative in the oxidation of the two most abun-
dant atmospheric monoterpenes: limonene and α-pinene.98

Figure 4(a) illustrates an example autoxidation pathway: the
ketone C1 is converted into the dicarbonyl hydroperoxide
C2, with OH serving as a catalyst. By this mechanism, inter
and/or intramolecular hydrogen abstraction by peroxy radicals
begins a chain reaction of hydrogen shifts and O2 incorpo-
ration to give a final product containing hydroperoxide and
carbonyl functionalities.99 Mentel et al. systematically stud-
ied the ozonolysis of a series of alkenes with endocyclic double
bonds and through comparison of the reaction products pro-
duced from different initial compound structures concluded
that the produced molecules are highly oxidised, multifunc-
tional percarboxylic acids, with carbonyl, hydroperoxy, and
hydroxyl groups incorporating in the terminal steps of oxida-
tion.100 The rate of hydrogen abstraction is highly sensitive
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FIG. 4. (a) Example autoxidation scheme. (b) Time dependence of the
hydroperoxyalkyl radical mass spectrometric signal obtained at 8.3 eV at
different [O2] (line-symbol traces) along with the corresponding double expo-
nential fits (solid lines). (c) Second-order plots showing the linearity of 1/τrise
and 1/τdecay versus [O2] and the accompanying linear fits. The slope of the
fits gives krise and kdecay, which are assigned as rate constants for the con-
sumption and production of the hydroperoxyalkyl radical, respectively. Part
(a) is adapted with permission from Crounse et al., J. Phys. Chem. Lett. 4,
3513 (2013). Copyright 2013 American Chemical Society. Parts (b) and (c) are
adapted with permission from Savee et al., Science 347, 643 (2015). Copyright
2015 AAAS.

to neighbouring substituents.99 As a result, the rate of reac-
tion increases rapidly as more oxygen containing functional-
ities are added to the molecule. Yields of these reactions are
expected to be on the order of only a few percent,101 but this
is sufficient to boost substantially the growth of the nucleated
clusters.

Although the basic premise of autoxidation is understood,
reaction rates for the individual steps are poorly constrained.

On the whole, the reaction appears very fast, resulting in prod-
ucts formed within just a few seconds,101 consistent with the
particle phase observation of high molecular weight products
in aerosols shortly after the start of the reaction.102 To date,
only a few measurements of the kinetics for intermediates
along the reaction pathway, for instance, hydroperoxyalkyl
radicals, have been performed.103,104 Figure 4(b) shows one
experiment where reaction rates were measured.103 In this
experiment, a hydroperoxyalkyl radical intermediate in the
oxidation of 1,3-cycloheptadiene was isolated and reacted with
O2. The reaction kinetics were monitored by photoionisation
mass spectrometry, where the ionisation was accomplished
with synchrotron-generated tunable vacuum ultraviolet radi-
ation. Mass spectrometry allowed observation of a transient
reaction product at the mass-to-charge ratio corresponding
to the hydroperoxyalkyl radical, and photoionisation spectra
allowed confident identification of the radical, based on the
high agreement between the observed and expected adiabatic
ionisation energies. Figure 4(b) shows the time dependence
of the hydroperoxyalkyl radical as a function of oxygen con-
centration at a photoionisation energy of 8.3 eV. The data
were fit to a double exponential kinetic model, giving time
constants for the rise (τrise) and decay (τdecay) that are linear
with [O2], which was maintained in excess. This approach
allowed quantification of the rate constants krise and kdecay

[Fig. 4(c)]. Further experiments and modelling demonstrated
that kdecay corresponds to the rate constant of hydroperox-
yalkyl radical formation, whereas krise corresponds to the rate
of radical consumption.103 The relatively slow rate constants
indicate that this particular hydroperoxyalkyl radical is long-
lived due to doubly allylic resonance stabilisation of the radical
(owing to its provenance from the unsaturated cycloheptadi-
ene). Because many organic aerosol precursors are unsatu-
rated (e.g., α-pinene), these hydroperoxyalkyl radicals may be
relatively long-lived in the atmosphere.

The role of organic molecules in new particle growth is
still progressing. While the elemental composition of many
highly oxidised atmospheric molecules is known, their molec-
ular structure has yet to be fully resolved, and it is not clear
which of the products are responsible for cluster and nanopar-
ticle growth, as not all products are expected to have suffi-
ciently low volatility to promote growth.105,106 Additionally,
higher volatility products have been hypothesised to promote
growth not by condensation but instead by adsorbing (due
to intermolecular forces) onto the cluster surface, thereby
increasing the size of the cluster, significantly decreasing the
equilibrium vapour pressure, and reducing the minimum satu-
ration ratio required for the organic molecule to contribute to
growth.107

It is also important to understand the fate of molecules
once they partition to clusters and nanoparticles. Once con-
tained within a cluster or particle, non-volatile and semi-
volatile molecules undergo further chemistry. For example,
semi-volatile molecules may become non-volatile via con-
densed phase accretion reactions and further promote parti-
cle growth.108 If such chemistry is operative, a particle size
dependence in composition would be apparent, as the relative
contributions of condensation (a surface process) and reac-
tion (a bulk process) vary with particle size. A few recent
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studies have uncovered size dependent chemistry that bares
out this premise and is a direction for future work.109–111 How-
ever, low volatility oligomeric molecules commonly present
in organic aerosols may also rapidly react with oxidants like
OH112 or may photodegrade113 to produce potentially more
volatile monomeric products.

IV. THE AEROSOL PARTICLE SURFACE

The properties of aerosol particle surfaces are known to be
important in a variety of key atmospheric processes and to the
rates of heterogeneous reactions. For example, an atmospheric
particle’s surface tension helps determine the critical supersat-
uration in relative humidity (RH) that must be surpassed for
a particle to grow into a cloud droplet.114 A high surface ten-
sion results in a high critical supersaturation and fewer cloud
droplets are formed. A low surface tension results in a lower
critical supersaturation, resulting in a substantial increase in
the cloud droplet number concentration that increases cloud
reflectivity and decreases precipitation. Additionally, reac-
tions on mineral dust surfaces115,116 and ice particles117 are
key to many climate processes, including nitrate and sulfate
photochemistry118,119 and, of course, formation of the ozone
hole.120 Chloride ion concentrations may be enhanced at the
interface of aqueous sea salt particles, allowing reactions that
are fundamentally different in terms of kinetics and mech-
anism to those occurring in the particle bulk.121 Reactivity
near or on the particle surface depends on parameters like
reaction rates, surface concentrations, and bulk diffusion con-
stants, which may all impact the reacto-diffusive length.122–125

Indeed, efforts to infer the surface propensity and orienta-
tions of molecules and ions at the particle-air interface have
been underway for years.126,127 However, these approaches
typically involve surface specific spectroscopies, such as sec-
ond harmonic generation, sum frequency generation, X-ray
photoelectron spectroscopy, and ion scattering, which usually
require bulk samples or a continually renewed surface for anal-
ysis.125,128–135 Bulk solutions are unable to access the range
of compositions attainable in aerosol droplets and may not
accurately represent gas-particle partitioning due to the high
surface-to-volume ratio present in aerosols. Therefore, most
approaches to resolve the particle-air interface through direct
study of aerosols often rely on indirect measures of the surface
composition.

One of the indirect approaches is to study the evaporation
or hygroscopic growth of aerosols, i.e., to use the dynamics
of molecular transfer across the interfacial region as a tool
to infer the character of the surface. For example, highly ori-
ented condensed films formed by insoluble long chain alcohols
[CnH2n+1OH] reduce the evaporation coefficient of a water
droplet by several orders of magnitude.32 Figure 5 illustrates
this concept for tridecanol (gold line) and pentadecanol (black
line). When the alcohol-doped aqueous droplet is injected into
a RH controlled cell, an initial decrease in radius with time
arises from the evaporation of ethanol used to solubilise the
alcohol in the droplet (<1 s). This initial ethanol loss is fol-
lowed by swift water loss during the first 10 s. When the
droplets are around 15 µm radius, droplet radius begins to
decrease linearly with evaporation time. This linear decrease

FIG. 5. Time-dependent change in the droplet radius for aqueous droplets
doped with tridecanol (gold), pentadecanol (black), and different tride-
canol:pentadecanol molar ratios. These droplets are evaporating into 60%
RH at 293.15 K. Monolayer film formation is observed at ∼15 µm radius for
all droplets. The pictorial description illustrates that the more soluble alcohol
(tridecanol) moves into the bulk as the droplet evaporates, leaving the less
soluble alcohol (pentadecanol) on the surface. Adapted with permission from
Miles et al., Phys. Chem. Chem. Phys. 18, 19847 (2016). Copyright 2016
PCCP Owner Societies.

in radius over time results from the formation of a condensed
film of long chain alcohols on the surface (as quantified by
an inferred surface area per alcohol molecule on the order of
20 Å2) that dramatically inhibits evaporation. This observation
is in contrast to uninhibited evaporation (e.g., for pure water
droplets) where radius-squared decreases linearly with evapo-
ration time. The inhibited evaporation rate scales with the chain
length of the alcohol, with longer chain lengths corresponding
to lower evaporation rates.32

When mixtures of insoluble long chain alcohols in aque-
ous droplets are studied, evaporation is initially slowed by a
combination of the different alcohols.136 However, as evap-
oration continues, the rate of evaporation changes to a value
consistent with that of the less soluble alcohol. For example,
in Fig. 5, the rate of evaporation of 4:1 tridecanol:pentanol
droplets (purple line) changes at ∼20 s and equals that of pure
pentadecanol (black line). As droplet surface area diminishes,
the more soluble alcohol (here, tridecanol) partitions to the
droplet bulk, whereas the less soluble alcohol (pentadecanol)
remains at the surface, forming a condensed film and further
slowing evaporation to a rate equivalent to that expected if it
were the only component at the droplet surface. On the other
hand, condensation of water onto a droplet containing a con-
densed film is not inhibited, as strong cohesive forces among
the long chain alcohol molecules lead to islands forming as
the droplet grows, opening up uncoated areas onto which water
may rapidly condense.32 One implication of these observations
is that atmospheric aerosols are unlikely to experience inhib-
ited evaporation because of the requirement that the surface
film be a condensed coherent film. The chemical complexity
of atmospheric aerosols suggests that it is unlikely a coherent
film would occur naturally in aerosols.

Measurements of the hygroscopic growth of aerosol par-
ticles when RH is increased can also be used to infer the
surface composition of a particle. For example, through the
Köhler theory, the hygroscopic growth of a particle allows
the estimation of the surface tension of the particle, but only
at high RH (>95%) where the surface tension term becomes
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significant and for particles that are sufficiently small that
the surface curvature has a significant impact on the droplet
vapour pressure (typically <200 nm diameter).137,138 A recent
series of experiments examined the hygroscopic growth of
an aerosol containing an inorganic salt core and an organic
coating.13,139,140 Examination of the hygroscopic growth in
the RH range 99.2%-99.9% (i.e., the increase in the parti-
cle size relative to that at 0% RH) indicated that particles
containing an aqueous NaCl core and a shell composed of
α-pinene ozonolysis products have surface tension 50%-70%
lower than that of pure water, but only if the humidified droplet
shell has a thickness of approximately 0.8 nm, or around a
monolayer.139

Further work systematically inferred the impact of the
molecular makeup of the monolayer film on the droplet size,140

not dissimilar to the examination of the role of the phase of the
monomolecular film on evaporation rates discussed above. In
these experiments, particles containing an ammonium sulfate
core and a model organic compound shell of varying thickness
were examined. The model organic compounds were mono
and di-carboxylic acids of different chain lengths. The mea-
sured droplet size at 99.9% RH was related to the structure
of the model organic compound and to the dry particle shell
thickness. The wet droplet size exhibited a complex, nonlinear
dependence on the organic fraction, which was explained only
by considering the two-dimensional van der Waals equation
of state. Insoluble mono- and di-carboxylic acids were shown
to partition to the surface (thereby reducing surface tension)
upon formation of a two-dimensional condensed monolayer.
The dependence of shell thickness (threshold organic frac-
tion) on the diacid structure is illustrated in Fig. 6.140 The
symbols represent the minimum organic fraction required to
observe a change in the hygroscopic growth relative to that
of pure ammonium sulfate particles. For diacids, the ability
to form a condensed monolayer depended on whether the
acid contained an even or an odd number of carbon atoms.
Modelling of these experimental data with the 2-D van der
Waals model attributed the differences to the much smaller

FIG. 6. The threshold organic volume fraction (which correlates to a shell
thickness) at which hygroscopic growth measurably changes from the bare
ammonium sulfate seed. The graphic illustrates the difference in the surface
film structure between the odd and even carbon number diacids, which explains
the experimental results. Adapted with permission from C. R. Ruehl and K.
R. Wilson, J. Phys. Chem. A 118, 3952 (2014). Copyright 2014 American
Chemical Society.

molecular areas of the odd carbon number diacids (∼20 Å2

molecule�1) compared to the even carbon number diacids
(∼40 Å2 molecule�1). This conclusion, illustrated conceptu-
ally in Fig. 6, suggests that the even carbon number diacids
bend around to form “folded films” where both carboxylic
acids are in contact with the aqueous phase (thereby requir-
ing fewer molecules, or a smaller organic fraction, to form a
film), whereas the odd carbon number diacids are more tightly
packed with only one carboxylic acid group contacting the
aqueous phase.

Hygroscopicity measurements at high RH also resolved
key discrepancies in our understanding of how particles grow
into cloud droplets. Additional experiments showed that at
the critical supersaturation at which a particle activates as a
cloud droplet, droplet diameters were ∼50% larger than those
predicted by the Köhler theory, resulting from a particle sur-
face tension much less than that of pure water up to the point
of activation.13 However, beyond activation, droplet growth
proceeded in agreement with expectations (which assumes a
surface tension equivalent to that of pure water). This observa-
tion was consistent with the compressed film picture discussed
above; up to the point of activation, the initially compressed
film lowers surface tension, but beyond it, the film transitions
to a gaseous state with surface tension approaching that of pure
water.

The examples discussed above provide only indirect infor-
mation about the surface composition of aerosol particles, with
molecular detail derived through measurements of their hygro-
scopic growth or evaporation rates. Efforts are now underway
to more directly understand the particle-air interface. A num-
ber of approaches have been applied to study the surface com-
position of individual aerosol particles and ensemble aerosols,
for instance, using X-ray photoelectron spectroscopy,141,142

near edge X-ray absorption fine structure,143 and second har-
monic scattering.144 Additionally, approaches to measure the
surface tension of aerosols have recently been developed. One
off-line approach relies on probing individual sub-micrometre
aerosol particles collected onto a substrate with the tip of an
atomic force microscope.145 By measuring the recoil force as
the tip is pulled out of the particle, surface tension is inferred.
Another approach is to monitor the coalescence dynamics
of two optically trapped droplets.33–35 As illustrated by the
images in Fig. 7(a), coalescence of low viscosity droplets pro-
ceeds through damped oscillations in droplet shape. These
shape oscillations are monitored by elastic backscatter from
the laser light used to optically trap the coalescing droplets. A
typical experimental trace is shown in Fig. 7(b), along with the
aspect ratios from the images in Fig. 7(a). Elastic backscattered
light allows for higher time resolution monitoring of the shape
oscillations relative to camera images. The square of the fre-
quency of the shape oscillations is proportional to the droplet
surface tension. This approach enables a precise measurement
of the equilibrium surface tension of droplets, as illustrated
in Fig. 7(c),35,146 allowing direct measurements of the surface
tension of picolitre volumes even beyond the bulk solubility
limit35,147 and testing of models that predict aerosol surface
tension.146

Future challenges include quantifying the dynamic sur-
face tension of aerosol particles, which has been suggested to
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FIG. 7. (a) High frame rate images of the first 80 µs after coalescence of two aqueous sodium chloride droplets doped with the surfactant sodium dodecyl
sulfate. (b) Elastic backscattered light intensity collected after coalescence (left axis) and droplet aspect ratios from the high frame rate images in part (a) (right
axis). Time t = 0 µs corresponds to the moment of coalescence. (c) Measurements of picolitre droplet surface tension for sodium chloride, glutaric acid, and a
1:1 mass mixture of the two compounds (symbols) compared to a statistical thermodynamic model of surface tension (lines). Measurements to the right of the
vertical lines for sodium chloride and glutaric acid indicate measurements made on droplets above the bulk solubility limit. Parts (a) and (b) are adapted with
permission from Bzdek et al., Chem. Sci. 7, 274 (2016). Copyright 2016 The Royal Society of Chemistry. Part (c) adapted with permission from Boyer et al., J.
Phys. Chem. A 121, 198 (2017). Copyright 2017 American Chemical Society.

be important to understanding the dynamics of atmospheric
aerosol particle size.148 Additionally, a better understanding
of how surfactant molecules partition to the particle surface is
required, recognising the finite size of particles. Models pre-
dict that the high surface-to-volume ratio in aerosol droplets
results in a substantial fraction of the total surfactant molecules
in a droplet partitioning to the surface, depleting the bulk
surfactant concentration, and resulting in a higher surface
tension than expected based on a bulk measurement.149–153

However, these models remain untested by experiment and
simplify the complex composition of aerosols to just one or two
components.

V. PROPERTIES AND DYNAMICS IN THE PARTICLE
BULK

For solid crystalline particles, it may be appropriate to
consider only the processes that occur at the particle surface,
as the potential for processes within the particle bulk can be
ignored. However, for liquid droplets, amorphous particles,
and porous particles, understanding transport processes within
the particle bulk during any dynamic process is key when
rationalising observations of particle heterogeneity, reactivity,
and composition. Changes in the particle composition and size
arise in response to changes in gas phase conditions. For exam-
ple, consider aqueous solution droplets containing solutes. A
steady state is attained when the vapour pressure of water at the
droplet surface equals the partial pressure of water at infinite
distance. If the gas and particle are at the same temperature
and neglecting any impact from the surface curvature (i.e., the
surface tension effects already discussed), the activity of water
in the droplet bulk is in equilibrium with the gas phase RH.
Changes in the gas phase RH drive commensurate changes in
the water activity within the droplet, leading to a change in

the mass fraction of solute. Figure 8 provides an illustration
of this concept for aqueous droplets containing a mixture of
non-volatile sucrose and semi-volatile maleic acid, an unsatu-
rated dicarboxylic acid with a vapour pressure, p0

MA, of ∼10�3

Pa [see Fig. 8(c) for a pictorial description]. These data were
collected using aerosol optical tweezers, which allows precise
measurements of the size and refractive index of an optically
trapped droplet as ambient conditions like RH are modi-
fied.154–156 At step changes in RH [Fig. 8(a), upper panel], the
droplet responds by losing water, with a commensurate step
in particle size, leading to higher solute concentrations and
a lower water activity. A concomitant increase in the refrac-
tive index [Fig. 8(a), lower panel] occurs due to the increase
in solute concentration, with sucrose and maleic acid having
a higher refractive index than water. An additional change
occurs in the droplet size between steps in RH: the droplet
size decreases due to the continual evaporation of the semi-
volatile maleic acid component, with a commensurate loss of
water to maintain the water activity in the droplet equal to the
RH.154,155 In these experiments, the gas phase is continually
purged, removing maleic acid and establishing a concentration
gradient from the droplet surface to infinite distance, which
leads to the slow volatilisation of maleic acid at a rate gov-
erned by its vapour pressure at the solution composition, pMA,
which in turn depends on the maleic acid mole fraction, xMA,
and the activity coefficient, γMA,

pMA = xMAγMApMA. (1)

This slower change is highlighted in greater detail in Fig. 8(b),
which also illustrates the precision in radius and refractive
index measurement afforded by the approach. This slower
change in the droplet size due to volatilisation can be use-
ful for inferring organic molecule diffusion constants within
the particle.58,157
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FIG. 8. (a) Responses in radius and refractive index of a droplet containing
non-volatile sucrose, semi-volatile maleic acid, and water to step changes in
RH (right axis). The green dotted lines highlight the slow change in radius
and refractive index due to volatilisation of maleic acid, desorbing with an
appropriate equilibrium amount of solvating water, while the droplet is held
at constant RH. (b) Expanded view of the slow changes in the droplet radius
and refractive index over a 1250 s period of constant RH. The precision of
the measurement is highlighted by the embedded text. (c) Illustration of the
dynamics of the droplet components.

Underlying this simple example are some interesting chal-
lenges in the chemical physics of aerosols. At the RHs/water
activities of the experiment shown, maleic acid and sucrose
are supersaturated with respect to their bulk concentrations.
As already described, supersaturation of solutes is typical of
aerosol systems, with the aerosol remaining in a metastable
liquid phase when a crystalline phase is energetically pre-
ferred.7 Indeed, as the RH and water activity approach
zero, the droplet may correspond to a subcooled liquid or
melt.14 Such behaviour has been observed even for inorganic
salt solutions. For example, there are numerous reports of
sodium nitrate droplets existing under dry conditions without
crystallisation,158,159 and it is common for organic solution
droplets to continuously lose and gain water on decreasing
and increasing the RH, respectively, without crystallisation.7,48

Even aqueous sodium chloride can achieve a supersaturation
>2.2 with respect to the solubility limit before crystallisa-
tion occurs.160,161 Measurements of the phase state of aerosol
particles with varying RH and particle size could provide use-
ful insights for understanding the nucleation of crystalline
phases.

Even if crystallisation of solute does occur under dry
conditions, the significant supersaturations that are achieved
in aerosol droplets lead to strong non-idealities in solu-
tion behaviour and activity coefficients that depart signifi-
cantly from 1.7 Measurements can then provide insights into

intermolecular interactions; indeed, there is a pressing need
to better quantify and treat the interactions between charged
inorganic ions and uncharged organic solutes. There are very
few measurements that have examined the veracity of model
predictions of equilibrium solution composition for highly
complex mixtures involving many components and classes
of species,162 where there may be many different types of
intermolecular interactions and molecular species forming a
solvated network.

More generally, understanding the equilibrium response
in solution composition to RH is key to variation in aerosol
particle size. In a very recent paper, uncertainties in the hygro-
scopic response of low solubility organic aerosols have been
shown to lead to significant uncertainties in the direct and
indirect radiative forcing of aerosols, even to the level of com-
parability between the uncertainty and the best estimate of the
magnitude of the effect.163 Although the water activity in solu-
tion droplets must approach 1 in the dilute limit, predicting the
level of hygroscopic growth at high RH for insoluble organic
aerosols used in inhalation therapies as well as for atmo-
spheric aerosols is challenging.164–169 In addition, the example
in Fig. 8 illustrates that refractive indices of aerosols, essential
for quantifying the radiative impact in the atmosphere, must
be measured in the aerosol phase; measurements in bulk solu-
tion phases are unable to achieve the compositions that can be
achieved in aerosols.7

In many instances, the partitioning of components
between the gas and condensed phase is uncertain due to uncer-
tainties in the pure component vapour pressures, not just the
appropriate activity coefficients.14 In an atmospheric context,
organic components with vapour pressures below 10�2 Pa are
classified as semi-volatile and components with vapour pres-
sures below 10�5 Pa are classified as low volatile. Indeed,
high molecular weight oligomers formed by chemistry in the
aerosol phase have been suggested to have vapour pressures
<<10�10 Pa.170,171 A key problem is that such low values are
unlikely to ever be measurable. Even for maleic acid, a vapour
pressure of 10�3 Pa leads to a mass flux of only 0.3 fg s�1

for a 5 µm radius particle or a change in size of little more
than 10 nm in 1000 s. As a consequence, measurements of
the vapour pressures of heavily oxidised, low volatility com-
pounds such as citric acid, with functionalities and an O:C
ratio typical of organic components in ambient aerosol, span
6 orders of magnitude across different techniques.171 Instead,
estimates of vapour pressure must rely on predictive models
trained to specific subsets of compounds and chemical func-
tionalities, which can often incur large errors.172 In addition,
aerosol chemical composition is complex and often does not
provide molecular specificity in any quantitative manner, mak-
ing it even more difficult to model ambient aerosol vapour
pressures. Clearly, this presents a significant gap in knowledge:
to model the mass concentration of aerosols in a polluted urban
environment, a key indicator of air quality and airborne particu-
late matter, the volatility distribution must be constrained.173 In
many cases, there is just insufficient underpinning of a funda-
mental physicochemical property such as vapour pressure with
which to rationalise and generalise predictive models. In addi-
tion, every change in RH must be followed by a readjustment
of the gas-particle partitioning of the organic components,
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potentially requiring the co-condensation of an organic vapour
with water into the condensed phase mass as the RH
increases.174 In order to address this knowledge gap, new
and existing techniques to measure volatility must be com-
pared or standardised such that their optimal operational
regimes are assessed, similar to recent work by Krieger et
al.175 Additionally, better quantification of the relationships
among approaches that measure the thermal desorption of
aerosol, aerosol volatility, and chemical composition changes
that result from thermal desorption is required.176

So far we have considered fully miscible components.
However, for such highly complex mixtures as those found
in atmospheric aerosols, it is possible that a single particle
may be composed of multiple phases, consisting of either par-
tially dissolved solids or liquid-liquid phase separation.177,178

Recent studies have suggested that for ambient secondary
organic aerosol particles at high RH/water activity, the equi-
librium adopted may consist of phase separated hydrophobic
and aqueous phases.179 Once two aerosol distributions mix,
for example, when the aerosol from natural and anthropogenic
sources meet, time scales for full readjustment of the partition-
ing of material between gaseous, hydrophobic, and hydrophilic
phases could require hours.180 The morphology of the result-
ing particles may also be challenging to predict, with core-shell
and partially engulfed structures plausibly depending on sur-
facial and interfacial tensions of the different domains.181–183

Indeed, the morphology has been shown to depend on the
drying rate for sub-micrometre sized particles typical of the
atmosphere.184 Additionally, a recent study suggested that the
liquid-liquid phase separated particles in the atmosphere may
reduce the barrier to cloud droplet activation by reducing the
particle surface tension, thereby substantially increasing the
total number of cloud condensation nuclei.185

As illustrated in Fig. 8, the partitioning of semi-volatile
components between the particle and gas phases requires time,
simply due to the small concentration gradients established in
the gas phase for low volatility components. By contrast, the
adjustments in condensed phase water to changes in RH can
be quick, typically complete on time scales <5 s for particles
smaller than 10 µm diameter.162,186 Notably this time scale is
comparable to inhalation/exhalation time scales for aerosols
into the respiratory tract, opening up the possibility that the
inhalation aerosol may never achieve a steady size distribu-
tion and suggesting that quantifying rates of condensation and
evaporation, and understanding the factors that control these
mass fluxes, must be understood.164,187

The increasing mass fraction of solutes that occurs as a
particle is dried, as well as reflecting the slowness of nucle-
ation and crystallisation, can lead to substantial increases in
particle viscosity.12,158,188 However, aerosol particle viscosity
is a challenging parameter to measure due to the small sample
volumes involved as well as the ability for aerosols to easily
achieve supersaturated (and potentially highly viscous) states.
One approach to measure aerosol viscosity involves monitor-
ing the coalescence of two droplets and is analogous to the
surface tension measurements discussed in Sec. IV.12,35 The
relaxation time to spherical shape after droplet coalescence is
inversely proportional to the viscosity of the composite droplet
for low viscosity droplets and is directly proportional to the

viscosity of the composite droplet for high viscosity droplets.
In the low viscosity limit, where damped shape oscillations are
operative (e.g., Fig. 7), the maxima in the retrieved backscat-
tered light give an exponential decay to a spherical shape,
allowing retrieval of viscosity to<0.5 mPa s.35 Above a critical
viscosity, coalescence does not proceed through damped shape
oscillations but instead proceeds through a merging of the two
spheres, as illustrated in Fig. 9 for sucrose droplets across a rel-
atively small RH range (80%-90%).34 Retrieval of the aspect
ratios from images of the coalescing droplets allows quantifi-
cation of the relaxation time through exponential fits, which
can span several orders of magnitude, even over a relatively
small RH range.

The utility of this approach is highlighted in Fig. 10, where
RH-dependent measurements of viscosity for citric acid are
plotted.189 The diamonds illustrate that bulk solution mea-
surements only cover a small range in RH; bulk measurements
would be impossible below 80% RH, equivalent to the water
activity at the solubility limit. However, in aerosols, the entire
RH range can be accessed, with citric acid viscosity increasing
by 6 orders of magnitude relative to the viscosity at the bulk
solubility limit (80% RH). Figure 10 also illustrates that the
viscosity of sucrose aerosol droplets increases over 15 orders

FIG. 9. Coalescence of sucrose droplets at 89%, 86%, and 82% RH, high-
lighting the order of magnitude time scales inherent to coalescence, even for
one system over a relatively small RH range. (a) Droplet aspect ratios from
high frame rate imaging of the coalescence. Symbols represent experimen-
tally determined aspect ratios. Solid lines are exponential decays fit to the
experimental data. (b) High frame rate images at selected time points during
the coalescence events plotted in (a). Adapted with permission from Bzdek
et al., J. Chem. Phys. 145, 054502 (2016). Copyright 2016 AIP Publishing
LLC.
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FIG. 10. Measurements of picolitre droplet viscosity across the entire range
of RH. Symbols are experimental data points for citric acid.189 The lines
and the corresponding envelopes are fits to droplet measurements and the
corresponding uncertainties. A guide correlating various viscosity values to
common materials is provided at the right.

of magnitude from 10�3 Pa s in the dilute limit to 1012 Pa s,
equivalent to the formation of a glass at a water activity of
∼0.2.12,189 Water acts as a plasticiser and can lead to steep
variations in particle viscosity with moisture content. From
the consideration of the inverse relationship of viscosity and
diffusion constant reflected by the Stokes-Einstein equation,
it might be expected that this could lead to a commensurate
suppression in diffusion constant and, thus, diffusional mixing
time scale.12,188 In effect, the drying process can be thought to
“freeze” the molecular motions and lead to particles that retain
moisture on drying purely due to a kinetic constraint. How-
ever, the Stokes-Einstein equation breaks down when there is
a disparity between the size of the diffusing molecule and the
matrix through which it is diffusing.12,58,157

Not only have highly viscous and even glassy particles
been observed in atmospheric aerosols, but the suppression
of diffusion on the drying time scale is commonly exploited
in processes such as spray drying and the formation of het-
erogeneous particles.5,190,191 If the mass flux of evaporating
solvent is sufficiently high, the droplet surface recedes suffi-
ciently rapidly that mixing within the droplet volume cannot
keep up. This leads to large enrichments in the solute concen-
tration at the particle surface, the formation of a crystalline or
amorphous crust, and the formation of hollow or more complex
particle morphologies.158,192

In recent work, it has been possible both to determine
the viscosity of aerosol particles in metastable supersaturated
states as a function of moisture content and to measure the
kinetics of water evaporation and condensation following step
changes in gas phase RH.11,12,58 These latter measurements
can be compared with Fickian models of the diffusional kinet-
ics by representing the droplet as a number of concentric
shells, albeit assuming ideality in the solution composition.193

By comparison with these models, the diffusion constant of
water in the pure solute melt can be estimated and the depen-
dence of the diffusion constant on moisture content explored.
Thus, these independent measurements of viscosity and dif-
fusion constant can provide insights into the breakdown of
the Stokes-Einstein equation and the very diffusional kinetics
that initiate nucleation and crystallisation.12,158 Recent studies

have confirmed that the Stokes-Einstein equation can provide a
first estimate of molecular diffusion constants of large organic
molecules diffusing in a viscous matrix, with estimates within
1-2 orders of magnitude of direct measurements. However, as
the disparity in molecular sizes becomes more significant (e.g.,
for water diffusing in a viscous organic matrix), an estimate
from the Stokes-Einstein equation can be inaccurate by many
orders of magnitude.12,58,193,194

VI. EMERGING CHALLENGES

Aerosols are complex systems requiring a firm under-
standing of the properties of gas phase molecules (e.g., vapour
pressure), small molecular clusters (e.g., growth energetics and
kinetics), and large particles (e.g., viscosity). Time scales of
aerosol processes can range from nanoseconds (time scale of
surface accommodation on a droplet surface) to years (coales-
cence of two glassy particles). A full understanding of aerosol
processes and properties requires application of a wide range
of approaches.

Although much progress has been made in our under-
standing of the chemical physics of aerosols, there are a num-
ber of emerging challenges that still require investigation. For
example, reactions occurring in aerosols may proceed at much
faster rates than in solutions.195–199 The underlying reasons for
accelerated reaction are not fully understood, but in some cases
it may be due to the high surface-to-volume ratio of a parti-
cle relative to the bulk,198,200 whereas in other cases it may
be due to the rapid evaporation of water produced in the reac-
tion.197,201 Another emerging research area relates to the study
of aerosol acidity,202 which is poorly resolved but helps to gov-
ern aerosol chemical processing,203 phase state,204 and toxic-
ity.205 However, current approaches to infer the pH of aerosols
are insufficient,206 in part because the macroscopic definition
of pH is no longer valid in sufficiently small particles where the
number of water molecules is very limited,207 although some
recent advances have been made through Raman spectroscopy
of individual particles deposited on a substrate.208,209

One very recent development is the discovery of inter-
facial photochemistry, often driven by photosensitisers, that
can produce a wide range of products that may change the
aerosol physicochemical properties as well as release reactive
compounds to the gas phase that may even go on to produce
new atmospheric particles.210,211 A complete understanding
of interfacial processes in aerosols will require development
of improved approaches to gain chemical and physical insight
at the particle-air interface. Photochemistry may also manifest
in aerosols through size-dependent reactions resulting from
nanofocussing of light in the particle.212 Light also impacts
aerosol optical properties, and these are often very poorly
constrained, especially for particles of heterogeneous com-
position, as well as for nonspherical and absorbing particles.
For instance, a controversial topic is the potential enhancement
in absorption cross section resulting from inclusions of black
carbon in aerosol droplets.213

In the formulation of aerosols for industrial applica-
tions, there remains considerable uncertainty about what gov-
erns the final particle structure (e.g., core/shell composition,
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morphology, etc.). These final particle properties are likely
underpinned by fundamental principles such as the compe-
tition between molecular diffusion rates within the particle
and evaporation rates.52,192,214,215 Similar challenges arise in
the formulation of pharmaceutical aerosols, which are engi-
neered to optimise the particle structure for release of the
active ingredient as well as optimise deposition in the desired
region of the lung.166–169 With respect to disease and biosecu-
rity, bioaerosols, which consist of particles containing bac-
teria and/or viruses coated with secondary species such as
organic molecules, are poorly understood. For example, how
long bioaerosols remain viable after release, and whether they
can mutate in the concentrated environment of aerosols, is
currently unknown.216,217

Although aerosols are relevant to a wide range of appli-
cations, the fundamentals that govern their properties and
processes are similar and are deeply grounded in chemical
physics. Improving our understanding of aerosols will require
application of the latest advances in chemical physics to this
challenging and exciting field.
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