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Abstract

Atom-laser interaction is at the heart of the vibrant field of quantum optics. The
dynamical properties of a moving atom submitted to a laser radiation are strongly
influenced by the position- and time-dependence of the latter. The full physical
state of the atom must include information about the centre-of-mass motion and
the internal structure of the atom. It is challenging to obtain a complete description
of the full state of the atom. However, there exists an alternative approach to the
dynamics of an atom in the presence of a laser, which is based on the concept of
matter-wave absorption.

In this thesis, we theoretically study the nonrelativistic one-dimensional motion
of an electrically neutral quantum particle in the presence of a thin time-dependent
absorber, representing the laser radiation. Our aim is to better understand the pre-
cise connection between time-dependent matter-wave absorption and the interaction
between an atom and a localised time-dependent laser.

Our analysis is based on two different approaches to the problem. The first one
describes the moving atom by a two-level system, and represents the laser radiation
by an off-diagonal δ-potential. The second model treats the atom as a structureless
particle, and describes the laser by a time-dependent absorbing barrier. While the
former model can be derived from first principles, the treatment of the absorbing
barrier in the latter model lacks a rigorous quantum mechanical justification. The
main outcome of our work is to provide a solid physical ground for the absorber
model, by explicitly connecting it to the δ-potential model. We have thus extended
the range of theoretical tools useful for investigating the effects of time-dependent
laser radiation on quantum matter.
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Chapter 1

Introduction

Dynamics is one of the most obvious physical concepts, as motion occurs in everyday
life. Building up on Galileo’s pioneering work Newton stated his Second Law, then
refined by Einstein two centuries later. However, difficulties arose when this classical
approach to dynamics was applied to matter at its most fundamental level, for which
a whole new framework was required. This resulted in Quantum Mechanics [1–5],
the all-embracing theory of microscopic phenomena.

An important development allowed by the quantum-mechanical framework has
been the conception of the laser. The physics of atom-laser interaction in particular
is very rich and spans a wide range of phenomena. For instance, experimental
breakthroughs made it possible to manipulate individual quantum systems via e.g.
ion traps [6–9] or cavity quantum electrodynamics [10] and even made nondemolition
measurements [11] possible. Furthermore, the coupling between a moving atom
and a laser light can induce important modifications of the dynamical properties
of the atom. This is adequately used in the field of ultracold atoms, where laser
cooling can produce temperatures lower than the micro-Kelvin (see e.g. [12] for a
general reference about modern atomic physics). It is also remarkable that some of
the thought experiments devised in the early days of the quantum theory [13] can
nowadays be realised in the laboratory [14,15]. Atom-laser interaction then appears
to be a valuable tool to study the foundations of Quantum Mechanics.

The question addressed in this thesis has one origin in atom-laser interaction.
Consider an atom, whose internal structure can be described by the set {|j〉} of
its energy eigenstates. A laser radiation may then induce a transition from one
internal state |i〉 to an other internal state |f〉. The dynamical properties of an atom
submitted to a laser are greatly influenced by the position- and time-dependence of
the laser light. For instance, in the case of a position-independent simple periodic
laser the atom can undergo Rabi oscillations, or Rabi flopping [1,16,17]. A possible
way of suppressing Rabi oscillations is by making the intensity of the laser depend
on position [18]. The motion of an atom interacting with a position- and time-
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CHAPTER 1. INTRODUCTION 2

dependent laser radiation is a fundamental problem in quantum optics. A complete
description of a moving atom in interaction with a laser must take into account both
the centre-of-mass motion and the evolution of the internal state of the atom. It is
then instructive to note that little attention has been given to the theoretical study
of the centre-of-mass motion of particles with an internal structure in the presence
of a position-dependent laser light [18,19].

An effective approach to the dynamics of an atom in the presence of a laser
light is provided by the concept of matter-wave absorption (that will be discussed
in more details later on). In its simplest setting, matter-wave absorption allows to
map the problem of the interaction between an atom (having an internal structure)
and a laser into the simpler problem of a structureless particle (representing the
atom) submitted to an absorbing barrier (representing the laser). The state of
the particle is now given by a usual one-component wave function. Possible laser-
induced transitions in the original problem are here taken into account through a
non-unitary dynamics of the system. Because of the non-unitarity of the dynamics,
such problems are related to the general topic of non-Hermitian Quantum Mechanics
(see e.g. [20] as a general reference). The laser can here be modelled by a complex
absorbing potential [21]. However, the problem of a moving particle submitted to
an absorbing barrier remains to date little studied (see e.g. [22] for a stationary
non-Hermitian potential).

In this thesis, we theoretically study the nonrelativistic one-dimensional motion
of an electrically neutral quantum particle submitted to a thin time-dependent ab-
sorber, modelling the interaction of a moving atom with a localised time-dependent
laser radiation. The aim of this work is to better understand the precise connection
between time-dependent matter-wave absorption and the interaction of an atom
with a time-dependent laser. To the best of our knowledge, this subject spans a
vastly uncharted territory.

The thesis is organised as follows. We present first in chapter 2 the analytical
techniques we use to tackle an intrinsically time-dependent problem. We use the
time-dependent approach of nonrelativistic quantum dynamics (see e.g. [23] as a gen-
eral reference), based on the time-dependent Schrödinger equation (TDSE). Solving
the TDSE yields the dynamical state of the system, that is a wave function, or wave
packet, ψ(x, t) for a structureless particle in the position representation (x and t

denoting, respectively, the position and time variables). We recall the important
notion of a propagator, which will prove useful to treat the TDSE. We then discuss
the simple case of Gaussian wave packets, as it naturally leads to the frozen Gaus-
sian regime used extensively in later calculations. As we will see, classical intuition
can be adequately used in studying the dynamics of localised wave packets. We also
recall the phase-space representation of a quantum state, focusing in particular on
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the Husimi distribution. We conclude the chapter with a closer examination of the
concept of matter-wave absorption.

The discussion of matter-wave absorption is then continued in greater details
in chapter 3, where we introduce two models describing the interaction between a
moving particle and a thin time-dependent laser beam. The first model is called
the δ-potential model (DPM). This model is a time-dependent generalisation of the
stationary atom-laser model introduced in [19]. It describes the motion of a two-
level atom, with the two internal states |1〉 and |2〉, interacting with a localised
time-dependent resonant laser light. The laser is represented by an off-diagonal
δ-potential with a time-dependent amplitude Ω(t). The atom is initially prepared
in the state |1〉. That is, the initial state is given by ψ0(x)|1〉 in the position rep-
resentation. The atom is assumed to be initially localised on the left of the laser,
i.e. ψ0(x) = 0 for x > 0 (the laser beam being localised at position x = 0). This
model is thus relevant to describe the motion of a wave packet whose spatial ex-
tent σ is much larger than the spatial extent (in the direction of propagation of
the packet) of the laser light. The effect of the potential is to mix the populations
of the two levels as time evolves, so that the state of the atom at time t is given
by ψ1(x, t)|1〉 + ψ2(x, t)|2〉. We regard an atom in the state |2〉 as undetectable,
i.e. absorbed by the laser, and are primarily interested in evaluating the component
ψ1(x, t) of the detectable state |1〉. We then introduce an other model, aiming at
constructing the component ψ1 by means of time-dependent matter-wave absorp-
tion. This second approach is referred to as the aperture function model (AFM),
and was initially devised in references [24] and [25]. It represents the laser radiation
by an absorbing barrier, characterised by discontinuous time-dependent absorbing
boundary conditions. The barrier is described by an aperture function χ(t). It is a
dimensionless quantity that is related to the transparency of the barrier. The main
advantage of the AFM over the DPM is that the former is exactly solvable for an
arbitrary time-dependent aperture function, while the latter admits exact solutions
only in very few cases. A serious drawback of the AFM however is that the par-
ticular absorbing boundary conditions describing the barrier lack a clear physical
justification.

Therefore, the first objective of our work is to give a proper physical basis to
the AFM. We do this by explicitly connecting it to the first-principles DPM. We
conjecture at the end of chapter 3 a concrete relation between the time-dependent
aperture function χ(t) and well-defined physical quantities characterising the atom-
laser system in the DPM. The hypothesis connecting the AFM with the DPM, yet to
be proven, is then justified in chapter 4 through a quantitative comparison between
the two models. This comparison is performed using both analytical and numerical
methods. Our analytical calculations make use of a particular semiclassical regime,
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namely a frozen Gaussian regime. More precisely, this regime assumes the increase
of the spatial spreading of a freely evolved Gaussian wave packet to be negligible as
compared to the initial spreading of the packet. Such a regime can be adequately
used to describe modern experiments based on ultracold atoms (see e.g. [26] re-
garding coherent backscattering of 87Rb atoms, where the experimental parameters
satisfy the semiclassical regime considered in this work). Assuming the connection
between the AFM and the DPM, we demonstrate an excellent agreement between
the physical predictions of the two models for both slowly varying barriers and the
limit case of an instantaneously varying barrier. We then turn our attention to a
numerical approach, where different atom-barrier systems are analysed. We observe
again an excellent agreement between the two models in a semiclassical regime. As
a result of this analysis, the AFM has been advanced and the link between the
absorbing barrier and a physical laser is now unambiguous. Therefore, this model
is relevant and valuable to study the motion of an atom in the presence of a time-
dependent laser light. Indeed, the AFM allows one to analytically investigate the
dynamical properties of the atom. In particular, contrary to the DPM, the AFM
does not require to numerically solve a many-component TDSE. Note that these
two chapters, chapters 3 and 4, resulted in our recently published work [27].

Having provided a sound physical basis to the AFM, we capitalise on the fact
that it is exactly solvable to explore in chapter 5 various aspects of matter-wave
absorption by time-dependent barriers. We identify some of the areas where we
believe the AFM can prove valuable, and present some preliminary results. We
first consider the example of a simple periodic time-dependent aperture function,
and compute an exact expression of the Husimi representation of the transmitted
state. We derive analytical results that prove valuable in understanding the phase-
space structure of the Husimi distribution. We also treat the case of a Gaussian-like
time-dependent aperture function, and again derive an analytical expression of the
Husimi distribution. These two scenarios could provide valuable analytical insights
for the study of time gratings and time slits. We then derive an expression for
the Husimi distribution in the complex plane, and obtain an analytical result for a
special example of aperture function. Finally, we formulate the important inverse
problem, aiming at identifying the time-dependent barrier that could produce a
desired target state.

The main outcome of our work is to give a strong physical ground to the AFM,
originally a heuristic model, by explicitly connecting it to the DPM that can be
derived from first principles. We clearly demonstrated how matter-wave absorption
is able to adequately model atom-laser interaction. On a fundamental level, we have
thus extended the range of theoretical tools appropriate for investigating the effects
of time-dependent lasers on an atomic wave function. We also obtained valuable
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physical insights regarding the dynamical properties of a moving quantum parti-
cle in the presence of time-dependent matter-wave absorption, a vastly unexplored
area. Finally, the recently proposed reshaping of wave packets via time-dependent
absorption [28], as well as the results obtained in this thesis, demonstrate a potential
versatility of time-dependent matter-wave absorption for manipulating the quantum
state of a particle. Therefore, we believe that the AFM will prove valuable in in-
vestigating the possibility of engineering any desired quantum state with a carefully
tuned laser radiation.



Chapter 2

Fundamental concepts

In this thesis, we study the nonrelativistic dynamical properties of moving localised
quantum wave packets submitted to a thin time-dependent absorber. Therefore, the
purpose of this chapter is to introduce the various techniques we use to tackle this
problem. It also provides a more detailed discussion of the fundamental concepts
upon which our work is built, namely nonrelativistic quantum dynamics, localised
wave packets and matter-wave absorption.

We consider the one-dimensional motion of a single nonrelativistic quantum par-
ticle of mass m. The direction of propagation of the particle is given by the usual
Cartesian x-axis. The state of the system is described by a ket |ψ〉 vector of a
Hilbert space H . The state |ψ〉 contains all the information one can possibly know
about the system. At the initial time t0, the particle is taken to be in the state |ψ0〉.
For convenience, we set the initial time to be zero in the sequel, i.e. t0 = 01. The
system then evolves in a time t > 0 towards the state |ψ(t)〉 under the influence of
a Hamiltonian H(τ), with 0 < τ < t. The dynamics of the particle between the
initial time and the final time t is hence governed by the time-dependent Schrödinger
equation (TDSE), that is

i~
d

dτ
|ψ(τ)〉 = H(τ)|ψ(τ)〉 , (2.1)

for any 0 < τ < t. We emphasise that the Hamiltonian is taken to be time-dependent,
which means that we consider nonconservative systems. We write H in the form

H(τ) = H0 + V (X, τ) , (2.2)

1At the cost of generality: as we will deal with nonconservative systems the propagator will not
be invariant through a time translation. Hence the observation time t and the initial time t0 do
not, in general, appear only via the combination t− t0.

6



CHAPTER 2. FUNDAMENTAL CONCEPTS 7

where H0 denotes the kinetic, free-particle Hamiltonian, i.e.

H0 ≡
P 2

2m
, (2.3)

with P the momentum operator, and V (X, τ) denotes the potential to which the
particle is submitted. The potential depends on time and on the position operator
X, but not on the momentum operator P . The particle is said to be free if it is
submitted to a constant potential. We emphasise two notations consistently used
in the sequel, namely that the Latin character t will always represent the final time
(sometimes also referred to as the observation time) and will be considered as a
fixed parameter of the problem, while the Greek character τ will typically denote a
varying time, 0 < τ < t.

The TDSE (2.1) is the dynamical equation of nonrelativistic Quantum Mechan-
ics. A standard approach to solve the TDSE for time-independent Hamiltonians
is to use separation of variables. The resulting equation for the position variable
is the time-independent, or stationary, Schrödinger equation. Solving it yields the
eigenvalues and eigenstates of the Hamiltonian. The solution of the TDSE is then
given by a linear combination of these eigenstates with time-dependent coefficients.
To add a time-dependent term to the Hamiltonian increases drastically the complex-
ity of solving the TDSE. A typical approach would then be to use time-dependent
perturbation theory [29, 30]. It proves useful in studying the effect of a weak time-
dependent perturbation on the transition probabilities between the eigenstates of
the unperturbed Hamiltonian. However, this approximation scheme is not suitable
to describe the precise time evolution of the system for arbitrary time-dependent
Hamiltonians.

We focus in the sequel on solving the TDSE directly, without any reference
to the time-independent Schrödinger equation. To this respect, we introduce in
section 2.1 the fundamental notion of a propagator. We then discuss in section 2.2
the motion of localised wave packets, using the important example of free Gaussian
wave packets. This will naturally lead us to the frozen Gaussian regime. Section 2.3
is a reminder of Quantum Mechanics in phase space. We focus in particular on the
Husimi distribution. Finally, we give in section 2.4 a more detailed presentation of
the concept of matter-wave absorption, central topic of the present work.

2.1 Propagator for the time-dependent Schrödinger

equation

In this section we recall some fundamental results about the TDSE (2.1).
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First of all, note that the TDSE is a first order ordinary differential equation in
time, which ensures that the state |ψ(τ)〉 of the system at any time τ > 0 is uniquely
determined by the initial state |ψ0〉. Therefore, there exists a certain operator U(τ)

such that

|ψ(τ)〉 = U(τ)|ψ0〉 , (2.4)

for any τ > 0. Because of its definition (2.4), the operator U(τ) is called the
(time-)evolution operator. It embeds all the dynamical properties of the system
and is independent of the initial state. Furthermore, the TDSE (2.1) is a linear
and homogeneous differential equation, and thus admits a superposition principle,
stating that any linear combination of solutions is itself a solution of the TDSE.
This implies in particular that the evolution operator U(τ) is linear.

For simplicity, let us now assume the particle has no internal structure2. We
use the position representation based on the position eigenvectors {|x〉} [1, 2]. The
dynamical state of the system at any time τ > 0 is thus given by the wave function
ψ(x, τ) ≡ 〈x|ψ(τ)〉. Therefore, projecting the equation (2.4) on the ket |x〉 and
inserting the closure relation

´ +∞
−∞ dx |x〉〈x| = 1, with 1 being the identity operator,

yields

ψ(x, τ) =

ˆ +∞

−∞
dx′K(x, x′, τ)ψ0(x′) , (2.5)

where K(x, x′, τ) denotes the matrix elements of the evolution operator U(τ) in the
position representation, that is

K(x, x′, τ) ≡ 〈x|U(τ)|x′〉 . (2.6)

The quantity K(x, x′, τ) represents the probability amplitude for the system to
evolve, in a time τ > 0, from an initial position x′ to a position x. For this reason,
the quantity K(x, x′, τ) is called the propagator. The propagator is a fundamental
quantity of interest when dealing with the TDSE, because it embeds all the dynam-
ics of the problem. Its main advantage is indeed transparent from the relation (2.5):
once the propagator K(x, x′, τ) is known, the dynamical state ψ(x, τ) of the system
at any time τ can be constructed via a mere integral, and this for any initial state.

2This assumption will need to be relaxed when we later discuss the case of a two-level system.
However, the conclusions to be drawn in the case of a structureless particle can be to a great extent
generalised after merely replacing the wave function by a spinor.
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Now, because the wave function ψ(x, τ) satisfies the TDSE3

i~
∂

∂τ
ψ(x, τ) =

[
− ~2

2m

∂2

∂x2
+ V (x, τ)

]
ψ(x, τ) , (2.7)

it can be readily seen from (2.5) that the propagator K(x, x′, τ) itself satisfies the
same differential equation, that is

[
i~
∂

∂τ
+

~2

2m

∂2

∂x2
− V (x, τ)

]
K(x, x′, τ) = 0 . (2.8a)

The initial condition (IC) is clearly fixed from the definition (2.6), and reads

K(x, x′, 0+) = δ(x− x′) . (2.8b)

The notation 0+ used in (2.8b) merely stands for 0 approached from the positive
semi axis. Finally, particular boundary conditions (BC’s) at x → ±∞ must be
imposed on K(x, x′, τ). Such BC’s are inspired by the classical diffusion equation.
It is well known [31] that the free-particle TDSE reduces to the diffusion equation
under the substitution τ → −i |τ |4. The propagator for the diffusion equation is
required to vanish at x → ±∞. This suggests to impose the same BC’s on the
propagator K(x, x′, τ) of the TDSE under the substitution τ → −i |τ |, that is

lim
x→±∞

K(x, x′, τ) = 0 for τ = −i |τ | . (2.8c)

The set of equations (2.8) defines a well-posed problem because of the parabolic
nature of the TDSE [31]. The validity of the BC’s (2.8c) is determined from physical
grounds.

For instance, the problem (2.8) must be able to describe the important case of a
free particle, where V (x, τ) = 0. The unique solution to the corresponding problem,
denoted by K0(x− x′, τ)5, is given by

K0(x− x′, τ) =

√
m

2iπ~τ
exp

(
i
m(x− x′)2

2~τ

)
. (2.9)

This expression indeed corresponds to the free-particle propagator (which can be
3Writing (2.1), (2.2) and (2.3) in the position representation, and using the correspondences

X ↔ x and P ↔ −i~ ∂/∂x.
4The diffusion constant being ~/2m.
5This simpler notation is justified by the fact that the free-particle propagator is invariant under

a space-translation, i.e. it depends on the positions x and x′ only through x−x′. It is worth noting
that in the case of a free particle the propagator is also invariant under a time-translation.
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derived from different techniques, such as path integration [32]). The BC’s (2.8c)
are thus expected to be valid for potentials V (x, τ) that vanish at x→ ±∞.

The form (2.2) of the Hamiltonian can be conveniently combined with the fact
that the free-particle propagator, which corresponds to the (free-particle) Hamil-
tonian H0, is known. Indeed, this allows to write the (full) propagator K(x, x′, τ)

corresponding to the (full) Hamiltonian H(τ) in the form [33]

K(x, x′, τ) = K0(x− x′, τ)

− i

~

ˆ τ

0

dτ1

ˆ +∞

−∞
dx1K0(x− x1, τ − τ1)V (x1, τ1)K(x1, x

′, τ1) . (2.10)

This integral equation is known as the time-dependent Lippmann-Schwinger equa-
tion, and is equivalent to the TDSE (2.8a)6. Note that the (unknown) propagator
appears in both sides of (2.10). Iteratively substituting the expression of K(x, x′, τ)

into the right hand side of (2.10) generates a Dyson series for the propagator K.
We now explore in more details the simple case of a free particle, and recall the

important example of Gaussian wave packets. This provides an intuitive introduc-
tion to the frozen Gaussian regime that will be extensively used in the sequel.

2.2 Frozen Gaussian regime

In this section we specifically discuss the free motion of localised wave packets. To
be more precise, we assume the initial state of the particle is the Gaussian wave
packet ψα0, x0, v0(x, 0) given by

ψα0, x0, v0(x, 0) =

(
2α0

π

) 1
4

exp
[
−α0(x− x0)2 + i

mv0

~
(x− x0)

]
, (2.11)

where x0 and v0 correspond to the initial mean position and mean velocity of the
particle, respectively, and α0 is related to the spatial extent of the wave packet.
Calling σ the width of the wave packet, related to the full width at half maximum
through

FWHM = 2
√

ln2σ ≈ 1.7σ , (2.12)

the quantity α0 is then given by
6Therefore, it does not embed any of the IC or BC’s (2.8b)-(2.8c).
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α0 =
1

2σ2
> 0 . (2.13)

The reduced de Broglie wavelength λ̄0 is then defined by

λ̄0 ≡
~
mv0

. (2.14)

The particular choice (2.11) as the initial state of the system presents several advan-
tages. First, it allows to build up a physical intuition of dynamics that will prove
useful in more complicated physical setups. Furthermore, such an initial state is
relevant on a more applied ground, as localised wave packets are routinely used in
experiments with ultracold atoms (see e.g. [26,34,35]). For concreteness, we assume
hereinafter that the parameters x0 and v0 in (2.11) satisfy





x0 < 0

v0 > 0
. (2.15)

The particle is thus supposed to be initially localised on the left of the origin around
the position x0, and propagates to the right with a positive mean velocity v0

7.
The state evolved freely from the initial state (2.11) in a time τ > 0 is denoted

by ψα0, x0, v0(x, τ), and reads, in view of (2.5),

ψα0, x0, v0(x, τ) =

ˆ +∞

−∞
dx′K0(x− x′, τ)ψα0, x0, v0(x′, 0) , (2.16)

where the free-particle propagator K0 is given by (2.9), and it is shown that ψα0, x0, v0

can be written in the form

ψα0, x0, v0(x, τ) =

(
2α0

π

) 1
4
√
ατ
α0

exp

[
−ατ (x− xτ )2 + i

mv0

~
(x− xτ ) + i

mv2
0

2~
τ

]
,

(2.17)

where the two functions ατ 8 and xτ are defined by
7We will later consider a barrier located at the origin, i.e. at position x = 0. This will break

the space symmetry of the free-particle situation considered here.
8Because the quantity ατ is generally complex (see (2.18)), a particular branch of the complex

square root is chosen in (2.17), namely the one where
√
i = exp(iπ/4).
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ατ ≡
α0

1 + i2~α0

m
τ

(2.18)

and

xτ ≡ x0 + v0τ . (2.19)

Therefore, it is readily seen from (2.17) that a freely evolved Gaussian wave packet
remains Gaussian. This feature allows for exact evaluations of the expectation values
of various observables.

Consider an observable A(X,P ), taken as an arbitrary function of the position
and momentum operators X and P , respectively. The expectation value, denoted
by 〈A(X,P )〉τ , of A when the system is in the dynamical state ψ(x, τ) at time τ > 0

is defined by (in the position representation)

〈A(X,P )〉τ ≡
´ +∞
−∞ dxψ∗(x, τ)A

(
x,−i~ ∂

∂x

)
ψ(x, τ)´ +∞

−∞ dxψ∗(x, τ)ψ(x, τ)
, (2.20)

where the asterisk denotes complex conjugation. It is thus straightforward to com-
pute for instance the expectation values 〈X〉τ and 〈P 〉τ of, respectively, the position
and momentum operators when a free particle is in the Gaussian state (2.17), and
it can be shown that

〈X〉τ = xτ = x0 + v0τ (2.21)

and

〈P 〉τ = mv0 . (2.22)

Differentiating (2.21) and (2.22) with respect to τ hence yields the following expres-
sions for the time evolution of 〈X〉τ and 〈P 〉τ :

d

dτ
〈X〉τ =

〈P 〉τ
m

and
d

dτ
〈P 〉τ = 0 . (2.23)

Therefore, as can be readily seen on (2.23), the time evolution of the expectation
values of the position and momentum operators is precisely governed by the classical
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equations of motion when the dynamical state of a free particle is given by the
Gaussian wave packet (2.17). This fact can actually be generalised to an arbitrary
initial state as long as the Hamiltonian is a polynomial no higher than quadratic in
both X and P , a special case of Ehrenfest’s theorem [1,2].

The Gaussian nature of the wave packet (2.17) allows for an exact evaluation of
the standard deviations (∆x)τ and (∆p)τ of, respectively, the position and momen-
tum operators at time τ > 0, and it is shown that

(∆x)τ ≡
√
〈X2〉τ − 〈X〉2τ =

σ√
2

√
1 +

~2τ 2

m2σ4
(2.24)

and

(∆p)τ ≡
√
〈P 2〉τ − 〈P 〉2τ =

~√
2σ

. (2.25)

Note that the expressions (2.24) and (2.25) of the standard deviations allow to
rewrite them in the form

(∆p)τ = (∆p)0 =
~

2 (∆x)0

and (∆x)τ =

√
(∆x)2

0 +

[
(∆p)0 τ

m

]2

.

(2.26)

As it turns out, the freely evolved Gaussian wave packet (2.17) possesses an exact
correspondence with a corresponding Gaussian distribution of classical free parti-
cles [36]. This correspondence hence offers a physical interpretation of the time-
dependent width (∆x)τ in terms of classical dynamics.

To see this, first note that the modulus squared of (2.17) can be written in the
form

|ψα0, x0, v0(x, τ)|2 =
1√

2π (∆x)τ
exp

[
−(x− xτ )2

2 (∆x)2
τ

]
. (2.27)

Then consider a Gaussian distribution of classical free particles, initially given by

PC(x, p, 0) =
1

2π∆x∆p

exp

[
−(x− x0)2

2∆2
x

− (p− p0)2

2∆2
p

]
. (2.28)

The particles are thus initially distributed around the mean position x0 and mo-
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mentum p0 ≡ mv0, with a spreading ∆x in position and ∆p in momentum. The
distribution PC(x, p, τ) at any time τ > 0 obeys the free-particle Liouville equation,
and it can be shown that

PC(x, p, τ) =
1

2π∆x∆p

exp

[
−(x− xτ )2

2∆2
x

− (p− p0)2

2∆2
p

]
. (2.29)

Integrating now (2.29) with respect to the momentum p yields

ˆ +∞

−∞
dpPC(x, p, τ) =

1√
2π (∆x)τ

exp

[
−(x− xτ )2

2 (∆x)
2
τ

]
, (2.30)

where (∆x)τ is defined by

(∆x)τ ≡
√

∆2
x +

[
∆pτ

m

]2

. (2.31)

It is thus clear on (2.27) and (2.30) that the quantum and classical distributions
of position x are exactly the same if we take the initial widths in both position
and momentum to be equal, i.e. ∆x = (∆x)0 and ∆p = (∆p)0. Incidentally, this
quantum-classical correspondence is exact upon assuming that the classical widths
∆x and ∆p satisfy the (minimum) uncertainty relation ∆p = ~/2∆x.

The uncertainty relation can be readily obtained from (2.24) and (2.25), as it is
seen that the uncertainties (∆x)τ and (∆p)τ satisfy

(∆x)τ (∆p)τ =
~
2

√
1 +

~2τ 2

m2σ4
>

~
2
, (2.32)

for any τ > 0. The (dimensionless) quantity ~τ/mσ2 can thus be readily seen
on (2.24) as a measure of the increase of the spatial spreading of a freely propagated
Gaussian wave packet as time evolves. Alternatively, it can be seen on (2.32) that
~τ/mσ2 quantifies the increase, as time evolves, of the global uncertainty of a freely
propagated Gaussian wave packet. Now, if sufficiently short times τ are considered
so that ~τ/mσ2 � 1 during the whole motion of the particle, then it is possible to
neglect this term in (2.24) or (2.32). The moving wave packet thus spreads negligibly
as time evolves.

It is useful to introduce the quantity ε, defined by
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ε ≡ ~t
mσ2

. (2.33)

This parameter hence quantifies the increase of the spatial spreading of the freely-
evolved Gaussian wave packet ψα0, x0, v0 after a time t. Therefore, the assumption

ε� 1 (2.34)

defines a particular regime that in the sequel will be referred to, in view of [37], as
the frozen Gaussian regime. The name is rather self-explanatory, as the assump-
tion (2.34) describes free Gaussian wave packets whose shape do not change in the
course of their motion, i.e. as time evolves from 0 to the final value t, and hence
appear "frozen". Since (2.32) can be written in the form

(∆x)τ (∆p)τ =
~
2

+O(ε2) , (2.35)

for any 0 < τ 6 t, the regime defined by the condition (2.34) suggests the fol-
lowing physical picture. The system starts from the minimum uncertainty initial
state (2.11) (as (2.32) implies that (∆x)0 (∆p)0 = ~/2), and is then described at
any time 0 < τ 6 t by the wave packet (2.17) that remains, to the first order in ε, a
minimum uncertainty state. Therefore, during its motion the particle is as classical
as it can be, for the fundamental quantum uncertainty stemming from Heisenberg’s
relation is kept at its minimum at any time 0 6 τ 6 t.

This frozen Gaussian regime hence allows to simplify the expression (2.17) of the
freely-evolved Gaussian wave packet ψα0, x0, v0(x, τ), for any 0 < τ 6 t. Indeed, in
view of the definitions (2.18) and (2.33), the quantity ατ can, in the frozen Gaussian
regime, be written in the form

ατ =
α0

1 + iε τ
t

= α0 +O (ε) , (2.36)

for any 0 < τ 6 t. Therefore, combining (2.17) with (2.36) yields in the frozen
Gaussian regime

ψα0, x0, v0(x, τ) = [1 +O (ε)]ψα0, xτ , v0(x, 0)ei
mv2

0
2~ τ , (2.37)

for any 0 < τ 6 t.
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Such a picture is only suitable for finite times, as it is clear from (2.32) that the
uncertainty irremediably increases as time evolves (reaching a linear time depen-
dence for large times). The value that the observation time t can achieve depends
on the physical system under consideration. For instance, note on (2.33) that the
parameter ε varies as the inverse of the mass. Therefore, any other parameter re-
maining constant, the heavier the particle the larger may t be for the condition (2.34)
to be satisfied. As a matter of illustration we take two concrete examples. Con-
sider for instance the two alkali-metal atoms9 7Li and 87Rb, with atomic masses
mLi = 7.016003 u and mRb = 86.9091805 u, respectively10. Suppose that the spa-
tial dispersion and observation time are taken to be σ = 30 µm and t = 100 ms,
respectively11. For such values we hence have εLi ≈ 1.006 ∼ 1 and εRb ≈ 0.081� 1.
While the 87Rb atom evolves in the frozen Gaussian regime, the 7Li atom does not.

Therefore, freely propagated Gaussian wave packets allowed us to introduce in
a natural way the frozen Gaussian regime described by the assumption (2.34). If in
general the dynamical state ψ(x, τ) of the system will obviously not be as simple
as (2.17), the intuition provided by such simple localised wave packets will prove
useful in the subsequent chapters. We now discuss how the dynamical properties
of the system can be obtained from a phase-space representation of its dynamical
state.

2.3 Quantum Mechanics in phase space

We start this section with a brief reminder from classical statistical mechanics.
The dynamical state of an arbitrary classical system with N degrees of freedom is
specified by the 2N numbers (q, p) ≡ (q1, . . . , qN , p1, . . . , pN)12, where q and p are
the generalised coordinates and momenta, respectively [38]. Therefore, the state of
the system at a particular time τ is represented by a point with coordinates (q, p)

in the 2N -dimensional phase space. Any physical quantity F is then represented
by a function f(q, p, τ). Now, for a macroscopic system a particular point (q, p)

of the corresponding phase space is commonly referred to as a microstate of the
system13 [39]. The number N of degrees of freedom of a macroscopic system makes

9Alkali-metal atoms are often the systems of choice in modern ultracold atom-optics experiments
because of their peculiar electronic structure, particularly suited to Bose-Einstein condensation (see
e.g. [12]).

10The numerical values regarding the masses of the different atoms were taken from the NIST
website in Spring 2015.

11Such values are for instance very similar to the experimental parameters in [26], where a cloud
of 87Rb atoms could propagate up to a time of 150 ms.

12For convenience, the time-dependence of the coordinates is not explicitly denoted in this dis-
cussion.

13If the microscopic constituents of the system are distinguishable. The situation is slightly more
complicated in the case of indistinguishable particles, as a microstate would then be the set of all
the phase-space points which are equivalent in exchanging particles.
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it practically impossible (and effectively undesirable) to exactly specify its microstate
at any time. Here enter statistical methods to characterise the state of the system.
Indeed, a certain probability is assigned to each microstate, and the macrostate can
then be viewed as a statistical mixture of microstates. More precisely, in view of the
continuous nature of the phase space, the macrostate is constructed via a phase-space
probability density ρ(C)(q, p, τ), such that ρ(C)(q, p, τ)dqdp gives the probability for
the microstate of the system at time τ to lie in a 2N -dimensional ball of volume dqdp
centred at the point (q, p). This probability density can then be used to compute the
average value fav(τ) of any physical quantity f(q, p, τ) through the 2N -dimensional
integral over phase space

fav(τ) =

ˆ
dqdp f(q, p, τ)ρ(C)(q, p, τ) . (2.38)

Consider now the quantum case. The basic idea underlying the phase space
formulation of Quantum Mechanics is to build up a quantum equivalent, denoted
by ρ(Q)(q, p, τ), of the classical phase-space probability density ρ(C)(q, p, τ). The
most fundamental representation of the state of a quantum system is by means of
the so-called density operator. It is really an other concept of a quantum state,
which reduces to the usual concept of state as a vector of the Hilbert space H only
in the particular case of pure states [40]. The general phase space formulation of
Quantum Mechanics uses the formalism of density operators. However, the kind
of system under study throughout this work is a single quantum particle evolving
in one dimension, i.e. in a two-dimensional phase space. We do not use the for-
malism of density operators here14, and we now specifically discuss the phase-space
representation of the pure states of the system.

Therefore, suppose the particle is in the (pure) state |ψ(τ〉). Let A(X,P ) denote
an observable, arbitrary function of the position and momentum operators X and
P , respectively. Its true quantum expectation value, or in short its true quantum
average, 〈A(X,P )〉τ at time τ is thus given by

〈A(X,P )〉τ ≡
〈ψ(τ)|A(X,P )|ψ(τ)〉
〈ψ(τ)|ψ(τ)〉 , (2.39)

and reduces to (2.20) in the position representation. Comparing now the quantum
average (2.39) with the classical average (2.38), it would be desirable to construct the
quantum phase-space distribution ρ(Q)(x, p, τ) so that for any observable A(X,P )

14We assume for instance that the initial mean velocity v0 of the particle is perfectly determined,
which is strictly valid only for zero temperature. Any nonzero temperature would indeed induce
variations around v0 because of thermal agitation.
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the phase-space quantum average of the observable A, defined by

〈A(X,P )〉(Q)
τ ≡

´
dxdpA(x, p)ρ(Q)(x, p, τ)´

dxdp ρ(Q)(x, p, τ)
, (2.40)

gives the true quantum average (2.39). One of the main difficulties in constructing
such a phase-space function stems from the noncommutativity of the position and
momentum operators [41]. Indeed, note that A(x, p) in the numerator of (2.40)
is a scalar function of the scalar variables x and p, which can thus be associated
with different functions of the noncommutative operators X and P . Therefore, the
quantum distribution ρ(Q)(x, p, τ) can not be uniquely defined: there actually exists
an infinite class of valid phase-space quantum distributions, depending solely on
the association rule used to map the scalar quantity A(x, p) to an operator function
A(X,P ) [42,43]. All these distribution functions are equivalent on the mathematical
level and contain the same physical information. However, depending on the problem
under study one particular distribution function may be more convenient than an
other. Examples of quantum phase-space distributions are the Wigner, the Glauber-
Sudarshan or the Husimi distributions. We focus on the latter, which we now present
in more details.

The phase-space representation of the pure state |ψ(τ)〉 known as the Husimi
distribution, denoted by H(x̃, ṽ, τ), is defined by

H(x̃, ṽ, τ) ≡ |〈α0, x̃, ṽ|ψ(τ)〉|2 , (2.41)

where |α0, x̃, ṽ〉 is by definition the minimum uncertainty state given in the position
representation by the Gaussian wave packet

ψα0, x̃, ṽ(x, 0) ≡ 〈x|α0, x̃, ṽ〉 =

(
2α0

π

) 1
4

exp

[
−α0(x− x̃)2 + i

mṽ

~
(x− x̃)

]
, (2.42)

with mean position x̃ and mean velocity ṽ. The momentum p̃ is defined through the
simple relation

p̃ ≡ mṽ . (2.43)

The parameters x̃ and ṽ are taken to span the whole phase space, while the parameter
α0 (defined by (2.13)) is supposed to be fixed and does not explicitly appear as a
parameter of H. The Husimi amplitude h(x̃, ṽ, τ) , defined by



CHAPTER 2. FUNDAMENTAL CONCEPTS 19

h(x̃, ṽ, τ) ≡ 〈α0, x̃, ṽ|ψ(τ)〉 , (2.44)

is introduced so that the Husimi distribution H(x̃, ṽ, τ) can be written in the form

H(x̃, ṽ, τ) = |h(x̃, ṽ, τ)|2 . (2.45)

Writing (2.44) in the position representation then yields

h(x̃, ṽ, τ) =

ˆ +∞

−∞
dxψ∗α0, x̃, ṽ

(x, 0)ψ(x, τ) . (2.46)

Using the identity (clear from the definitions (2.13) and (2.42))

ψ∗α0, x̃, ṽ
(x, 0) = ψα0, x̃,−ṽ(x, 0) , (2.47)

the Husimi amplitude (2.46) is thus given by

h(x̃, ṽ, τ) =

ˆ +∞

−∞
dxψα0, x̃,−ṽ(x, 0)ψ(x, τ) . (2.48)

It is readily seen from its definition (2.41) that the Husimi distribution quantifies
the overlap between the minimum uncertainty state |α0, x̃, ṽ〉 and the state |ψ(τ)〉 of
the system at time τ . The integral (2.46) corresponds to the Hermitian inner prod-
uct on the Hilbert space L2 (R) of the square-integrable functions. Therefore, the
Cauchy-Schwarz inequality on L2 (R) [44] ensures that the Husimi distribution has
the upper bound (note that by construction the Gaussian wave packet ψα0, x̃, ṽ(x, 0)

is normalised)

H(x̃, ṽ, τ) 6
ˆ +∞

−∞
dx |ψ(x, τ)|2 , (2.49)

with equality if and only if the state ψ(x, τ) is collinear to the Gaussian wave packet
ψα0, x̃, ṽ(x, 0). On the other hand, the case H(x̃, ṽ, τ) = 0 means that ψ(x, τ) is
orthogonal to ψα0, x̃, ṽ(x, 0). Therefore, the Husimi distribution H(x̃, ṽ, τ) can be
seen as a test of the x̃- and ṽ-dependence of the dynamical state ψ(x, τ). By varying
x̃ and ṽ, the behaviour of ψ(x, τ) over the whole phase space can be probed, to see
how close it is from a simple Gaussian wave packet centred at a particular phase-
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space point. Some of the general properties of the Husimi distribution are now
briefly discussed.

A first characteristic is that the marginal distributions of H(x̃, ṽ, τ) do not yield
the position or momentum wave functions [40]. Indeed, its position marginal distri-
bution, denoted by X (x̃, τ), is given by

X (x̃, τ) ≡
ˆ +∞

−∞
dp̃H

(
x̃,

p̃

m
, τ

)
= 2π~

ˆ +∞

−∞
dx

1√
πσ

e−
(x−x̃)2

σ2 |〈x|ψ(τ)〉|2 , (2.50)

while its momentum marginal distribution, denoted by P(p̃, τ), is given by

P(p̃, τ) ≡
ˆ +∞

−∞
dx̃H

(
x̃,

p̃

m
, τ

)
= 2π~

ˆ +∞

−∞
dp

1√
π

σ

~
e−

σ2

~2 (p−p̃)2 |〈p|ψ(τ)〉|2 .

(2.51)

Therefore, in view of the Gaussian representation of the δ-function

δ(ξ) = lim
η→0

1√
πη

e
− ξ2
η2 , (2.52)

it is clear from (2.50) and (2.51) that

lim
σ→0
X (x̃, τ) = 2π~ |〈x̃|ψ(τ)〉|2 (2.53)

and

lim
σ→∞

P(p̃, τ) = 2π~ |〈p̃|ψ(τ)〉|2 . (2.54)

That is, the position (momentum) wave function can be asymptotically recovered
at the cost of losing all the information about the momentum (position). It is
worth recalling that there exist quantum phase-space distributions whose marginals
are equal to the position and momentum wave functions [41], such as the Wigner
distribution for instance.

In general, the true quantum expectation value of an observable A is not recov-
ered simply from the phase-space relation (2.40) with the Husimi distribution. This
stems from the specific rule required to associate the operator quantity A(X,P ) with
the scalar quantity A(x, p) in (2.40) when replacing ρ(Q)(x, p, τ) by H(x, p/m, τ) (see
e.g. the review [41]). However, the expectation values 〈X〉τ and 〈P 〉τ of, respectively,
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the position and momentum operators are merely given by

〈X〉τ =

´
R2 dx̃dp̃ x̃H

(
x̃, p̃

m
, τ
)

´
R2 dx̃dp̃H

(
x̃, p̃

m
, τ
) , (2.55)

and

〈P 〉τ =

´
R2 dx̃dp̃ p̃H

(
x̃, p̃

m
, τ
)

´
R2 dx̃dp̃H

(
x̃, p̃

m
, τ
) . (2.56)

Finally, we conclude this section with the simple example of the Husimi distri-
bution associated with the Gaussian wave packet ψα0, xτ , v0(x, 0)exp(imv2

0τ/2~)15. In
view of (2.48) the corresponding Husimi amplitude, denoted by h

(fr)
free(x̃, ṽ, τ)16, is

defined by

h
(fr)
free(x̃, ṽ, τ) ≡

ˆ +∞

−∞
dxψα0, x̃,−ṽ(x, 0)ψα0, xτ , v0(x, 0)ei

mv2
0

2~ τ , (2.57)

and thus, substituting the expression (2.42) into (2.57), it is shown (remember the
definition (2.13) of α0) that

h
(fr)
free(x̃, ṽ, τ) = exp

{
−(x̃− xτ )2

4σ2
− m2σ2

4~2
(ṽ − v0)2

}
eiθ(x̃,ṽ,τ) , (2.58)

where the function θ is given by

θ(x̃, ṽ, τ) =
m

2~
(x̃− xτ ) (v0 + ṽ) +

mv2
0

2~
τ . (2.59)

The corresponding Husimi distribution H(fr)
free(x̃, ṽ, τ) is, in view of (2.45), defined by

H(fr)
free(x̃, ṽ, τ) ≡

∣∣∣h(fr)
free(x̃, ṽ, τ)

∣∣∣
2

. (2.60)

Substituting the expression (2.58) into (2.60) hence yields the frozen Gaussian
Husimi distribution

15We recall that this particular wave packet is nothing but a freely evolved Gaussian wave packet
in the frozen Gaussian regime.

16The superscript "(fr)" stands for "frozen".



CHAPTER 2. FUNDAMENTAL CONCEPTS 22

H(fr)
free(x̃, ṽ, τ) = exp

{
−(x̃− xτ )2

2σ2
− m2σ2

2~2
(ṽ − v0)2

}
. (2.61)

This latter is Gaussian in both the position x̃ and the velocity ṽ. It is clear that the
Husimi distribution (2.61) is peaked in the phase space around the point (xτ , v0).
The typical widths of this peak in the x̃- and ṽ-directions, denoted by (∆x̃)

(fr)
free and

(∆ṽ)
(fr)
free, respectively, are given by

(∆x̃)
(fr)
free =

σ√
2

(2.62)

and

(∆ṽ)
(fr)
free =

~√
2mσ

. (2.63)

The fact that (∆x̃)
(fr)
free is time-independent is a direct consequence of the frozen

Gaussian regime, defined by the condition (2.34).
As can be readily seen from its definition (2.41), the Husimi distribution is always

positive, unlike for instance the Wigner distribution. Being defined as an overlap
with the probe Gaussian wave packet (2.42), the Husimi distribution will appear to
be convenient in our subsequent calculations. We now conclude this chapter with a
brief discussion of the notion of matter-wave absorption.

2.4 Matter-wave absorption

We introduce the concept of matter-wave absorption by means of a simple example,
depicted on figure 1. Consider two identical atoms having two possible internal
states, the ground state |1〉 of energy E1 and the excited state |2〉 of energy E2, with
E1 < E2. An atom is assumed to be detectable only when it is in its ground state.
Both atoms are initially prepared in the state |1〉, and they evolve in one dimension
with some (mean) velocity v. They propagate freely until they encounter a laser
beam. They cross the laser and then propagate again freely until the final time t.
Now suppose that the frequency of the laser light has been precisely matched with
the transition frequency between the two internal states |1〉 and |2〉 of the atoms.
As it crosses the laser an atom may thus get excited by absorbing a photon: this is
precisely what happens to one of the atoms. This means that if a measurement is
performed at the final time t, the atom in its excited state can not be detected any
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more. This atom is said to have been absorbed by the laser radiation. Conversely,
the atom that remained in its ground state is said to have been transmitted through
the laser (in other words, it survived the laser).

E1

E2 v

x

|1i

|1i

|1i

|2i

LASER

⌧ = 0

⌧ = t

Figure 1: Illustration of the concept of matter-wave absorption.

Therefore, the atom has been absorbed if it became invisible during the process:
from an initially detectable state, the system evolved into an undetectable state at
the final time t. This behaviour can be seen in a vast range of physical setups, and is
not restricted to atoms interacting with a laser beam. For instance, it might occur in
an inelastic atomic collision where an atom may end up ionised, or else in chemistry
where reacting molecules may get transformed into different chemical compounds.
A key feature of matter-wave absorption can thus be readily identified: it implies
in particular a non-conservation of the probability. Indeed, in the above example
the initial probability P(0) to detect an atom is by construction 1. However, the
corresponding probability at time t will in general be smaller than 1, P(t) 6 1.

On a more quantitative level, the dynamical state of an atom at time τ can
be written as ψ1(x, τ)|1〉 + ψ2(x, τ)|2〉, where the two components ψ1 and ψ2 sat-
isfy the initial conditions

´
dx|ψ1(x, 0)|2 = 1 and ψ2(x, 0) = 0. In view of the

above discussion, the component ψ2 satisfies in general ψ2(x, τ) 6= 0 for τ > 0.
The non-conservation of the probability of detecting the atom stems from the non-
conservation of the norm of the component ψ1, that is

d

dτ

[ˆ +∞

−∞
dx |ψ1(x, τ)|2

]
6= 0 . (2.64)

It may be the case that only the time-evolution of the component ψ1(x, τ) is of
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practical interest. Treating the atom as a two-level system still requires to solve for
both the components ψ1 and ψ2. That is, the component ψ1 can not be derived
independently of the other component ψ2. Therefore, it may be convenient to ap-
proach the problem of determining only ψ1 from a different point of view. Rather
than a two-level system, consider a structureless quantum particle whose dynamical
state is the wave function ψ(x, τ)17. The question is: how can the wave function
ψ(x, τ) follow the same dynamics as the component ψ1(x, τ)? A necessary condition
is, as can be readily seen from (2.64), the non-conservation of the norm of the wave
function ψ, that is

d

dτ

[ˆ +∞

−∞
dx |ψ(x, τ)|2

]
6= 0 . (2.65)

A direct consequence is that the dynamics of such a quantum system can not be
unitary.

A non-unitary dynamics of the wave function ψ(x, τ) may be obtained from a
non-Hermitian Hamiltonian (see e.g. [20] for a general reference of non-Hermitian
Quantum Mechanics). A typical approach is thus to include an absorbing complex
potential into the Hamiltonian (see e.g. the review [21]). Such potentials describe
generic absorbing barriers (such as for instance the laser beam in the above-discussed
example). An other approach characterises the absorbing barrier by means of ab-
sorbing boundary conditions. In the next chapter, chapter 3, we present a specific
example of how boundary conditions can adequately represent an absorbing barrier.

The latter model, termed in the sequel the aperture function model (AFM),
was initially devised in Refs. [24] and [25]. It describes the one-dimensional mo-
tion of a structureless quantum particle submitted to a time-dependent pointlike
absorbing barrier. Its main advantage is that it is exactly solvable for an arbitrary
time-dependent barrier. However, while being mathematically consistent, it a pri-
ori lacks a clear physical basis. Indeed, the particular boundary conditions used
to represent the absorbing barrier were not derived from first principles. It is the
main purpose of the present work to give a strong physical ground to the AFM.
This objective can hardly be achieved through comparing the AFM to a particular
complex-potential-based model of time-dependent matter-wave absorption. Indeed,
in such cases complex potentials are themselves approximations of the dynamics.
Therefore, an unambiguous physical basis can be given to the AFM, which is al-
ready an approximation, only upon comparing it with a first-principles model. Such
a model, referred to in the sequel as the δ-potential model (DPM), is discussed in
section 3.1. It describes the interaction between a two-level atom and a thin time-

17In other words, the original two-channel problem is approached from a single-channel problem.
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dependent laser beam. We emphasise that we focus in this thesis on a particular
approach of matter-wave absorption (by means of absorbing boundary conditions),
and do not treat the case of absorbing complex potentials. It is however worth re-
calling that complex potentials are powerful, and used in a wide range of physical
applications, such as nuclear physics or scattering theory.

Equipped with the various techniques and concepts reviewed in this chapter, we
are now in position to study the motion of localised wave packets in the presence of a
time-dependent absorber. The next chapter, chapter 3, is thus devoted to presenting
two different approaches of the problem.



Chapter 3

Models of a time-dependent
absorbing barrier

In this chapter we introduce two different approaches of matter-wave absorption
by a thin time-dependent barrier. The first one is called the δ-potential model
(DPM), and is introduced in section 3.1. It provides a natural description of the
problem discussed in section 2.4, where a two-level atom interacts with a localised
time-dependent laser beam. The main advantage of the DPM is that it can be
derived from first principles. We then present in section 3.2 a second model, termed
here the aperture function model (AFM). It was initially devised in Refs. [24, 25],
and represents a time-dependent absorbing barrier by means of particular boundary
conditions. However, such absorbing boundary conditions lack an unambiguous
physical justification. It is thus needed to advance the AFM to clarify its physical
basis. To this end, we hypothesise in section 3.3 an explicit connection between
the AFM and the DPM. It will then be the aim of the next chapter, chapter 4, to
quantitatively justify this conjectured connection.

It is worth recalling here a remark from section 2.4. The main purpose of the
present work is to provide a strong physical ground to the AFM. This could hardly
be achieved by comparing the AFM to other models of absorbing barriers such as
time-dependent absorbing complex potentials, as these latter are themselves ap-
proximations of the dynamics of a quantum system. Therefore, we do not consider
absorbing complex potentials in the sequel.

3.1 δ-potential model

An atom can be viewed as a system of charged particles, while a laser radiation is
described by an electromagnetic field. Therefore, atom-laser interaction is a special
case of the more general problem of the interaction between a system of electric
charges and an electromagnetic field. In this section we introduce a particular atom-

26



CHAPTER 3. MODELS OF A TIME-DEPENDENT. . . 27

laser model: the δ-potential model (DPM). It describes the interaction between a
moving two-level atom and a thin time-dependent laser beam. We first briefly discuss
how it can be derived (details can be found in the appendix A).

Consider a system of charged particles, labelled with an index n ∈ N. The n−th

particle has a charge qn and a mass mn. The charges are submitted to an external
electromagnetic field {Ee(r, τ),Be(r, τ)}, treated classically. Now, suppose that the
system of charges has a typical spatial extent a, for instance of the order of the Bohr
radius a0 ≈ 0.5 Å. In the nonrelativistic limit, and assuming the large wavelength
approximation in which the typical wavelength λ of the external field is much larger
than a1,

a

λ
� 1 , (3.1)

it can be shown [45] that the dynamics of the system of charged particles submitted
to the external field characterised by the potentials Ae and Ue is described by the
minimal coupling Hamiltonian (Eq. (A.9))

H =
∑

n

1

2mn

[pn − qnAe(rn, τ)]2 + VCoul +
∑

n

qnUe(rn, τ) , (3.2)

where rn and pn denote, respectively, the position and momentum operators of the
n−th particle, and

VCoul =
1

4πε0

∑

n>j

qnqj
|rn − rj|

(3.3)

represents the usual Coulomb interaction energy between different particles.
Note that no particular gauge needs to be specified regarding the external field in

order to obtain the expression (3.2) of the Hamiltonian. It is however convenient to
consider the gauge in which the vector potential vanishes. A gauge transformation
is characterised in Quantum Mechanics by a unitary transformation [1]. It can
then be shown [45] that for a globally neutral system of charges the Göppert-Mayer
transformation, defined by the unitary operator

T = exp

[
− i
~

d ·Ae(C, τ)

]
, (3.4)

1If a ∼ a0, the large wavelength approximation is typically satisfied if λ & 10 nm (extreme
ultraviolet). In particular, this assumption is clearly satisfied for optical light (≈ 400 − 700 nm)
and is even much better for microwaves (≈ 1 mm−1 m).
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transforms the minimal coupling Hamiltonian (3.2) into the electric dipole Hamilto-
nian Hed given by (Eq. (A.24))

Hed =
∑

n

p2
n

2mn

+ VCoul − d · Ee(C, τ) , (3.5)

where C is the centre of mass of the system of charges, i.e.

C ≡

∑
n

mnrn
∑
n

mn

, (3.6)

and d is the electric dipole moment of the system with respect to its centre of mass,
i.e.

d ≡
∑

n

qn (rn −C) . (3.7)

Suppose now that the system of charges is an atom of mass m, whose centre of
mass evolves in one dimension, along the x-direction. Therefore, the state space H

of the system is the tensor product of the state space Hx of the centre of mass with
the state space Hint for the internal structure of the atom. The set {|x〉}, x ∈ R,
of position eigenstates is taken as a basis of Hx and the set {|j〉}, j ∈ N, denotes a
basis of Hint. A basis of the full Hilbert space H is then given by {|x; j〉}, x ∈ R

and j ∈ N, where |x; j〉 = |x〉 ⊗ |j〉. The centre-of-mass position and momentum
operators are given by the operators X and P introduced in chapter 2. The atom
is submitted to a laser radiation described by an electric field of the form

Ee(X, τ) = E(τ)F(X)E0 cos(ωlτ) , (3.8)

where E and F are two arbitrary scalar functions, and the constant vector E0 gives
the polarisation direction of the electric field. The quantity ωl is taken to be positive,
ωl > 0. Consider now a particular atomic transition, corresponding to the internal
states |1〉 and |2〉 of the atom. The energy E2 of the state |2〉 is supposed to be
larger than the energy E1 of the state |1〉, E2 > E1. The frequency ωl of the laser
light is supposed to be exactly resonant with the transition |1〉 → |2〉, that is

ωl =
E2 − E1

~
. (3.9)
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The condition (3.9) allows to restrict the Hilbert space Hint to a two-dimensional
Hilbert space H2 (details can be found in section A.3). This is the two-level approx-
imation [16, 17]).

A basis of H2 is readily given by {|1〉, |2〉}. The basis vectors |1〉 and |2〉 are
then conveniently represented by the column vectors

|1〉 =

(
1

0

)
and |2〉 =

(
0

1

)
. (3.10)

Therefore, in the interaction picture with respect to the internal degrees of freedom
and using the rotating wave approximation, the Hamiltonian HI describing the
interaction of the moving two-level atom with the external field (3.8) is given by

HI =
P 2

2m

(
1 0

0 1

)
+ ~Ω(τ)F(X)

(
0 1

1 0

)
, (3.11)

where the function Ω(τ) is defined by

Ω(τ) ≡ −E(τ)

2~
〈2|d · E0|1〉 . (3.12)

.
The problem is now expressed in the position representation. Since the state

space H of the moving two-level atom is the tensor product Hx⊗H2, the dynamical
state |ψ(τ)〉 of the system can be decomposed on the basis {|x; j〉}, x ∈ R and
j = 1, 2, and reads

|ψ(τ)〉 =

ˆ +∞

−∞
dx

2∑

j=1

〈x; j|ψ(τ)〉|x; j〉 , (3.13)

where the quantities 〈x; j|ψ(τ)〉 are by construction complex numbers. It is read-
ily seen on (3.13) that |ψ(τ)〉 is fully specified by two wave functions ψj(x, τ) ≡
〈x; j|ψ(τ)〉, j = 1, 2, which may conveniently be combined in the form of a column
vector. Therefore, in the position representation, the dynamical state |ψ(τ)〉 of the
two-level atom is represented by

ψ̂(x, τ) ≡
(
ψ1(x, τ)

ψ2(x, τ)

)
, (3.14)
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which is commonly referred to as a spinor 2. Now, the position-dependent function
F in (3.11) is taken to be a Dirac δ-function, that is

F(ξ) = δ(ξ) . (3.15)

Because F embeds the spatial dependence of the electric field, we here consider
with (3.15) the special case where the external electric field is homogeneous in the
(y, z) plane (perpendicular to the x-direction), and only intercepts the direction
of motion of the atom at the particular point x = 0. This particular dependence
of the electric field on position must thus be viewed as describing the limit case
of an infinitely thin (in the x-direction) laser sheet. This appears to be a natural
description of the problem depicted on figure 1. Note that to model a physical laser
beam by a pointlike δ-potential is an idealisation. This approximation is valid under
the assumption that the spatial extent σ of the incident wave packet is much larger
than the spatial extent (in the x-direction) of the laser light.

Substituting the expression (3.15) into (3.11) and using the position representa-
tion of the momentum operator P , we obtain the following Hamiltonian ĤDPM:

ĤDPM = Ĥ0 + V̂ (x, τ) , (3.16)

where

Ĥ0 ≡ −
~2

2m

∂2

∂x2

(
1 0

0 1

)
(3.17)

is the matrix free-particle Hamiltonian, while

V̂ (x, τ) ≡ ~Ω(τ)δ(x)

(
0 1

1 0

)
(3.18)

is the time-dependent δ-potential. For this reason, the model described by the
Hamiltonian (3.16) is here termed the δ-potential model (DPM). The potential itself
will often be referred to as the laser light, or the barrier, in the sequel. Note that
the amplitude Ω(τ) is, in view of its definition (3.12), directly related to the square
root of the intensity of the laser3. It is taken to be a positive valued function of time

2More specifically, ψ̂ may also be called a two-component spinor.
3The intensity of an electromagnetic field is typically defined from the square of the electric

field.
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(which is possible by appropriately choosing the internal levels of the atom). It is
also worth noting that this amplitude Ω has the physical dimension of a velocity4.

Therefore, the dynamics of the system is governed by the TDSE

i~
∂

∂τ

(
ψ1(x, τ)

ψ2(x, τ)

)
= ĤDPM

(
ψ1(x, τ)

ψ2(x, τ)

)
, (3.19)

for any 0 < τ < t. In addition to the TDSE, usual Dirichlet boundary conditions
are imposed on the components ψ1 and ψ2, that is

lim
x→±∞

ψ1(x, τ) = lim
x→±∞

ψ2(x, τ) = 0 . (3.20)

The notion of propagator, introduced in section 2.1 for a wave function, can be
generalised here. The definition (2.5) is merely extended to the spinor ψ̂, and thus
the dynamical state of the two-level atom at the final time t is given by

ψ̂(x, t) =

ˆ +∞

−∞
dx′ K̂(x, x′, t)ψ̂(x′, 0) , (3.21)

where K̂ is now a 2× 2 matrix propagator,

K̂(x, x′, t) =

(
K11(x, x′, t) K12(x, x′, t)

K21(x, x′, t) K22(x, x′, t)

)
. (3.22)

It is worth emphasising the strong physical basis of this model. As was briefly dis-
cussed in this section, it can indeed be derived from first principles using a reasonable
set of assumptions, such as the large wavelength or rotating wave approximations.
However, it admits exact, analytical solutions for the propagator only for very few
specific time-dependent amplitudes Ω. A trivial example is the free two-level atom,
for which Ω(τ) = 0 for any τ > 0. In this case the propagator K̂ is merely given by
the matrix free-particle propagator K̂0, with

K̂0(ξ, τ) ≡ K0(ξ, τ)

(
1 0

0 1

)
. (3.23)

A second example is the case of a time-independent amplitude, that is Ω(τ) = Ω0.
An exact solution can indeed be obtained by means of the Lippmann-Schwinger

4Remember that
´
dxδ(x) = 1, and thus δ(x) has the dimension of the inverse of a length.
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equation (2.10) and the method of Laplace transform [19]. The propagator, denoted
by K̂Ω0 , is then given by

K̂Ω0(ξ1, ξ2, τ) = K̂0(ξ1 − ξ2, τ)− mΩ0

4~
∑

j=±1

ej
mΩ0

~ (|ξ1|+|ξ2|)ei
mΩ2

0
2~ τerfc(zj)

(
j 1

1 j

)
,

(3.24)

where erfc(·) = 1− erf(·) is the complementary error function, and

zj ≡ j

√
i
mΩ2

0

2~
τ +

√
m

2i~τ
(|ξ1|+ |ξ2|) , (3.25)

with j = ±1. Note that an alternative method to derive the propagator K̂Ω0 is to
introduce the linear combinations ψ± = ψ1 ± ψ2 to obtain from the TDSE (3.19)
two decoupled equations for ψ+ and ψ− separately. It is then possible to use the
exact solution known for a single-channel time-independent δ-potential [46] (see
also [33] for a Laplace-transform derivation) to obtain (3.24). This method can be
advantageously applied to the example of a potential that is inversely proportional to
time, i.e. Ω(τ) = Ω1/τ , with Ω1 a constant. Indeed, here again an exact propagator
is known for the single-channel case [47]. Using this solution, we can then show that
the matrix propagator, denoted by K̂1/τ , is given by

K̂1/τ (ξ1, ξ2, τ) = K̂0(ξ1 − ξ2, τ)− Ω1

Ω2
1 + ξ2

2

K0(|ξ1|+ |ξ2| , τ)

(
Ω1 i |ξ2|
i |ξ2| Ω1

)
. (3.26)

A generalisation of the latter exactly solvable case is studied in [48]. In the most
general case however, i.e. for an arbitrary time-dependent amplitude Ω(τ), the DPM
is not exactly solvable. The TDSE (3.19) must then be solved by means of numerical
methods.

Now, in view of the discussion relative to figure 1, we assume here that the atom
is initially prepared in its lower energy state |1〉. Its initial state ψ̂(x, 0) is hence
given by

ψ̂(x, 0) =

(
ψ1(x, 0)

0

)
, (3.27)

where the wave function ψ1(x, 0) is supposed to be normalised,
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ˆ +∞

−∞
dx |ψ1(x, 0)|2 = 1 . (3.28)

Furthermore, to continue the analogy with figure 1, the atom is considered detectable
when it is in the state |1〉, while it should be viewed as undetectable, or absorbed,
when it is in the state |2〉. The initial condition (3.27) hence ensures that the
atom is initially detectable. It is then clear that the effect of the δ-potential, being
represented by an off-diagonal matrix, is to mix the populations of the two levels as
time evolves, so that the probability of detecting the atom at any time τ > 0 is in
general different from 1. We are primarily interested in describing atoms which have
survived the laser radiation. Therefore, the quantity of interest in this model is the
component ψ1 of the lower energy state of the atom. For clarity and convenience we
relabel it as

ΨDPM(ξ, τ) ≡ ψ1(ξ, τ) . (3.29)

Finally, we assume for concreteness that the atom is initially localised on the left of
the laser. More precisely, we suppose that ψ1(x, 0) ≈ 0 for any x > 0. Therefore, in
view of (3.21), (3.22), (3.27) and (3.29), the wave function ΨDPM at the final time t
is given by5

ΨDPM(x, t) ≈
ˆ 0

−∞
dx′K11(x, x′, t)ΨDPM(x′, 0) . (3.30)

We now introduce a second model, which approaches the problem of the in-
teraction between a moving atom and a laser radiation from the point of view of
matter-wave absorption.

3.2 Aperture function model

Here we present an alternative approach to the dynamics of the above two-level
atom in its lower energy state. Consider the one-dimensional motion of a structure-
less particle of mass m, described by a wave function ΨAFM(x, τ). As was already
mentioned in section 2.4, in order for ΨAFM to have a similar time evolution as the
wave function ΨDPM, the former must follow a non-unitary dynamics. The aim of
this section is to introduce a possible description of non-unitary quantum dynamics

5To reduce the integration range from ] −∞,+∞[ to ] −∞, 0[ is justified in view of our later
choice of a Gaussian wave packet as the initial state, hence making this approximation excellent.
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by means of absorbing boundary conditions.
The model discussed here was originally devised in Refs. [24,25]. The particle is

incident on an infinitely thin time-dependent absorbing barrier, located at position
x = 0. The barrier is characterised by an arbitrary time-dependent function χ(τ).
This latter is called the aperture function, hence the name aperture function model
(AFM) given here to this approach. The aperture function is a real-valued function
of time, whose values range between 0 and 1. The case χ = 0 corresponds to a
barrier that completely absorbs matter waves, while the value χ = 1 describes a
perfectly transparent barrier. The presence of such an absorbing barrier is taken
into account by imposing discontinuous time-dependent boundary conditions (BC’s)
on the wave function ΨAFM and its spatial derivative at x = 0. Such BC’s appear
as a time-dependent quantum mechanical generalisation of Kottler’s treatment of
diffraction of stationary fields at spatial apertures in black screens [49]. Kottler
obtained similar predictions as with Kirchhoff’s diffraction theory. The latter is
found to be in good agreement with experimental data in the transmission region,
that is in the region separated from the field source by the screen. It however
lacks accuracy as compared to Sommerfeld’s diffraction approach in the reflection
region [50]. Therefore, the AFM is expected to yield relevant physical predictions
at least on the side of the absorbing barrier opposite to the source. More precisely,
and sticking to the choice already made at the end of the previous section for the
DPM, we suppose that the particle is initially localised on the left of the barrier.
That is, the initial state satisfies ΨAFM(x, 0) ≈ 0 for any x > 0. The transmission
region is thus the region described by all the positive values of the position variable,
that is x > 0. The region corresponding to x < 0 will be hereinafter referred to
as the reflection region. Similarly to (3.30), the dynamical state ΨAFM(x, t) of the
particle at the final time t is thus constructed from the initial state through

ΨAFM(x, t) ≈
ˆ 0

−∞
dx′KAFM(x, x′, t)ΨAFM(x′, 0) . (3.31)

The problem satisfied by the propagator KAFM is now explicitly stated.
The propagator obeys the general problem (2.8), completed by two particular

BC’s at the point x = 0. These latter act as matching conditions between the
two regions x < 0 and x > 0. More precisely, the propagator KAFM obeys the
free-particle TDSE on both sides of the barrier, that is

(
i~
∂

∂τ
+

~2

2m

∂2

∂x2

)
KAFM(x, x′, τ) = 0 , (3.32)

for any 0 < τ < t and for x, x′ 6= 0. It satisfies the initial condition
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KAFM(x, x′, 0+) = δ(x− x′) (3.33)

and Dirichlet BC’s at infinity,

lim
x→±∞

K(x, x′, τ) = 0 for τ = −i |τ | . (3.34)

Finally, the matching conditions, imposed on the propagator and its spatial deriva-
tive, at x = 0 are given, for x′ < 0, by [25]

KAFM(x, x′, τ)
∣∣x=0+

x=0−
= − [1− χ(τ)]K0(x, x′, τ)

∣∣
x=0

, (3.35)

∂

∂x
KAFM(x, x′, τ)

∣∣∣∣
x=0+

x=0−
= − [1− χ(τ)]

∂

∂x
K0(x, x′, τ)

∣∣∣∣
x=0

, (3.36)

for 0 < τ < t. The set of conditions formed by (3.32)-(3.36) forms a well-posed
problem, whose main advantage is that it is exactly solvable for an arbitrary time-
dependent aperture function χ. Indeed, it can be shown [25] that in the transmission
region (i.e. for x > 0)

KAFM(x, x′, t) =
1

2

ˆ t

0

dτ χ(τ)

(
x

t− τ −
x′

τ

)
K0(x, t− τ)K0(x′, τ) . (3.37)

Combining (3.31) with (3.37) shows that the probability amplitude ΨAFM(x, t) of
detecting the particle at position x (in the transmission region) at the final time t
stems from summing the probability amplitudes associated with particular space-
time paths. Any path, linking a point x′ < 0 to the point x > 0, can be divided in
two successive paths. First, a free motion from x′ to the barrier in a time τ > 0,
followed by a second free motion from the barrier to the point x in the remaining
time t − τ . Finally, each path is weighted by the value of the aperture function at
the time τ at which the particle reaches the barrier, multiplied by the mean velocity
at which the particle crosses the barrier6. The barrier itself can thus be viewed as a
fictitious source, in accordance with the Huygens-Fresnel principle [24].

It is worth noting that the integral in (3.37) can be computed explicitly for
6Indeed, during the first (second) free motion the classical velocity is v1 = −x′/τ (v2 = x/(t−

τ)). Hence the particle reaches the barrier with the velocity v1, and leaves it with the velocity v2.
The half sum of the two can thus be viewed as an average velocity for the particle crossing the
barrier.



CHAPTER 3. MODELS OF A TIME-DEPENDENT. . . 36

special examples of aperture functions χ. The simplest such example is the case
of a completely transparent barrier, for which χ(τ) = 1 for any τ > 0. In this
case the particle propagates freely in unbounded space. The expression (3.37) of
the propagator KAFM corresponding to χ(τ) = 1 hence provides the following useful
decomposition of the free-particle propagator K0:

K0(x− x′, t) =
1

2

ˆ t

0

dτ

(
x

t− τ −
x′

τ

)
K0(x, t− τ)K0(x′, τ) , (3.38)

for any x′ < 0 and x > 0. An other relevant example is the case of a sudden opening,
at some time 0 < to < t, of a completely closed barrier. More precisely, the value
of the aperture function is 0 for any 0 < τ < to, and then 1 for any to < τ < t.
The aperture function is thus given by χ(τ) = Θ(τ − to), with Θ the Heaviside
function. Such an instantaneously opening barrier is commonly referred to as the
Moshisnky shutter, stemming from Moshinsky’s paper [51] in which he introduced
the concept of diffraction in time. Indeed, he showed that such a sharp removal of
an absorbing barrier can induce oscillations in the particle’s wave function whose
mathematical structure is similar to the (spatial) Fresnel diffraction of light at a
straight edge. Calling KM the propagator obtained from (3.37) for such an aperture
function (which we hence call the Moshinsky propagator), it is shown [24] that it
can be written in the form

KM(x, x′, t) =
1

2

ˆ t

to

dτ

(
x

t− τ −
x′

τ

)
K0(x, t− τ)K0(x′, τ)

=

ˆ 0

−∞
dx′′K0(x− x′′, t− to)K0(x′′ − x′, to) . (3.39)

The very main advantage of the AFM is that it is exactly solvable, in the sense
that the propagator is known for an arbitrary time-dependent aperture function.
The expression (3.37) of the propagator can thus be used to obtain an essentially
analytical form of the transmitted state Ψ(x, t) at the final time t, evolved from
an arbitrary initial state localised in the reflection region. This offers a versatile
approach to investigate the effects of time-dependent absorbing barriers on the dy-
namics of localised wave packets. In particular, it was recently shown [28] that such
barriers can be used to shift, split, squeeze and cool atomic wave packets. This
demonstrates the practical interest of time-dependent matter-wave absorption, as
it can be an efficient tool to manipulate the quantum state of an atom. However,
we must at this stage point out a weakness of the AFM, rooted in the particular
time-dependent BC’s (3.35)-(3.36) used to describe the absorbing barrier. Indeed,
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while being justified by Kirchhoff’s diffraction theory for classical wave optics, such
matching conditions lack a first-principles justification in the quantum mechani-
cal context. In particular, remember that the main motivation in introducing the
AFM is to provide a relevant theoretical tool to describe time-dependent atom-laser
interactions. It must then be noted that the precise relation between the aperture
function χ(τ) (the fundamental free parameter of the AFM) and the physical quanti-
ties describing either the atom (e.g. its velocity) or the laser light (e.g. its intensity)
is not at all clear.

Therefore, the main purpose of the present work is to provide a sound physical
ground to the AFM. We now discuss how we can achieve this objective.

3.3 Conjectured connection between the two mod-

els

In view of how we introduced the concept of an absorbing barrier, it should be clear
that the AFM is expected to have a link with the DPM. Therefore, the fundamental
question at this point is the following: can we explicitly connect the AFM to the
DPM? It is the aim of this section to outline the strategy we follow to obtain a clear
positive answer to this question. The key element is to conjecture a concrete relation
between the fundamental quantities of the models, namely the aperture function
χ(τ) for the AFM and the amplitude Ω(τ) for the DPM. This connection will then
be justified in the next chapter, chapter 4, through a quantitative comparison of the
physical predictions of the two models.

We first briefly discuss how we can quantitatively compare the AFM and the
DPM. This is done by investigating the two wave functions ΨDPM and ΨAFM, given
by (3.30) and (3.31), respectively, in the transmission region. Such a comparison
can only make sense if these two wave functions are both constructed from the same
initial state, that is

ΨDPM(x, 0) = ΨAFM(x, 0) = Ψ0(x) . (3.40)

More concretely, we take the common initial wave function to be the Gaussian
wave packet ψα0, x0, v0(x, 0) given by Eq. (2.11), namely

Ψ0(x) = ψα0, x0, v0(x, 0) =

(
1

πσ2

) 1
4

exp

[
−(x− x0)2

2σ2
+ i

mv0

~
(x− x0)

]
. (3.41)

We recall that x0 and v0 correspond to the mean initial position and velocity, re-
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spectively, of the particle, while σ quantifies the spatial extent of the wave packet
(see (2.12)). The Gaussian wave packet (3.41) is clearly normalised. Now, remem-
ber that the relations (3.30) and (3.31) are only valid for initial states localised
well inside the reflection region. Therefore, we must have that Ψ0(x) is negligible,
Ψ0(x) ≈ 0, for any x > 0, which for the Gaussian wave packet (3.41) is satisfied if

0 < σ � |x0| = −x0 . (3.42)

This indeed ensures that Ψ0(x) ≈ 0 for any value of x larger than x0+Nσ < 0, where
N is some number of the order of 17. We then suppose that the particle, starting
from the position x0 < 0, propagates towards the barrier with a positive velocity,
v0 > 0. The time scale, denoted by tc, characterising the free motion at velocity v0

8

of the particle from its initial position x0 to the barrier located at position x = 0 is
given by

tc ≡
|x0|
v0

. (3.43)

It precisely corresponds to the time needed for the equivalent classical particle to
reach the barrier. Therefore, this particular time tc is in the sequel referred to as
the classical time. Finally, we recall that we are only interested in constructing the
wave functions ΨDPM(x, t) and ΨAFM(x, t) in the transmission region. Therefore,
the final time t must be large enough so as to allow the particle to have fully crossed
the barrier. More precisely, we set t to fulfil the condition

|x0| . v0(t− tc) , (3.44)

which ensures that the freely evolved wave packet ψα0, x0, v0(x, t) is centred around a
position v0(t− tc) which is well inside the transmission region9.

Now, the key ingredient of the connection between the two models is to specify
a concrete relation between the two fundamental parameters of the models, namely
the aperture function χ(τ) for the AFM and the amplitude Ω(τ) for the DPM. On a

7We have typically N = 5 in view of the standard features of the normal distribution.
8Remember that in view of (2.22) the mean velocity of the freely evolved Gaussian wave packet

ψα0, x0, v0(x, τ) is time-independent, and thus remains equal to v0.
9More precisely, we want the observation time t to be such that v0(t− tc)−Nσ(t) > 0, where

σ(t) ≡ σ
√

1 + (~t/mσ2)2 denotes the spatial extent of ψα0, x0, v0(x, t), and N is some number of
the order of 1. Indeed, ψα0, x0, v0(x, t) is basically zero for any x such that x < v0(t− tc)− 5σ(t).
This will be ensured by the frozen Gaussian approximation, see below the complete definition (4.1)
of the semiclassical regime.
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more quantitative level, we must express χ as a function of Ω, that is χ(τ) = T [Ω(τ)].
We emphasise that at this point the function T can only be conjectured. Its validity
will then be justified in chapter 4.

The particular form of this function T can be intuitively understood from the
simple case of the time-independent δ-potential, for which Ω(τ) = Ω0. We start by
looking for a scattering state solution to the corresponding TDSE (3.19) of the form

(
ψ1(x, t)

ψ2(x, t)

)
= ei(kx−ωt)





(
1

0

)
+

(
R11

R21

)
e−2ikx if x < 0

(
T11

T21

)
if x > 0

, (3.45)

where k ≡ mv0/~ and ω ≡ mv2
0/2~. The quantities T11 and T21 are the transmis-

sion amplitudes associated with the states, or channels, |1〉 and |2〉, respectively,
for an incident wave in the |1〉-channel. The quantities R11 and R21 are then the
corresponding reflection amplitudes. These amplitudes are determined from the
continuity of any solution of the TDSE, as well as the discontinuity of its spatial
derivative, at x = 0. It can be in particular shown that the transmission amplitude
to remain in the |1〉-channel is given by

T11 =
1

1 + (mΩ0/~k)2 =
1

1 + (Ω0/v0)2 . (3.46)

We then take this transmission amplitude T11 as a definition of the function T

relating the aperture function χ0, describing a time-independent absorbing barrier,
to the amplitude Ω0 of a time-independent δ-potential, that is

χ0 = T (Ω0) ≡ 1

1 + (Ω0/v0)2 . (3.47)

We then generalise this time-independent relation to arbitrary time-dependent bar-
riers. Therefore, we conjecture that the AFM and the DPM are connected through
the relation

χ(τ) =
1

1 + [Ω(τ)/v0]2
(3.48)

for any 0 < τ < t. It is worth analysing some of the properties of the expres-
sion (3.48). It first clearly ensures that χ is a real dimensionless quantity whose
values range between 0 and 1. Furthermore, note that for Ω/v0 � 1 we have χ ≈ 1.
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This appears indeed reasonable, as we expect energetic particles to be relatively
insensitive to the presence of a barrier. On the contrary, the case Ω/v0 � 1 yields
χ ≈ 0. Here again this result makes sense, as an atom would be very unlikely to
survive a laser light with a very high intensity.

We now provide analytical and numerical evidence of the conjectured connec-
tion (3.48).



Chapter 4

Quantitative comparison between
two models of absorption

This chapter is devoted to an in-depth investigation of the connection between the
DPM and the AFM discussed in chapter 3. It is shown that under the relation (3.48)
the predictions of the two models in the transmission region are in excellent agree-
ment in a semiclassical regime described by the conditions

σ � |x0| . v0(t− tc)�
mσ2v0

~
, (4.1)

where we recall that x0 and v0 denote the mean position and velocity, respectively, of
the initial state Ψ0, while σ quantifies its spatial dispersion. The leftmost condition
in (4.1), σ � |x0|, corresponds to the hypothesis (3.42) regarding the initial locali-
sation of the particle in the reflection region. The second condition, |x0| . v0(t− tc),
is nothing but the assumption (3.44). It ensures that the wave packet evolved freely
from Ψ0 is centred, at the final time t, around a point lying well inside the transmis-
sion region. Finally, the last condition, v0(t − tc) � mσ2v0/~, specifies in addition
the localisation, at the final time t, of the freely evolved wave packet. Indeed, it
implies1 in particular that the final time t satisfies ~t/mσ2 � 1. This is precisely
the frozen Gaussian approximation (2.34) discussed in section 2.2. Therefore, the
physical picture detailed by the assumptions (4.1) is clear: the initial state Ψ0 is
localised, and remains localised as it propagates freely in a time t. It is also worth
noting that the left- and rightmost terms in (4.1) hence satisfy σ � mσ2v0/~, which
is clearly equivalent to λ̄0 � σ, with λ̄0 the reduced de Broglie wavelength defined
by (2.14).

We now divide our analysis in two main parts. We first use in section 4.1 the
1For completeness: first note that |x0| � mσ2v0/~ implies that ~tc/mσ2 � 1. Then v0(t−tc)�

mσ2v0/~ implies that ~t/mσ2 � 1 + ~tc/mσ2 ≈ 1.

41
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conditions (4.1) to analytically demonstrate an excellent agreement between the
DPM and the AFM in this particular semiclassical regime. As an analytical approach
of the problem quickly gets highly non-trivial when we start to relax some of the
assumptions (4.1), we then turn in section 4.2 to a numerical investigation. This
allows to confront the two models beyond the semiclassical regime, as well as to
treat different experimentally realistic scenarios.

4.1 Analytical approach

We start by analytically comparing the two wave functions ΨDPM and ΨAFM (Eqs.
(3.30) and (3.31)) given by, in view of (3.40),

ΨDPM(x, t) ≈
ˆ 0

−∞
dx′K11(x, x′, t)Ψ0(x′) (4.2)

and

ΨAFM(x, t) ≈
ˆ 0

−∞
dx′KAFM(x, x′, t)Ψ0(x′) , (4.3)

in two different scenarios. We first consider in subsection 4.1.1 the case of a slowly
varying time-dependent barrier, and then treat in 4.1.2 the opposite example of an
instantaneously varying barrier. In both cases the two wave functions are shown to
be in strong agreement in a spatial region centred about the mean position xt of
the corresponding freely evolved wave packet, which in view of the definition (2.19)
reads

xt = x0 + v0t . (4.4)

4.1.1 Slowly varying barrier

The interest of considering the case of a slowly varying barrier is that it allows
to derive, in the semiclassical regime described by (4.1), a well-posed problem for
the component K11(x, x′, t) of the full propagator K̂(x, x′, t) corresponding to the
DPM. Indeed, let us first recall that, by definition of the propagator, K̂ must satisfy
the same TDSE (3.19) than the spinor ψ̂. Therefore, in view of (3.16)-(3.18), the
componentK11(x, x′, τ) obeys the free-particle time-dependent Schrödinger equation
on both sides of the barrier, i.e.
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(
∂2

∂x2
+
i

α

∂

∂τ

)
K11(x, x′, τ) = 0 , (4.5)

for any 0 < τ < t and for x, x′ 6= 0, and where we introduced the quantity α defined
by

α ≡ ~
2m

. (4.6)

By definition of a quantum propagator,K11(x, x′, τ) is subject to the initial condition

K11(x, x′, 0+) = δ(x− x′) , (4.7)

while the Dirichlet boundary conditions imposed on the wave function at infinity,
namely (3.20), require

K11(x→ ±∞, x′, τ) = 0 for α = −i|α| . (4.8)

Note that we specified here the substitution α = −i|α|, which replaces the negative
imaginary times requirement discussed in section 2.1 (see Eq. (2.8c))2. This is done
in view of the later use of the method of Laplace transform, for which the time-
related substitution τ = −i|τ | as in (2.8c) is not convenient. Now, note that in
addition to the IC (4.7) and the BC’s at infinity (4.8), we also know one matching
condition at x = 0. Indeed, because the position dependence of the potential rises
from a δ-function, the two components ψ1 and ψ2 of the spinor ψ̂ must be continuous
at x = 0 (as stems from the hierarchy of singularities, see [31]). Since ψ1 = ΨDPM =´
dx′K11Ψ0, we see that K11(x, x′, τ) must itself be continuous at x = 0, i.e.

K11(x, x′, τ)
∣∣x=0+

x=0−
= 0 . (4.9)

Therefore, finding one additional matching condition at x = 0 would yield a well-
posed mathematical problem, uniquely determining the propagatorK11(x, x′, τ). We
could then try to solve it, and finally use the exact expression of K11 to construct
the wave function ΨDPM.

It turns out that such a program can be completed, in the semiclassical regime,
2The validity of this procedure stems from the similarity of the TDSE satisfied by the component

K11 under the two substitutions τ = −i|τ | and α = −i|α|.
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if the amplitude Ω varies slowly with time. We first find the matching condition
satisfied by the spatial derivative of K11 at x = 0. We then find the exact solution of
the resulting well-posed mathematical problem, and obtain the following expression
for the propagator K11(x, x′, t) (Eq. (4.55))3:

K11(x, x′, t) ≈ 1

2

ˆ t

0

dτ

[
x

t− τ −
x′

τ

x′2 − τ 2Ω(τ)2

x′2 + τ 2Ω(τ)2

]
K0(x, t− τ)K0(x′, τ) . (4.10)

As we can see from their respective expressions (3.37) and (4.10) the propagators
KAFM and K11 exhibit, in the semiclassical regime (4.1) and for a slowly varying
barrier Ω(τ), some similarities as well as important differences. First, note that
they are given by similar integrals. Indeed, the probability amplitude ΨDPM(x, t)

of detecting the atom in its ground state |1〉 at a position x > 0 at the final time
t stems from summing the probability amplitudes associated with particular space-
time paths. Any path, linking a point x′ < 0 to the point x > 0, can be divided in
two successive paths: i) a free motion from x′ to the barrier in a time τ > 0, followed
by ii) an other free motion from the barrier to the point x in the remaining time
t− τ . This is the main similitude between the two propagators KAFM and K11. The
first term involved in the factor between square brackets in (4.10) is also exactly
the same than in the AFM propagator (3.37). It merely corresponds to the classical
velocity x/(t−τ) at which the particle leaves the barrier. The way the barrier enters
the propagator constitutes the important difference between the propagators KAFM

and K11. Remember that in KAFM the aperture function χ(τ) is a mere modulation
factor that multiplies the mean velocity at which the particle crosses the barrier.
In K11 however the amplitude Ω(τ) is not a global modulation factor any more.
Indeed, it appears in a position- (via x′) and time- (via τ) dependent fraction that
multiplies only the classical velocity −x′/τ at which the particle reaches the barrier.

Finally, to conclude this subsection we use the explicit expressions (3.37) and
(4.10) of the propagators KAFM(x, x′, t) and K11(x, x′, t), respectively, to construct
the two wave functions ΨAFM(x, t) and ΨDPM(x, t). Upon assuming the relation
(3.48) between the aperture function χ(τ) and the amplitude Ω(τ), the two wave
functions are shown to be in strong agreement in a neighbourhood of the point xt.

Matching condition for ∂xK11(x, x′, τ) at x = 0

The full propagator K̂ satisfies the TDSE
3The approximation stems from the use of the stationary phase approximation to obtain the

missing BC for the spatial derivative of K11 at x = 0.
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i~
∂

∂τ
K̂(x, x′, τ) =

[
Ĥ0 + V̂ (x, τ)

]
K̂(x, x′, τ) , (4.11)

with Ĥ0 and V̂ (x, τ) given by (3.17) and (3.18), respectively. As we already men-
tioned, the propagator corresponding to Ĥ0 is known, and is nothing but the ma-
trix free-particle propagator K̂0, given by (3.23). Therefore, we can extend the
one-component time-dependent Lippmann-Schwinger equation (2.10) to the matrix
propagator K̂(x, x′, τ), and write the latter in the form

K̂(x, x′, τ) = K̂0(x− x′, τ)

− i

~

ˆ τ

0

dτ1

ˆ +∞

−∞
dx′′K̂0(x− x′′, τ − τ1)V̂ (x′′, τ1)K̂(x′′, x′, τ1) , (4.12)

which in view of the simple form (3.18) of the potential V̂ reads, after performing
the trivial integral over x′′,

K̂(x, x′, τ) = K̂0(x− x′, τ)− i
ˆ τ

0

dτ1 K̂0(x, τ − τ1)Ω(τ1)

(
0 1

1 0

)
K̂(0, x′, τ1) .

(4.13)

We now write the successive iterations of the Lippmann-Schwinger equation (4.13),
and thus write the propagator K̂ in the form of the Dyson series

K̂(x, x′, τ) = K̂0(x− x′, τ) +
+∞∑

n=1

K̂(n)(x, x′, τ) , (4.14)

where the general term K̂(n)(x, x′, τ) of the series is, in view of the expression (3.23)
of K̂0, given by

K̂(n)(x, x′, τ) = (−i)n
ˆ τ

0

dτn

ˆ τn

0

dτn−1 · · ·
ˆ τ2

0

dτ1K0(x, τ − τn)

× Ω(τn)K0(0, τn − τn−1) · · ·Ω(τ2)K0(0, τ2 − τ1)Ω(τ1)K0(x′, τ1)

(
0 1

1 0

)n

. (4.15)

Since we straightforwardly show that
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(
0 1

1 0

)2k

=

(
1 0

0 1

)
and

(
0 1

1 0

)2k+1

=

(
0 1

1 0

)
(4.16)

for any k ∈ N, we readily see on (4.15) that the component

K
(n)
11 (x, x′, τ) ≡

[
K̂(n)(x, x′, τ)

]
11

(4.17)

of the matrix K̂(n) vanishes for odd n, i.e.

K
(n)
11 (x, x′, τ) = 0 (4.18)

for n = 2k + 1 with k > 0, and, for even n, is given by

K
(n)
11 (x, x′, τ) = (−i)n

ˆ τ

0

dτn

ˆ τn

0

dτn−1 · · ·
ˆ τ2

0

dτ1K0(x, τ − τn)

× Ω(τn)K0(0, τn − τn−1) · · ·Ω(τ2)K0(0, τ2 − τ1)Ω(τ1)K0(x′, τ1) (4.19)

for n = 2k with k > 1. Therefore, we now treat throughout this section the integer
n as being even, that is

n = 2k with k > 1 . (4.20)

In view of obtaining the derivative of K11 with respect to x, we first derive the
derivative of the element K(n)

11 . To this end, we rewrite (4.19) in the slightly different
form4

K
(n)
11 (ξn+1, ξ0, τn+1) = (−i)n lim

ξn→0
· · · lim

ξ1→0

ˆ τn+1

0

dτn · · ·
ˆ τ2

0

dτ1

(
n∏

j=1

Ω(τj)

)

×
(

n∏

j=0

K0(ξj+1 − ξj, τj+1 − τj)
)

, (4.21)

where we introduced the intermediate position ξj, and set for compactness ξn+1 ≡ x

4The interchange between the limits and the integrals is justified in view of later on applying
the propagator on a Gaussian wave packet, hence yielding absolutely convergent integrals.
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and ξ0 ≡ x′. We also introduced the notations τn+1 ≡ τ and τ0 ≡ 0 (this latter
being merely the initial time). In view of the subsequent calculations we define the
dimensionless quantities

εj ≡
ξj
|x0|

and ηj ≡
τj
τ
≡ τj
τn+1

. (4.22)

We now differentiate (4.21) with respect to x ≡ |x0|εn+1 and, in view of the expres-
sion (2.9) of the free-particle propagator K0, we get5

∂

∂x
K

(n)
11 (x, x′, τ) =

1

|x0|
∂

∂εn+1

K
(n)
11 (|x0|εn+1, |x0|ε0, τn+1ηn+1)

= lim
εn→0
· · · lim

ε1→0
I(n)(ε0, . . . , εn+1, ηn+1) , (4.23)

with

I(n)(ε0, . . . , εn+1, ηn+1) ≡
ˆ ηn+1

0

dηn · · ·
ˆ η2

0

dη1 F (η1, . . . , ηn)eiλφ(η1,...,ηn) , (4.24)

where

λ ≡ mx2
0

2~τ
(4.25)

is a dimensionless quantity, the amplitude F and the phase φ are defined by

F (η1, . . . , ηn) ≡ (−i)n
( m

2iπ~

)n+1
2

(
n∏

j=1

Ω(τηj)

)
im|x0|(εn+1 − εn)

~(ηn+1 − ηn)

τ
n−3

2√
n∏
j=0

(ηj+1 − ηj)

(4.26)

and

φ(η1, . . . , ηn) ≡
n∑

j=0

(εj+1 − εj)2

ηj+1 − ηj
. (4.27)

Now, remember that we consider here 0 < τ < t. Therefore, in the semiclassical
5Upon the n-dimensional change of variables in the integral defined by the map (ηn, . . . , η1) =

G(τn, . . . , τ1) as characterised by (4.22). It is straightforward to find the inverse G−1, and hence
the Jacobian, as well as the new domain of integration.
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regime detailed by (4.1) we have in view of (4.25) that λ > mx2
0/2~t � 1. This

suggests to use the stationary phase approximation to explicitly compute the inte-
gral (4.24). It is worth emphasising that the need for considering slowly varying
barriers precisely stems from this use of the stationary phase approximation, as Ω

is involved in the amplitude F of the integrand.
The very first thing is thus to find the stationary point η(s) =

(
η

(s)
1 , . . . , η

(s)
n

)
,

defined by

∂φ

∂ηj

∣∣∣∣
(η1,...,ηn) =η(s)

= 0 , (4.28)

for any 1 6 j 6 n. In addition to the defining equations (4.28), we also require the
stationary point η(s) to satisfy the constraint

0 < η
(s)
1 < · · · < η(s)

n < 1 . (4.29)

This additional condition is imposed to ensure the existence of a neighbourhood
of the stationary point η(s) that is entirely contained into the original integration
domain in (4.24)6. We can show that (4.28)-(4.29) admit the unique solution

η
(s)
j =

j∑
k=1

|εk − εk−1|
n+1∑
k=1

|εk − εk−1|
, (4.30)

for any 1 6 j 6 n.
We now proceed to use the stationary phase approximation to evaluate I(n). The

first step is to reduce the integration domain in (4.24) to a neighbourhoodN (s) of the
stationary point η(s). This new integration domain being by construction a region
of stationary phase, we can Taylor expand the phase φ(η1, . . . , ηn) up to the second
order in powers of (ηj − η(s)

j ). We then use the fact that for slowly varying barriers
the amplitude F is basically an algebraic function of the integration variables. It can
thus be taken as constant over N (s), and equal to its value F (s) ≡ F

(
η

(s)
1 , . . . , η

(s)
n

)

at the stationary point. We can take it outside the integral, and we finally extend the
integration region to Rn. We are thus left with an n-dimensional Gaussian integral,
which can be readily computed (see e.g. [52]) to yield

6If no stationary point satisfying (4.29) exists, then the dominant contribution to the inte-
gral (4.24) would not rise from a region of stationary phase.
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I(n)(ε0, . . . , εn+1, ηn+1) ≈
(

2π

λ

)n
2 F (s)eiλφ

(s)+inπ/4

√
det (H(s))

, (4.31)

where φ(s) ≡ φ
(
η

(s)
1 , . . . , η

(s)
n

)
is the value of the phase at the stationary point, while

H(s) is the n-by-n Hessian matrix of φ at the stationary point. More precisely, the
elements of H(s) are defined as

H
(s)
jk =

∂2φ

∂ηj ∂ηk

∣∣∣∣
(η1,...,ηn) =η(s)

, (4.32)

for any 1 6 j 6 n and 1 6 k 6 n. Furthermore, the Hessian matrix H(s) is
symmetric and tridiagonal, its elements being given by

H
(s)
jj = 2

(
n+1∑

k=1

|εk − εk−1|
)3(

1

|εj − εj−1|
+

1

|εj+1 − εj|

)
(4.33a)

for any 1 6 j 6 n, and

H
(s)
j , j+1 = H

(s)
j+1 , j = −2

(
n+1∑
k=1

|εk − εk−1|
)3

|εj+1 − εj|
(4.33b)

for any 1 6 j 6 n−1. Any other element H(s)
jk is zero, i.e. H(s)

jk = 0 for all |j−k| > 2.
We then show that the determinant of the Hessian matrix is given by (details can
be found in the appendix B)

det
(
H(s)

)
= 2n

(
n+1∑
k=1

|εk − εk−1|
)3n+1

n+1∏
k=1

|εk − εk−1|
. (4.34)

Combining (4.31) with (4.26), (4.27), (4.30) and (4.34), substituting the resulting
expression of I(n) into (4.23) and taking the limits ε1 → 0, . . ., εn → 0, we obtain
(remember that in view of (4.20) we have n even) the following expression for the
spatial derivative of the term K

(2k)
11 (x, x′, τ):
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∂

∂x
K

(2k)
11 (x, x′, τ) ≈ sgn(x)

m (|x| − x′)
i~τ

(−1)k+1K0(|x| − x′, τ)

×
[

τ 2

(|x| − x′)2
Ω

(
x′

x′ − |x| τ
)2
]k

(4.35)

for any k > 1, with

sgn(ξ) ≡ ξ

|ξ| (4.36)

the sign function.
Therefore, differentiating (4.14) with respect to x yields, in view of (4.18) and

(4.35),

∂

∂x
K11(x, x′, τ) ≈ ∂K0

∂x
+ sgn(x)

m(|x| − x′)
i~τ

K0(|x| − x′, τ)

×
+∞∑

k=1

(−1)k+1

[
τ 2

(|x| − x′)2
Ω

(
x′

x′ − |x| τ
)2
]k

, (4.37)

from which we easily obtain the jump of ∂xK11(x, x′, τ) at x = 0, namely

∂

∂x
K11(x, x′, τ)

∣∣∣∣
x=0+

x=0−
≈ −2

mx′

i~τ
K0(x′, τ)

+∞∑

k=1

(−1)k+1

[
τ 2

x′2
Ω(τ)2

]k
. (4.38)

Note that we have the identities

K0(x′, τ)
mx′

i~τ
=

∂

∂x
K0(x− x′, τ)

∣∣∣∣
x=0

(4.39)

and

+∞∑

k=1

(−1)k+1zk =
z

1 + z
(4.40)

for any z such that |z| < 17. Therefore, combining (4.38) with (4.39) and (4.40), we
7Since in view of (4.38) we have z = τ2Ω(τ)2/x′2, we must hence have Ω(τ) < |x′|/τ . The

conclusions drawn in this subsection are thus valid for slowly varying barriers that also satisfy
this additional condition, which is not a severe restriction. Note in particular that the analysis
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obtain the following matching condition for ∂xK11(x, x′, τ) at x = 0:

∂

∂x
K11(x, x′, τ)

∣∣∣∣
x=0+

x=0−
≈ −κ(x′, τ)

∂

∂x
K0(x− x′, τ)

∣∣∣∣
x=0

, (4.41)

where we defined

κ(x′, τ) ≡ 2

1 +
[

x′

τΩ(τ)

]2 . (4.42)

We can thus use this matching condition (4.41) to construct a well-posed problem
for the propagator K11(x, x′, τ), which we now proceed to solve.

Derivation of K11(x, x′, τ)

We now have a well-posed problem for the propagator K11(x, x′, τ), formed by i)
the TDSE (4.5), ii) the IC (4.7), iii) the two BC’s at infinity (4.8) and iv) the two
matching conditions (4.9) and (4.41) for K11 and ∂xK11, respectively, at x = 0. We
solve it using the method of Laplace transforms [44, 53]. In this chapter we denote
with a bar the Laplace transform (with respect to τ) of an arbitrary function f(τ),
that is

f̄(s) = L [f(τ)] =

ˆ +∞

0

dτ e−sτf(τ) . (4.43)

We now first take the Laplace transform of the TDSE (4.5), and get

∂2

∂x2
K̄11(x, x′, s) +

is

α
K̄11(x, x′, s) =

i

α
δ(x− x′) (4.44)

for x, x′ 6= 0. From the same argument we already used regarding the continuity of
K11(x, x′, τ) at x = 0 (namely the hierarchy of singularities, see [31]), we see on (4.44)
that K̄11 and ∂xK̄11 are continuous and discontinuous, respectively, at x = x′. We
can thus rewrite the inhomogeneous equation (4.44) as the homogeneous equation

∂2

∂x2
K̄11(x, x′, s) +

is

α
K̄11(x, x′, s) = 0 (4.45)

performed in subsection 4.1.2, as well as in section 4.2, is completely independent of this restriction.
Indeed, in 4.1.2 we use an exact expression of the propagator K11, while in 4.2 we either use known
expressions of K11 or numerically solve the TDSE (3.19).
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for x, x′ 6= 0 and x 6= x′, whose solution is subject to the matching conditions

K̄11(x, x′, s)
∣∣x=x′+

x=x′−
= 0 (4.46a)

and

∂

∂x
K̄11(x, x′, s)

∣∣∣∣
x=x′+

x=x′−
=

i

α
. (4.46b)

Finally, taking the Laplace transform of the four remaining BC’s (4.8), (4.9) and
(4.41), we obtain, respectively,

K̄11(x→ ±∞, x′, s) = 0 for α = −i|α| , (4.46c)

K̄11(x, x′, s)
∣∣x=0+

x=0−
= 0 , (4.46d)

and8

∂

∂x
K̄11(x, x′, s)

∣∣∣∣
x=0+

x=0−
= W̄ (s) , (4.46e)

where the function W̄ (s) is defined by

W̄ (s) = L

[
−κ(x′, τ)

∂

∂x
K0(x− x′, τ)

∣∣∣∣
x=0

]
=
ix′

2α

ˆ +∞

0

dτ e−sτκ(x′, τ)
K0(x′, τ)

τ
.

(4.47)

We now proceed to derive the function K̄11(x, x′, s) uniquely defined by the problem
formed by (4.45) and (4.46).

As we focus on wave packets initially localised in the reflection region, it is
sufficient for our purpose to solve the above problem for negative values of x′. We
can thus consider three well-defined regions of values of the variable x, with respect
to an arbitrary fixed negative value of x′: R1, corresponding to any −∞ < x < x′,
then R2 for any x′ < x < 0, and finally R3 defined by any 0 < x < +∞. The
general solution of (4.45) is of similar form in each region and reads

K̄
(j)
11 (x, x′, s) = Aj ek+x +Bj ek−x for x ∈ Rj , (4.48)

where Aj = Aj(x
′, s) and Bj = Bj(x

′, s), with j = 1, 2, 3, are at this point arbitrary
8For clarity we temporarily replace the approximation sign in (4.41) by an equal sign throughout

the subsequent Laplace transform derivation of K11.
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complex valued functions, while k+ = k+(s) and k− = k−(s) are given by9

k± = ± e−i
π
4

√
s

α
, (4.49)

We restrict the complex variable s to the complex plane branch −π < arg(s) < π,
so that we have Re(

√
s) > 0. Therefore, we obtain from (4.46c) that

B1 = A3 = 0 . (4.50)

We then use the four matching conditions (4.46a), (4.46b), (4.46d), and (4.46e) to
obtain the matrix equation




− ek+x′ ek+x′ ek−−x
′

0

k+ek+x′ k+ek+x′ −k−ek−x
′

0

0 −1 −1 1

0 −k+ −k− k−







A1

A2

B2

B3




=




0
i
α

0

W̄




. (4.51)

Solving the equation (4.51), we get the remaining four coefficients A1, A2, B2 and
B3:

A1 =
e−i

π
4

2

e−k+x′

√
αs
− ei

π
4

2

√
α

s
W̄ (s) , (4.52a)

A2 = − ei
π
4

2

√
α

s
W̄ (s) , (4.52b)

B2 =
e−i

π
4

2

e−k−x
′

√
αs

, (4.52c)

B3 =
e−i

π
4

2

e−k−x
′

√
αs
− ei

π
4

2

√
α

s
W̄ (s) . (4.52d)

Substituting the results (4.50) and (4.52) into the general expression (4.48) yields
the solutions K̄(j)

11 (x, x′, s), j = 1, 2, 3, in all three regions R1, R2 and R3. We
then take the inverse Laplace transform of each of these solutions to obtain the
corresponding solutions K(j)

11 (x, x′, τ), j = 1, 2, 3, of the original time-dependent
problem. The key results to use in taking the inverse Laplace transform are

9We choose a particular branch of the complex square root, namely the one where
√
i =

exp(iπ/4).
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L −1

[
e−a
√
s

√
s

]
=

1√
πτ

e−
a2

4τ (4.53)

for Re(a) ≥ 0 [54], combined with the convolution theorem in computing the inverse
Laplace transform of terms of the form

[
exp (−a√s) /√s

]
W̄ (s) with Re(a) ≥ 0.

As a result, we get that any K(j)
11 (x, x′, τ), j = 1, 2, 3, has the exact same form in

each of the regions R1, R2, and R3. Therefore, this readily gives the propagator
K11(x, x′, τ) for any x ∈ R, and we have10

K11(x, x′, τ) ≈ K0(x− x′, τ) +
1

2

ˆ τ

0

dτ1
x′κ(x′, τ1)

τ1

K0(x, τ − τ1)K0(x′, τ1) , (4.54)

this result being valid for any 0 < τ < t and x′ < 0. Finally, using the decomposi-
tion (3.38) of the free-particle propagator K0(x − x′, τ) allows to rewrite (4.54) in
the form

K11(x, x′, τ) ≈ 1

2

ˆ τ

0

dτ1

[
x

τ − τ1

− x′

τ1

x′2 − τ 2
1 Ω(τ1)2

x′2 + τ 2
1 Ω(τ1)2

]
K0(x, τ − τ1)K0(x′, τ1) ,

(4.55)

where we also used the definition (4.42) of the function κ(x′, τ1).
We can now substitute the expression (4.54) of the propagator K11 into (4.2) to

obtain an essentially analytical expression of the wave function ΨDPM. This allows
for an effective comparison between ΨAFM and ΨDPM, as we now discuss.

Comparison between the wave functions ΨAFM and ΨDPM

We first substitute the known expression (3.37) of the propagator KAFM(x, x′, t)

into (4.3). We can thus write the wave function ΨAFM(x, t) in the form (remember
the initial state (3.40))

ΨAFM(x, t) ≈
ˆ t

0

dτ

ˆ 0

−∞
dx′ FAFM(x, x′, τ, t)K0(x, t− τ)K0(x′, τ)Ψ0(x′) , (4.56)

where the function FAFM is defined by

FAFM(x, x′, τ, t) ≡ 1

2
χ(τ)

(
x

t− τ −
x′

τ

)
. (4.57)

10The approximation sign stems from the BC (4.41), which was an approximation due to the
use of the stationary phase approximation that was used to derive it.
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We now substitute the expression (4.54) of the propagator K11(x, x′, t) into (4.2),
and use the decomposition (3.38) of the free-particle propagator K0. We hence write
the wave function ΨDPM(x, t) in the form

ΨDPM(x, t) ≈
ˆ t

0

dτ

ˆ 0

−∞
dx′ FDPM(x, x′, τ, t)K0(x, t− τ)K0(x′, τ)Ψ0(x′) , (4.58)

with FDPM defined by

FDPM(x, x′, τ, t) ≡ 1

2

{
x

t− τ −
x′

τ
[1− κ(x′, τ)]

}

=
1

2


 x

t− τ −
x′

τ





1− 2

1 +
[

x′

τΩ(τ)

]2






 , (4.59)

where we used the definition (4.42) of the function κ(x′, τ).
Now, suppose that we pick the values of the two wave functions ΨAFM and ΨDPM

at the particular point x = xt (given by (4.4)). We can then show that the unique
stationary point of the phase (coming from K0 and Ψ0) in the double integrals (4.56)
and (4.58) that lies inside the domain of integration is the point (τ, x′) = (tc, x0),
with tc the classical time defined by (3.43). Furthermore, note that the two functions
FAFM and FDPM are, for the slowly varying barriers we consider in this section, mere
algebraic functions of the integration variables, and thus change slowly as compared
to the exponential terms due to K0 and Ψ0. Therefore, if we restrict our attention
to values of the wave functions ΨAFM and ΨDPM in the close vicinity of the point
x = xt, then the dominant contributions to the integrals (4.56) and (4.58) raise from
a neighbourhood of the point (τ, x′) = (tc, x0), over which the algebraic functions
FAFM and FDPM can be considered as constant and equal to their values for x = xt,
x′ = x0 and τ = tc. Note that in view of their definitions (4.57) and (4.59) we have

FAFM(xt, x0, tc, t) = v0χ(tc) (4.60)

and

FDPM(xt, x0, tc, t) =
v0

1 + [Ω(tc)/v0]2
, (4.61)

respectively. Therefore, we can now readily see from (4.60) and (4.61) that if the
aperture function χ(τ) is related to the amplitude Ω(τ) of the laser light through
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(3.48), then we have

FAFM(xt, x0, tc, t) = FDPM(xt, x0, tc, t) , (4.62)

and, consequently, ΨAFM(x, t) ' ΨDPM(x, t) around the point x = xt.
Therefore, we showed that in the semiclassical regime described by (4.1) the

AFM and the DPM are in strong agreement in their predictions in a spatial vicinity
of the point xt in the case of slowly varying barriers. It is worth emphasising that
this result is valid for arbitrary slowly varying barriers. We now turn our attention
to the opposite case of an instantaneously varying barrier.

4.1.2 Moshinsky shutter

Here we consider the Moshinsky shutter, which we already introduced in the previous
chapter in section 3.2 in connection with the propagator KM(x, x′, t) given by the
integral (3.39). We recall that in the context of the AFM the Moshinsky shutter
is characterised by a Heaviside-type aperture function. Here we assume that the
shutter opens precisely at the classical time tc11, and thus we have

χ(τ) = Θ(τ − tc) . (4.63)

We now use the relation (3.48) to construct the time-dependent amplitude Ω(τ)

corresponding to the aperture function (4.63), and we have

Ω(τ) =





+∞ , 0 < τ < tc

0 , tc < τ < t
. (4.64)

We now proceed to construct and compare the wave functions ΨAFM(x, t) and
ΨDPM(x, t) corresponding to (4.63) and (4.64), respectively, in the transmission re-
gion.

We start with ΨAFM. We already know from section 3.2 that the propagator
corresponding to the aperture function (4.63) is the propagator KM given by (3.39).
Therefore, substituting this propagator KM with to = tc into the expression (4.3)
we get for the wave function ΨAFM(x, t)

11This particular choice for the opening time of the barrier stems from the definition (3.43) of
tc. Indeed, it precisely corresponds to the arrival time of the centre of the incident wave packet
at the barrier. In other words, τ = tc is the moment where the incident wave packet is the most
sensitive to any change of the transparency of the barrier.
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ΨAFM(x, t) ≈
ˆ 0

−∞
dx′′K0(x− x′′, t− tc)

ˆ 0

−∞
dx′K0(x′′ − x′, tc)Ψ0(x′) . (4.65)

In the semiclassical regime specified by (4.1) we can extend to R the integral with
respect to x′, hence yielding an exact Gaussian integral, while the remaining integral
over x′′ yields an error function. We hence obtain

ΨAFM(x, t) ≈
(

1

πσ2

)1/4
√

~(t− tc)
2m(x− xt)2

eiβzMez
2
M [1− erf (−zM)] , (4.66)

with erf(·) the error function, and where we defined

β ≡ mx2

2~(t− tc)
+
mv2

0tc
2~

− 3π

4
, (4.67)

and

zM ≡ ei
3π
4

√
m(x− xt)2

2~(t− tc)
1√

1 + i~(t−tc)
mσ2

. (4.68)

Note that

i
mx2

2~(t− tc)
+ z2

M = −(x− xt)2

2σ2

1

1 + i~(t−tc)
mσ2

+ i
mv0x

~
− imv

2
0(t− tc)

2~
. (4.69)

Therefore, combining (4.66) with (4.67)-(4.69), we see, in the semiclassical regime
(4.1) and using the fact that the error function is odd, i.e. erf (−zM) = −erf (zM),
that the wave function ΨAFM(x, t) can be written in the form

ΨAFM(x, t) ≈ 1

2
ψα0, xt, v0(x, 0)ei

mv2
0

2~ t

[
1 + erf

(
ei

3π
4

√
m(x− xt)2

2~(t− tc)

)]
. (4.70)

The behaviour of the function (4.70) (more precisely, of its modulus squared) is illus-
trated on figure 2 in the particular case of the alkali-metal atom 87Rb. The function
ΨAFM(x, t) corresponding to the Moshinsky shutter (4.63) will also be analysed nu-
merically for different alkali-metal atoms in section 4.2.4. It will be seen that the
main effect of the Moshinsky shutter is to induce oscillations of the probability
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density of the transmitted wave packet as compared to a freely evolved packet.
Now, before we construct the wave function ΨDPM(x, t) corresponding to the

barrier described by (4.64), we first derive the corresponding propagatorK11(x, x′, t).
It is worth noting that in view of (4.64) the Hamiltonian can be decomposed in a
time-independent Hamiltonian for any 0 < τ < tc (with an infinite potential barrier)
followed by a different time-independent Hamiltonian for any tc < τ < t (with an
identically zero potential). Therefore, we can write the full propagator K̂ in the
form

K̂(x, x′, t) =

ˆ +∞

−∞
dx′′ K̂0(x− x′′, t− tc)K̂∞(x′′, x′, tc) , (4.71)

where K̂0 is the matrix free-particle propagator (3.23), while K̂∞ is the limit of the
propagator K̂Ω0 , given by (3.24) and corresponding to a time-independent amplitude
Ω(τ) = Ω0 for the DPM, for an infinitely large amplitude Ω0, i.e.

K̂∞(ξ1, ξ2, τ) = lim
Ω0→+∞

K̂Ω0(ξ1, ξ2, τ) . (4.72)

For clarity we recall here the results (3.24) and (3.25), namely

K̂Ω0(ξ1, ξ2, τ) = K̂0(ξ1 − ξ2, τ)− mΩ0

4~
∑

j=±1

ej
mΩ0

~ (|ξ1|+|ξ2|)ei
mΩ2

0
2~ τerfc(zj)

(
j 1

1 j

)

(4.73)

with

zj = j

√
i
mΩ2

0

2~
τ +

√
m

2i~τ
(|ξ1|+ |ξ2|) , (4.74)

where j = ±1. Note that the argument of the first term of zj is either π/4 (for
j = 1) or −3π/4 (for j = −1). Furthermore, as long as ξ1, ξ2 6= 012 the argument
of the second term of zj is −π/4. Therefore, it is clear from (4.74) that −3π/4 <

arg(zj) < π/4. Furthermore, note that independently of the values of the variables
ξ1, ξ2 or τ we have limΩ0→+∞|zj| = +∞. Therefore, we substitute the asymptotic
expansion of the complementary error function [55]

12This condition being automatically satisfied in our case since i) the initial state is localised in
the reflection region, hence ξ2 is in particular strictly smaller than 0, and ii) we are only interested
in constructing the wave function in the transmission region, ξ1 is in particular strictly larger than
0.
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erfc(zj) '
e−z

2
j

√
πzj

(4.75)

into (4.73), and in view of (4.72) take the limit Ω0 → +∞ in the resulting expression
of K̂Ω0 , to finally obtain for the propagator K̂∞

K̂∞(ξ1, ξ2, τ) ≈ K̂0(ξ1 − ξ2, τ)− K̂0(|ξ1|+ |ξ2|, τ) . (4.76)

Finally, we substitute this result (4.76) into the expression (4.71) of the DPM prop-
agator to get the following expression for the component K11:

K11(x, x′, t) ≈
ˆ +∞

−∞
dx′′K0(x− x′′, t− tc)K0(x′′ − x′, tc)

−
ˆ +∞

−∞
dx′′K0(x− x′′, t− tc)K0(|x′′|+ |x′|, tc) . (4.77)

Therefore, we can now construct the wave function ΨDPM(x, t) by substituting the
propagator (4.77) into the expression (4.2). Dividing first the integrations with
respect to the variable x′′ into integrals over negative and positive values of x′′ only,
and using the fact that the initial state is localised in the reflection region (which
allows to write |x′| = −x′), we get

ΨDPM(x, t) ≈ ΨAFM(x, t)

−
ˆ 0

−∞
dx′′K0(x− x′′, t− tc)

ˆ 0

−∞
dx′K0(−x′′ − x′, tc)Ψ0(x′) . (4.78)

Computing now the integrals in (4.78), we show that within the semiclassical regime
detailed by (4.1) the wave function ΨDPM(x, t) is given by

ΨDPM(x, t) ≈ ΨAFM(x, t) + ∆Ψ(x, t) , (4.79)

where the "correction" ∆Ψ(x, t) is defined by

∆Ψ(x, t) ≡
(

1

πσ2

)1/4
√

~(t− tc)
2πm(x+ xt)2

eiβ , (4.80)
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with β given by (4.67).
Therefore, it follows from the expressions (4.70) and (4.79) of ΨAFM and ΨDPM,

respectively, that the values of the two wave functions are very close to each other
in the vicinity of the spatial point x = xt. Indeed, considering values of the variable
x sufficiently close to xt, we have

|∆Ψ(x, t)| <
√

~t
mx2

t

|ΨAFM(x, t)| �
√

~t
mσ2

|ΨAFM(x, t)| � |ΨAFM(x, t)| , (4.81)

which is valid for any x in a close vicinity of xt. This result for an instantaneously
varying barrier hence complements the one obtained in section 4.1.1 for the opposite
case of slowly varying barriers. Indeed, here again we see that in the semiclassical
regime described by (4.1) the AFM and the DPM are in strong agreement in their
predictions in a spatial vicinity of the point xt. It is however important to note that
this conclusion breaks down as we move away from the particular point x = xt. To
illustrate this important point we evaluate the probability densities, predicted from
the two models, to detect the particle far in the transmission region, that is at values
x such that

x� xt . (4.82)

First note on (4.68) that in this case we have |zM| � 1. Since it is clear that in the
semiclassical regime we have arg(zM) ≈ 3π/4 < π, we can thus write an asymptotic
expansion of the error function erf(−zM), and we have

erf(−zM) ' 1 +
e−z

2
M

√
πzM

. (4.83)

Substituting the expansion (4.83) into the expression (4.66) hence yields for ΨAFM

ΨAFM(x, t) ≈ −
(

1

πσ2

)1/4
√

~(t− tc)
2πm(x− xt)2

eiβ . (4.84)

Therefore, we can write the probability density |ΨAFM|2 in the form

|ΨAFM(x, t)|2 ≈ ξM
1

(x− xt)2
, (4.85)
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where

ξM ≡
~(t− tc)
2πmσ

√
π

(4.86)

is a constant having the dimension of a length. Combining the expression (4.79)
of the DPM wave function with the expressions (4.80), (4.84) and (4.86) of ∆Ψ,
ΨAFM and ξM, respectively, we get that for large values of x the probability density
|ΨDPM|2 is given by

|ΨDPM(x, t)|2 ≈ ξM

[
1

(x− xt)2
− x+ 3xt

(x− xt)(x+ xt)2

]
. (4.87)

We now rewrite the expressions (4.85) and (4.87) in terms of the new variable y =

1/x, so that in the regime studied here where x is large we have basically y � 1

(regardless of the dimensions). We then Taylor expand the two probability densities
about y = 0, up to the fourth order in y13. We finally change back the variable y
to the original variable x = 1/y, and thus obtain the following expansions of the
probability densities |ΨAFM|2 and |ΨDPM|2 for x� xt:

|ΨAFM(x, t)|2 =
ξM

x2
+O

(
1

x3

)
(4.88)

and

|ΨDPM(x, t)|2 =
4x2

t ξM

x4
+O

(
1

x5

)
. (4.89)

Therefore, it is clear from (4.88) and (4.89) that the wave functions constructed
from the two models exhibit a different behaviour far in the tails. Indeed, we have
|ΨAFM|2 ∼ 1/x2 and |ΨDPM|2 ∼ 1/x4 for x� xt.

An explicit example of how the probability densities predicted by the two mod-
els behave in the transmission region is illustrated on figure 2 for the particular
case of the alkali-metal atom 87Rb, of atomic mass mRb = 86.9091805 u. The nu-
merical values of the parameters characterising the initial state Ψ0 are taken to be
x0 = −0.15 mm, σ = 30 µm and v0 = 3 mm/s. The classical time is then tc = 50 ms,
while we choose a final time t = 100 ms = 2tc, implying that xt = 0.15 mm = |x0|
(we also mention that in this case ξM ≈ 0.11 µm). Remember that we already briefly
discussed this particular atom at the end of section 2.2, and saw that for such values

13This is needed for |ΨDPM|2.
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Figure 2: Probability densities |ΨAFM|2 and |ΨDPM|2, along with their asymptotic
expansions as x→∞, for the alkali-metal atom 87Rb.

of the parameters it behaves semiclassically to a very good approximation (as the
increase of the spreading at the final time t, quantified by the parameter ε defined
by (2.33), is in this case εRb ≈ 0.081� 1). The expressions (4.70) and (4.79) hence
accurately describe the state of the atom at the final time t as described by the
AFM and the DPM, respectively. Therefore, figure 2 displays, on a log-log scale,
the probability densities |ΨAFM|2 (solid red curve) and |ΨDPM|2 (solid green curve)
obtained from (4.70) and (4.79), respectively, with respect to the position x. We
consider a wide range of values of x so as to span a representative subset of the
transmission region. In addition, we plot the corresponding asymptotic expressions
of |ΨAFM|2 (dash-dotted blue curve) and |ΨDPM|2 (dash-dotted magenta curve) ob-
tained from the expansions (4.88) and (4.89), respectively. It is thus clear that, as we
saw in (4.81), the two models are in excellent agreement in the spatial region centred
around the point xt = 0.15 mm, as the red and green curves are indistinguishable
in this case. However, the predictions of the two models become radically different
as we move away from xt, and we can see that the expansions (4.88) and (4.89)
provide excellent approximations of the probability densities |ΨAFM|2 and |ΨDPM|2,
respectively, already for x ≈ 0.9 mm = 6xt.

Therefore, we considered in this section the two opposite examples of an (arbi-
trary) slowly varying barrier (subsection 4.1.1) and of an instantaneously opening
barrier (subsection 4.1.2). We obtained, in both cases, analytical results demonstrat-
ing an excellent agreement between the predictions of the two models, the AFM and
the DPM, if their fundamental parameters, namely the aperture function χ(τ) for
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the AFM and the amplitude Ω(τ) for the DPM, are precisely related through (3.48).
However, such conclusions could only be obtained in the vicinity of the point x = xt,
which we recall represents the position of the corresponding freely-propagating clas-
sical particle at time t. We now proceed to numerically approach the problem, as
this allows to analyse the predictions of the two models in a broader spatial region,
as well as go beyond the semiclassical regime characterised by the assumptions (4.1).

4.2 Numerical results

We now numerically evaluate the two wave functions ΨAFM and ΨDPM in order to
investigate the validity of the relation between χ and Ω in both the semiclassical
and the deep quantum regimes. We first discuss the strategy we use for making such
an analysis.

A quantitative comparison between ΨAFM(x, t) and ΨDPM(x, t) can be obtained
from two complementary quantities. The first one is the fidelity, denoted by M (t),
and is defined by

M (t) ≡

∣∣∣
´ xB
xA

dxΨ?
AFM (x, t) ΨDPM (x, t)

∣∣∣
2

PAFM (t) PDPM (t)
, (4.90)

where xA and xB, 0 < xA < xB, are two numerical parameters to be chosen so as to
enclose a representative part of the transmitted wave function, and

PAFM ,DPM (t) ≡
ˆ xB

xA

dx |ΨAFM ,DPM (x, t)|2 (4.91)

represents the probability of detecting the particle in the spatial region xA < x < xB

at time t, as predicted by the AFM or the DPM. By construction, the fidelity M (t)

quantifies the overlap, within the region xA < x < xB and at the time t, between
the wave functions ΨAFM and ΨDPM, and takes values between 0 and 114. If M = 0

the two wave functions are orthogonal and hence do not overlap at all, while M = 1

corresponds to collinear wave functions. We can thus see the fidelity M as a test
of the x-dependence of the two wave functions ΨAFM and ΨDPM within the region
xA < x < xB. However, note that M is insensitive to the overall amplitude of
ΨAFM and ΨDPM, and hence must be completed with an other measure of similarity
between the two wave functions. A simple choice is to consider the probability ratio,
denoted by R (t), defined by

14The fact that M admits 1 as an upper bound is a direct consequence of the Cauchy-Schwarz
inequality on L2 ([xA, xB ]) (see e.g. [44]).
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R (t) ≡ PDPM (t)

PAFM (t)
. (4.92)

This latter merely compares the probabilities of finding the particle in the region
xA < x < xB at time t, as predicted by the AFM and the DPM, and is by construc-
tion a positive quantity.

The combination of the fidelity M and of the probability ratio R allows us to
make a complete comparison between the wave functions ΨAFM and ΨDPM. To see
this, consider the particular case whereM (t) = R (t) = 1. First, note thatM (t) = 1

implies that ΨDPM (x, t) = λΨAFM (x, t), with λ a so far arbitrary complex number15.
Now, the additional condition R (t) = 1 implies that |λ| = 1. Therefore, we see that
M (t) = R (t) = 1 implies that ΨAFM (x, t) = ΨDPM (x, t) in the region xA < x < xB,
up to a global phase factor which has no physical relevance. This means that both
the AFM and the DPM predict the same physical state for the particle at time t.
On the other hand, if for instance M (t) = 0, the states predicted by the AFM or
the DPM are orthogonal and thus completely different. Therefore, the closer are
both the fidelity M and the probability ratio R to 1, the better is the agreement
between the predictions of the AFM and the DPM.

We numerically analyse the dynamics of four different physical systems, namely
the alkali-metal atoms 7Li, 23Na, 41K and 87Rb. Such atoms are widely used in
modern ultracold atom-optics experiments. Their respective masses are, in atomic
units, mLi = 7.016003 u, mNa = 22.989767 u, mK = 40.961825 u and mRb =

86.9091805 u, respectively16. We make only the mass vary, and take all four atoms
to share the following values of parameters. The initial Gaussian wave packet, as
given by (3.41), is characterised by the mean position x0 = −0.15 mm (remember
that x = 0 is the position of the barrier), mean velocity v0 = 3 mm/s and width
σ = 30 µm. This yields a classical time tc = 50 ms. We then take the final time
to be t = 100 ms = 2tc, hence implying the value xt = 0.15 mm = |x0| for the
position of the corresponding freely propagated classical particle. It is worth noting
that such values are, for instance, very similar to the experimental parameters used
in [26], where a cloud of 87Rb atoms could propagate up to a time of 150 ms.

It is easily seen that increasing the mass of the system makes the atom behave
more and more semiclassically. Indeed, let us compare the values of the rightmost
term from the semiclassical conditions (4.1)17 for the lightest and the heaviest atoms
considered here, namely 7Li and 87Rb, respectively. In the case of 7Li, we have

15This stems from the equality case of the Cauchy-Schwarz inequality on L2 ([xA, xB ]) (see
e.g. [44]).

16We recall that these numerical values were taken from the NIST website in Spring 2015.
17All the other terms in (4.1) are independent of the mass m, and are thus the same for all four

atoms.
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mLiσ
2v0/~ ' 0.3 mm, which is comparable to v0(t − tc) = 0.15 mm. However,

in the case of 87Rb, we have mRbσ
2v0/~ ' 3.7 mm, which is more than 20 times

larger than v0(t − tc) = 0.15 mm. Therefore, whereas the last condition in (4.1) is
not satisfied for 7Li, it is clearly satisfied for 87Rb. Therefore, considering moving
particles of different masses18 allows us to investigate the validity of the connection
between the AFM and the DPM both in the deep quantum regime (for 7Li) and in
the semiclassical regime (for 87Rb).

Now that we outlined our general strategy, we analyse four complementary sce-
narios. We first present in section 4.2.1 the simplest case of a time-independent
barrier before we address in section 4.2.2 the slightly more complicated (though
exactly solvable) case of an algebraically (slowly) varying barrier characterised, in
the context of the DPM, by Ω(τ) = Ω1/τ (with Ω1 a constant). We then discuss
in section 4.2.3 the case of exponentially (rapidly) varying barriers (whose prac-
tical interest has been first shown in [28]). Finally, we consider in section 4.2.4
an instantaneously varying barrier in the form of the Moshinsky shutter that we
treated analytically in section 4.1.2. In each of these scenarios, and for any atom,
we evaluate and compare the wave functions ΨAFM(x, t) and ΨDPM(x, t) in view of
the relation (3.48) between the aperture function χ(τ) and the amplitude Ω(τ).

4.2.1 Time-independent barrier

We begin with a time-independent barrier for which χ(τ) = χ0 and Ω(τ) = Ω0,
where in view of (3.48) χ0 and Ω0 are related through

χ0 =
1

1 + (Ω0/v0)2
. (4.93)

In this case, the AFM propagator (3.37) reduces to KAFM = χ0K0, and thus substi-
tuting this propagator into (4.3) readily yields the attenuated freely evolved Gaus-
sian wave packet ΨAFM = χ0Ψfree, where we introduce for convenience the notation
Ψfree for the freely evolved Gaussian wave packet ψα0, x0, v0 given by (2.17), i.e.

Ψfree(x, τ) ≡ ψα0, x0, v0(x, τ) . (4.94)

Furthermore, the propagator K̂ for a time-independent δ-potential is already known
to be the propagator K̂Ω0 given by (3.24). The wave function ΨDPM can thus be
constructed by substituting K11 =

(
K̂Ω0

)
11

into (4.2).
We now compute the fidelityM and the probability ratio R, as defined by (4.90)

18Or equivalently, since the velocity is the same for any atom, of different momenta.
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and (4.92), respectively, for the different atoms. Therefore, we must first of all fix the
boundaries of the integration region xA < x < xB. Here we choose xA = xt−4(∆x)t

and xB = xt+4(∆x)t, where (∆x)t is the position uncertainty, given by (2.24), of the
free-particle wave packet Ψfree(x, t). This choice is made in view of the expression
ΨAFM = χ0Ψfree of the AFM wave function, for which we already know that such
a region xA < x < xB contains the dominant part of the transmitted wave packet.
The factor 4 is arbitrary, and ensures a comparison between ΨAFM and ΨDPM on a
broad spatial interval. For the sake of concreteness we here give the values of (∆x)t

for the different atoms: we have (∆x)t ' 30.1 µm for 7Li, 22.2 µm for 23Na, 21.5 µm
for 41K, and 21.3 µm for 87Rb.
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Figure 3: Maximal deviations of the fidelity M (red squares) and probability ratio
R (blue circles) from 1 for four different alkali atoms in the case of (a) a time-
independent barrier (the deviations are maximised with respect to Ω0), and (b) an
algebraic barrier for which Ω(τ) = Ω1/τ (the deviations are maximised with respect
to Ω1).

As discussed in the opening of the section 4.2, the closer are both the fidelity M
and the probability ratio R to 1 the better is the agreement between the predictions
of the two models. Therefore, we display on figure 3(a) the values of the deviations
of M and R from 1, i.e. (1−M) and |1−R|19, respectively, for the different atoms.
More precisely, we evaluate, in view of the relation (4.93), the wave functions ΨAFM

and ΨDPM for each atom at the same values of Ω0 over the range 0 6 Ω0 6 100v0. We
19We take the absolute value of (1 − R) since the probability ratio, as defined by (4.92), can

take any positive value. The fidelity M however is by construction a quantity whose values range
between 0 and 1. Note that to take the absolute value of (1 − R) is sufficient here since our sole
purpose is to investigate whether the probability ratio R gets closer to 1 (either from values larger
or smaller than 1) as we increase the mass of the system.
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then determine, over this range, the maximum values maxΩ0(1−M) and maxΩ0|1−R|
of the deviations from 1 of M and R, respectively20. We clearly see on figure 3(a)
that both maxΩ0(1−M) (red squares) and maxΩ0|1−R| (blue circles) decrease by
over two orders of magnitude as the atomic mass increases from mLi to mRb. Note
that this behaviour is solely due to the change of mass (or, equivalently, momentum)
of the atom, as any atom is otherwise characterised by the exact same parameters
and submitted to the exact same barrier strengths. Therefore, we can conclude
from 3(a) that the agreement between the wave functions ΨAFM and ΨDPM quickly
improves as the atom becomes more semiclassical. Note in particular that the wave
functions predicted by the two models appear to be almost indistinguishable for both
41K and 87Rb, as M and R deviate from 1 by less than 0.1% already for potassium.

4.2.2 Algebraic barrier

We now consider a time-dependent barrier corresponding, in the context of the
DPM, to a potential that is inversely proportional to time, i.e. Ω(τ) = Ω1/τ with
Ω1 a constant. We already saw in the previous chapter (section 3.1) that the DPM
is exactly solvable in this case and admits the propagator K̂1/τ given by (3.26). We
can thus construct ΨDPM by substituting the element

K11(x, x′, t) = K0(x− x′, t)− Ω2
1

Ω2
1 + x′2

K0(|x|+ |x′|, t) (4.95)

of the full propagator K̂1/τ into the integral (4.2) which is then computed numer-
ically. The AFM wave function is obtained from (4.3) and the propagator (3.37)
upon substituting the aperture function obtained from (3.48), namely here

χ(τ) =
1

1 + (Ω1/v0τ)2 , (4.96)

and again evaluating the resulting integral numerically. We then compute the fidelity
M and the probability ratio R, taking here again xA = xt − 4(∆x)t and xB =

xt + 4(∆x)t (as we did for the time-independent barrier treated in subsection 4.2.1).
Indeed, we expect the freely evolved wave packet Ψfree to still be representative of
the transmitted wave packet for the slowly varying barrier studied here.

We then make a similar analysis than in the time-independent case of subsec-
tion 4.2.1. Namely, we maximise, for the different atoms, the deviations of the

20Different numerical errors may build up in constructing the wave functions ΨAFM and ΨDPM

for each atom at a same value of Ω0. To compare the maximum deviations (1 −M) and |1 − R|
over the whole range of values of Ω0 between each atom allows us to focus on the global behaviour
of the fidelity M and the probability ratio R as we increase the mass of the system.
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fidelity and of the probability ratio from 1 over the range of barrier strengths
0 6 Ω(tc) 6 100v0 at the classical time tc21. The results are presented on fig-
ure 3(b), and the observations are again very similar to the time-independent case.
We clearly see that both maxΩ1(1 −M) (red squares) and maxΩ1 |1 − R| (blue cir-
cles) decrease as the atomic mass increases frommLi tomRb. Therefore, we conclude
from 3(b) that the wave functions ΨAFM and ΨDPM are in better agreement when
the atom becomes more semiclassical. Note in particular that the wave functions
predicted by the two models appear to be almost indistinguishable for 87Rb, as M
and R deviate from 1 by less than 0.1% in this case.

4.2.3 Exponential barriers
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Figure 4: Aperture function χ(τ) and the corresponding atom-laser interaction
strength Ω(τ), obtained in view of the relation (3.48), in three different scenar-
ios. (a) χ(τ) = min

{
χ>(τ), 1

}
, with χ>(τ) ≡ exp[γ(τ − 3tc/2)] and γ = 100 s−1,

(b) χ(τ) = min
{
χ<(τ), 1

}
, with χ<(τ) ≡ exp[γ(τ − tc/2)] and γ = −100 s−1, (c)

χ(τ) = min
{
χ∧(τ), 1

}
, with χ∧(τ) ≡ cosh[γ(τ − tc)]/ cosh(γtc/2) and γ = 225 s−1,

(d) Ω(τ) = Ω>(τ) ≡ v0

√
1/χ>(τ)− 1 for τ < 3tc/2, and Ω(τ) = 0 for τ ≥ 3tc/2, (e)

Ω(τ) = 0 for τ ≤ tc/2, and Ω(τ) = Ω<(τ) ≡ v0

√
1/χ<(τ)− 1 for τ > tc/2, and (f)

Ω(τ) = Ω∧(τ) ≡ v0

√
1/χ∧(τ)− 1 for |τ−tc| < tc/2, and Ω(τ) = 0 for |τ−tc| ≥ tc/2.

We now turn our attention to rapidly varying barriers. We consider time-
dependent barriers corresponding, in the context of the AFM, to aperture functions
χ(τ) having an exponential dependence on time. As was recently proposed in [28],

21We chose to vary Ω(tc) as the classical time tc precisely corresponds to the arrival time of the
centre of the incident wave packet, that is the time at which the particle is the most sensitive to
the variations of the time-dependent barrier.
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such barriers can be used to manipulate the quantum state of a moving particle.
They can indeed induce shifting, splitting or else squeezing of the transmitted wave
function. Here we focus on the shifting and the splitting, and thus consider the
three different time-dependent scenarios illustrated on figure 4.

Figures 4(a), 4(b) and 4(c) display the three different aperture functions χ>(τ),
χ<(τ) and χ∧(τ), respectively, while figures 4(d), 4(e) and 4(f) display the three
different corresponding amplitudes, obtained from χ through the relation (3.48),
Ω>(τ), Ω<(τ) and Ω∧(τ), respectively. It is worth emphasising that all these barriers
depend exponentially on time in the vicinity of the classical time tc. This exponential
dependence is illustrated by the blue curves on figure 4. Now, as is discussed in
[28], the form of χ (τ) for values of τ sufficiently far from tc only yields minor
contributions to the transmitted wave packet. Therefore, we can safely consider χ
(and by extension also Ω) to be constant for such values of τ . This corresponds
to the red parts of the curves on figure 4. The AFM wave function is as usual
constructed from (4.3) and the propagator (3.37) for the relevant aperture function
χ. We then numerically evaluate the resulting integral. However, here the DPM
wave function can only be obtained by numerically solving the TDSE (3.19) for the
spinor. This is done by means of a Crank-Nicolson algorithm [56] (details may be
found in appendix C).
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Figure 5: Probability densities |ΨAFM|2 (solid curves) and |ΨDPM|2 (dash-dotted
curves) for (a) 7Li, (b) 23Na, (c) 41K and (d) 87Rb as functions of the position x.
Blue curves correspond to the barrier specified in Figs. 4(a) and 4(d). Red curves
correspond to the barrier specified in Figs. 4(b) and 4(e). The dotted green curve
represents the scaled probability density of the corresponding free-particle wave
packet.

We first focus on the barriers described by 4(a)-4(b) (for the AFM) and 4(d)-4(e)
(for the DPM), and compute the corresponding wave functions for the four atoms
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7Li, 23Na, 41K and 87Rb. Figure 5 shows the corresponding probability densities
predicted by the AFM (solid curves) and the DPM (dash-dotted curves) as func-
tions of the position x. The blue curves correspond to the barriers illustrated on
figures 4(a) and 4(d). They were thus obtained from an aperture function defined
by χ(τ) = min

{
χ>(τ), 1

}
, with χ>(τ) = exp[γ(τ − 3tc/2)] and γ = 100 s−1. The

red curves correspond to the barriers illustrated on figures 4(b) and 4(e), and thus
were obtained from an aperture function defined by χ(τ) = min

{
χ<(τ), 1

}
, with

χ<(τ) = exp[γ(τ − tc/2)] and γ = −100 s−1. To emphasise the effect of such time-
dependent barriers, we also plot the scaled probability density of the free-particle
Gaussian wave packet 0.02 |Ψfree(x, t)|2 (dotted green curve)22. This latter represents
the profile that would be obtained for a fully transparent barrier, i.e. for γ = 0.
Therefore, it is clear on figure 5 that the barriers 4(a) and 4(d) or 4(b) and 4(e) have
shifted the transmitted wave packets as compared to the freely evolved wave packet.
A quantitative estimate of such a shift was obtained in [28], and is characterised by
a distance ∆ ' −γσ2/v0 with respect to the centre xt of Ψfree. It was however also
shown in [28] that such barriers do not change the average velocity of the particle.
Indeed, the mean velocity of the shifted wave packets remains equal to v0.
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Figure 6: Probability densities |ΨAFM|2 (solid red curve) and |ΨDPM|2 (dash-dotted
blue curve) for (a) 7Li, (b) 23Na, (c) 41K and (d) 87Rb as functions of the posi-
tion x. The curves correspond to the barrier specified in Figs. 4(c) and 4(f). The
dotted green curve represents the scaled probability density of the corresponding
free-particle wave packet.

We now analyse the barriers represented on figures 4(c) (for the AFM) and 4(f)
(for the DPM). Here again we compute the corresponding wave functions for the
four atoms 7Li, 23Na, 41K and 87Rb. These are constructed in this case from an

22The presence of an absorbing barrier lowers the overall amplitude of the transmitted wave
packet, hence the need for a scaling factor here for Ψfree.
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aperture function of the form χ(τ) = min
{
χ∧(τ), 1

}
, with χ∧(τ) ≡ cosh[γ(τ −

tc)]/ cosh(γtc/2) and γ = 225 s−1. We can see on figure 6 the corresponding
probability densities |ΨAFM(x, t)|2 (solid red curve) and |ΨDPM(x, t)|2 (dash-dotted
blue curve), plotted with respect to the position x. Here again, we plot (dotted
green curve) the scaled probability density of the free-particle Gaussian wave packet
0.003 |Ψfree(x, t)|2. As is clearly displayed on figure 6, barriers akin to 4(c) and 4(f)
produce a spatial splitting of the transmitted wave packet as compared to the freely
evolved Gaussian wave packet.

We can readily see on figures 5 and 6 that the agreement between the two models
improves as we increase the mass of the system. Indeed, whereas there are clear
(though not stringent)23 discrepancies between the probability densities |ΨAFM|2 and
|ΨDPM|2 in the case of 7Li, they can barely be distinguished already for 23Na, and look
exactly the same for both 41K and 87Rb. We can make a more quantitative statement
by computing, here again, the deviations of the fidelity and of the probability ratio
from 1 for the different barriers. In all three cases (i.e. for shifting and splitting),
we observe that the values of (1 −M) and |1 − R| decrease by approximately two
orders of magnitude as we increase the mass from 7Li to 87Rb.

4.2.4 Moshinsky shutter

We conclude our numerical analysis by taking a closer look at the Moshinsky shut-
ter, already treated analytically in subsection 4.1.2. We recall that it corresponds
to an instantaneously opening barrier, characterised by the aperture function (4.63)
(for the AFM) and thus, using the relation (3.48), by the amplitude (4.64) (for the
DPM). Furthermore, the propagators KAFM and K11 for both the AFM and the
DPM are known exactly in this particular case, and are given by (3.39) and (4.77),
respectively. Therefore, the AFM wave function is obtained from combining (4.3)
with the propagator (3.39). Similarly, ΨDPM results from substituting the propaga-
tor (4.77) into (4.2).

We show on figure 7 the probability densities |ΨAFM(x, t)|2 (solid red curve) and
|ΨDPM(x, t)|2 (dash-dotted blue curve) as functions of the position x. Here again,
we represent for reference the probability density of the free-particle Gaussian wave
packet |Ψfree(x, t)|2 (dotted green curve). The effect of the Moshinsky shutter is thus
to create oscillations of the transmitted wave packet, these latter being more and
more pronounced as we increase the mass of the system.

We clearly see on figure 7 that the agreement between the two models again
improves as the atom becomes more semiclassical. Indeed, computing the deviations

23Indeed, in the case of lithium the maximum deviation of the fidelity from 1 occurs for the
splitting, and we have (1−M) ≈ 0.018, that is less than 2%, which is still a relatively high value
for the fidelity. The most important difference then comes mostly from the overall amplitude, what
is reflected in the deviations of the probability ratio from 1.
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Figure 7: Probability densities |ΨAFM(x, t)|2 (solid red curve) and |ΨDPM(x, t)|2
(dash-dotted blue curve) for (a) 7Li, (b) 23Na, (c) 41K and (d) 87Rb evaluated for
the case of the Moshinsky shutter, i.e. for an aperture function of the form (4.63).
The dotted green curve represents the probability density of the corresponding free-
particle wave packet.

of the fidelity and of the probability ratio from 1 shows that (1 −M) decreases by
approximately 14 times as we go from lithium to rubidium (from roughly 0.0071 for
7Li to 0.0005 for 87Rb), while |1 − R| decreases by approximately 17 times (from
roughly 0.0223 for 7Li to 0.0013 for 87Rb). This numerical treatment hence perfectly
confirms the analytical conclusions obtained in subsection 4.1.2, and clarifies the
extent of the spatial region, centred around the point xt = 0.15 mm, over which the
predictions of the model are in good agreement.



Chapter 5

Prospects for the aperture function
model

In the previous chapter we justified the connection between the AFM and the DPM
that was conjectured in chapter 3 (namely the relation (3.48)). As a result, the
aperture function model (AFM) now possesses a strong physical ground. Indeed,
it is now clear how the aperture function χ(τ) is related to well-defined physical
quantities characterising the atom-laser system. Therefore, we can now capitalise
on the essentially analytical nature of the AFM to explore various aspects of matter-
wave absorption by time-dependent barriers. The purpose of this final chapter is
then to formulate various physical questions where we believe the AFM can prove
valuable. We present some preliminary results and identify possible directions for
future research.

The structure of the propagator KAFM, as given by (3.37), combined with the
choice of the Gaussian wave packet (3.41) as the initial state, strongly suggests to
focus on the Husimi representation of the transmitted wave packet. The Husimi
distribution was introduced in section 2.3, and we first present in section 5.1 the
mathematical basis necessary to our subsequent analysis. We then turn our atten-
tion in sections 5.2 and 5.3 to two specific examples of time-dependent barriers,
namely of simple periodic and Gaussian type, respectively, before we reformulate
the problem from a complex analysis perspective in section 5.4. Finally, we formu-
late in section 5.5 the inverse problem, aiming at determining the time-dependent
barrier that would produce a desired target (transmitted) state.

5.1 Husimi representation of the transmitted state

In this section we discuss the general features of the Husimi distribution associated
with the AFM wave function. First of all, we recall that the fundamental expres-
sion (3.37) of the propagator KAFM(x, x′, t) is only valid for negative values of the

73
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source variable x′ (initial state localised in the reflection region), and for positive
values of the position x (final state localised in the transmission region). Such condi-
tions are satisfied within the semiclassical regime described by (4.1), which we here
reproduce for completeness:

σ � |x0| . v0(t− tc)�
mσ2v0

~
. (5.1)

Most of the analytical results presented in this chapter are precisely derived from
these assumptions (5.1), and thus concern semiclassical systems. It is hence worth
emphasising at this stage that the conclusions drawn in chapter 4 provide us with
concrete physical examples of such systems. Indeed, the analysis presented in the
sequel can in particular be applied to the alkali-metal atom 87Rb, and is still reliable
for 41K, for the numerical parameters detailed in section 4.2 (which we recall are
experimentally relevant).

We will eventually show that in the semiclassical regime (5.1) the AFM Husimi
amplitude, which we denote by h(fr)

AFM(x̃, ṽ, t), can be written in the form (Eqs. (5.25)
and (5.24))

h
(fr)
AFM(x̃, ṽ, t) =

v0 + ṽ

2σ
√
π

ˆ +∞

−∞
dτ χ(τ)eφ

(fr)(τ) , (5.2)

with

φ(fr)(τ) ≡ −α0 [x̃− ṽ(t− τ)]2 − α0 (x0 + v0τ)2 + i
mṽ

~
[x̃− ṽ(t− τ)]

− imv0

~
(x0 + v0τ) + i

mṽ2

2~
(t− τ) + i

mv2
0

2~
τ . (5.3)

The advantage of the expression (5.2) is that the argument φ(fr)(τ) of the exponent
is a quadratic function of the integration variable τ . This is reminiscent of the use of
the frozen Gaussian regime to neglect the time-dependent increase of the spreading
of a freely evolved Gaussian wave packet. We can then conveniently choose the
aperture function χ(τ) in order to make the integral in (5.2) Gaussian in nature,
and thus obtain an analytical expression of the AFM Husimi amplitude. This will
be done in sections 5.2 and 5.3 in the case of a simple periodic and a Gaussian
aperture function, respectively. We now proceed to derive the results (5.2)-(5.3).

Substituting the propagator (3.37) into the expression (4.3) of the AFM wave
function, we show, in view of the initial state (3.41), that ΨAFM is given by
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ΨAFM(x, t) =

ˆ t

0

dτ
χ(τ)

2

[
x

t− τ +
v0 ατ
αtc

]
K0(x, t− τ)ψα0, x0, v0(0, τ) , (5.4)

where ψα0, x0, v0(x, τ) and ατ are given by (2.17) and (2.18), respectively. We now
construct the Husimi distribution associated with the state (5.4). Denoting it
HAFM(x̃, ṽ, t), we have in view of (2.45)

HAFM(x̃, ṽ, t) ≡ |hAFM(x̃, ṽ, t)|2 , (5.5)

where in view of (2.48), and because the semiclassical regime (5.1) ensures that
ΨAFM (x, t) ' 0 for any x < 0, the Husimi amplitude hAFM(x̃, ṽ, t) is defined by

hAFM(x̃, ṽ, t) ≡
ˆ +∞

0

dxψα0, x̃,−ṽ(x, 0)ΨAFM(x, t) . (5.6)

In view of (2.42) and (5.4)1, we show that the Husimi amplitude (5.6) is given by

hAFM(x̃, ṽ, t) =

ˆ t

0

dτ
χ(τ)

2

[
ṽ αt−τ
α t̃

+
v0 ατ
αtc

]
ψα0, x̃,−ṽ(0, t− τ)ψα0, x0, v0(0, τ) , (5.7)

where the quantity t̃, inspired by the definition (3.43) of the classical time tc, is
given by

t̃ ≡ x̃

ṽ
. (5.8)

It is also useful to introduce, in view of the definition (2.14) of λ̄0, the corresponding
reduced de Broglie wavelength ˜̄λ of the Gaussian wave packet ψα0, x̃,−ṽ, and we have

˜̄λ ≡ ~
mṽ

. (5.9)

Furthermore, ψα0, x̃,−ṽ(x, τ) merely corresponds to the state evolved freely from the
minimum uncertainty Gaussian wave packet ψα0, x̃,−ṽ(x, 0) in a time τ , and is thus
given (similarly to (2.17)) by

1And re-extending the integration region to R in view of ΨAFM(x, t) ' 0 for any x < 0.
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ψα0, x̃,−ṽ(x, τ) ≡
ˆ +∞

−∞
dx′K0(x− x′, τ)ψα0, x̃,−ṽ(x

′, 0)

=

(
2α0

π

) 1
4
√
ατ
α0

exp

{
−ατ (x− x̃τ )2 − imṽ

~
(x− x̃τ ) + i

mṽ2

2~
τ

}
, (5.10)

where x̃τ is defined (similarly to (2.19)) by

x̃τ ≡ x̃− ṽτ . (5.11)

Therefore, in view of the expressions (2.17) and (5.10), we can write the Husimi
amplitude (5.7) in the more explicit form

hAFM(x̃, ṽ, t) =

ˆ t

0

dτ
χ(τ)

2

[
ṽ αt−τ
α t̃

+
v0 ατ
αtc

]√
2

πα0

√
αt−τ ατ eφ(τ) , (5.12)

where the function φ(τ) is defined by

φ(τ) ≡ −αt−τ [x̃− ṽ(t− τ)]2 − ατ (x0 + v0τ)2 + i
mṽ

~
[x̃− ṽ(t− τ)]

− imv0

~
(x0 + v0τ) + i

mṽ2

2~
(t− τ) + i

mv2
0

2~
τ . (5.13)

The semiclassical structure of the phase (5.13) is an interesting question and should
require some further investigation.

It is worth discussing at this point the simple example of a time-independent bar-
rier, for which the aperture function is merely χ(τ) = χ0. As was already mentioned
in subsection 4.2.1, in such a case the AFM wave function, denoted by Ψχ0(x, t) is
simply given by

Ψχ0(x, t) = χ0ψα0, x0, v0(x, t) . (5.14)

Now, remember that the semiclassical assumptions (5.1) imply in particular the
frozen Gaussian condition2 ε ≡ ~t/mσ2 � 1. Therefore, combining (5.14) with
(2.37) yields in the frozen Gaussian regime

2Remember the definition (2.33) of the corresponding small parameter ε.
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Ψχ0(x, t) = [1 +O (ε)]χ0ψα0, xt, v0(x, 0)ei
mv2

0
2~ t . (5.15)

We now construct the Husimi amplitude corresponding to the state (5.15). Denoting
it hχ0(x̃, ṽ, t), we have in view of (5.6) and (5.15)

hχ0(x̃, ṽ, t) =

ˆ +∞

0

dxψα0, x̃,−ṽ(x, 0)Ψχ0(x, t) = [1 +O (ε)]χ0h
(fr)
free(x̃, ṽ, t) , (5.16)

where the function h
(fr)
free is the frozen Gaussian Husimi amplitude given by (2.58).

Finally, the corresponding Husimi distribution Hχ0(x̃, ṽ, t) is, in view of (5.5) and
(2.60), given by

Hχ0(x̃, ṽ, t) ≡ |hχ0(x̃, ṽ, t)|2 = [1 +O (ε)]χ2
0H(fr)

free(x̃, ṽ, t) , (5.17)

where we recall that the frozen Gaussian Husimi distribution H(fr)
free is given by (2.61),

i.e.

H(fr)
free(x̃, ṽ, t) = exp

{
−(x̃− xt)2

2σ2
− m2σ2

2~2
(ṽ − v0)2

}
. (5.18)

The phase-space structure of the Husimi distribution Hχ0 , as given by (5.17), hence
stems directly from the behaviour of the frozen Gaussian Husimi distribution H(fr)

free,
which we already discussed at the end of section 2.3. It is hence peaked around
the phase-space point (xt, v0), and the typical widths of the peak in the x̃- and ṽ-
directions are given by (∆x̃)

(fr)
free (Eq. (2.62)) and (∆ṽ)

(fr)
free (Eq. (2.63)), respectively.

Now, the analysis performed in the previous chapter, and in particular the nu-
merical results presented in section 4.2, suggest that the most important values of
the transmitted wave function ΨAFM(x, t) occur in a spatial region 0 < xA 6 x 6 xB

centred around the position xt = x0 +v0t of the corresponding classical free particle.
In the case of 87Rb, we saw for all the different time-dependent scenarios considered
in section 4.2 (i.e., from time-independent to instantaneously varying barriers) that
it is typically sufficient to take xA = xt−5σ = 0 and xB = xt+5σ = 0.30 mm = 2xt.

The study of the wave function ΨAFM(x, t) in the semiclassical regime can thus
be adequately restricted to a neighbourhood of the classical position xt. We now
extend this notion to the phase space. That is, it seems reasonable to suppose
that the most important values of the Husimi distribution HAFM(x̃, ṽ, t) occur in a
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neighbourhood of the classical phase-space point (xt, v0)3. To be more precise, we
now restrict the analysis of the Husimi distribution HAFM(x̃, ṽ, t) to the region of
the phase space where the quantity t̃ (defined by (5.8)) satisfies

t̃� mσ2

~
. (5.19)

In the case of 87Rb and for the numerical parameters used in section 4.2, we have
xt/v0 = 50 ms and mσ2/~ ≈ 1232 ms, that is xt/v0 ≈ mσ2/25~. Therefore, we
can for instance see that the condition (5.19) is satisfied for the phase-space points
(x̃, ṽ) for which ṽ ' v0 and x̃ takes values as large as x̃ = 3xt = xt + 10σ. Sim-
ilarly, phase-space points (x̃, ṽ) such that x̃ ' xt and ṽ takes values as small as
ṽ = v0/3 = v0 − 116 (∆ṽ)

(fr)
free also satisfy the condition (5.19). This latter hence

appears as a suitable condition to characterise a phase-space neighbourhood of the
classical point (xt, v0). Note also that the condition (5.19) can be viewed as a
frozen Gaussian condition for the probe Gaussian wave packet ψα0, x̃,−ṽ involved in
the definition (5.6) of hAFM(x̃, ṽ, t). It is worth emphasising that we only qualita-
tively motivated the assumption (5.19), and did not provide a general, unambiguous
mathematical proof. We must thus keep this condition in mind, and consistently
check that our subsequent conclusions indeed concern only the phase-space region
characterised by (5.19).

Building up on the above discussion, we now simplify the expression (5.12) of
the Husimi amplitude hAFM(x̃, ṽ, t). Indeed, note that in our regime described by
the conditions (5.1) and (5.19) we can, in view of the definition (2.18) of ατ , write

ατ = αt−τ = α0 +O (ε) , (5.20)

for any 0 < τ < t, and

1

αtc
=

1

α t̃

=
1

α0

+O (ε) . (5.21)

Therefore, combining (5.12)-(5.13) with (5.20) and (5.21) yields the following ex-
pression for the AFM Husimi amplitude in the semiclassical regime and in a neigh-
bourhood of the classical point (xt, v0):

hAFM(x̃, ṽ, t) = [1 +O (ε)]h
(fr)
AFM(x̃, ṽ, t) , (5.22)

3That is, the phase-space point at which the frozen Gaussian Husimi distributionH(fr)
free is peaked.
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where the frozen AFM Husimi amplitude h(fr)
AFM is defined by

h
(fr)
AFM(x̃, ṽ, t) ≡ v0 + ṽ

2σ
√
π

ˆ t

0

dτ χ(τ)eφ
(fr)(τ) , (5.23)

with

φ(fr)(τ) ≡ −α0 [x̃− ṽ(t− τ)]2 − α0 (x0 + v0τ)2 + i
mṽ

~
[x̃− ṽ(t− τ)]

− imv0

~
(x0 + v0τ) + i

mṽ2

2~
(t− τ) + i

mv2
0

2~
τ . (5.24)

Finally, we assume4 that the integration domain in (5.23) can be extended from
0 < τ < t to R, so that h(fr)

AFM reads

h
(fr)
AFM(x̃, ṽ, t) =

v0 + ṽ

2σ
√
π

ˆ +∞

−∞
dτ χ(τ)eφ

(fr)(τ) . (5.25)

Now, we can readily see on (5.24) that the function φ(fr) is quadratic in the inte-
gration variable τ . Therefore, the expression (5.25) of the frozen AFM Husimi am-
plitude strongly suggests to consider particular time-dependent barriers for which
an analytical expression of h(fr)

AFM can be obtained. This is precisely the spirit of the
next two sections. In section 5.2 we consider a simple periodic aperture function,
while section 5.3 is devoted to the study of a Gaussian-like χ(τ). The interest of
such barriers is manifest, as the resulting integral in (5.25) is Gaussian in nature.

5.2 Simple periodic aperture function

In this section we consider a simple periodic aperture function of the form

χ(τ) = γ0 + γ1 cos(ω1τ) = γ0 +
γ1

2

(
eiω1τ + e−iω1τ

)
, (5.26)

where ω1, γ0 and γ1 are positive constants. The coefficients γ0 and γ1 can not
be chosen arbitrarily, as the values of χ(τ) must range between 0 and 1 for any
τ ∈ R. We substitute (5.26) into (5.25) and perform the resulting Gaussian integral
to obtain the following expression of the frozen AFM Husimi amplitude h(fr)

AFM:
4This is qualitatively justified in the neighbourhood of the classical point (xt, v0).
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h
(fr)
AFM(x̃, ṽ, t) =

1√
2

v0 + ṽ√
v2

0 + ṽ2

[
γ0 h0(x̃, ṽ) +

γ1

2
h+(x̃, ṽ) +

γ1

2
h−(x̃, ṽ)

]
, (5.27)

where the functions h0(x̃, ṽ) and h±(x̃, ṽ) are defined by

h0(x̃, ṽ) ≡ exp

{
1

2σ2 (v2
0 + ṽ2)

[
ṽx̃t + v0x0 + i

mσ2

2~
(
v2

0 − ṽ2
)]2

− x̃2
t + x2

0

2σ2
+ i

m

~

(
ṽx̃− v0x0 −

ṽ2t

2

)}
(5.28)

and

h±(x̃, ṽ) ≡ exp

{
1

2σ2 (v2
0 + ṽ2)

[
ṽx̃t + v0x0 + i

mσ2

2~
(
v2

0 − ṽ2
)
± iω1σ

2

]2

− x̃2
t + x2

0

2σ2
+ i

m

~

(
ṽx̃− v0x0 −

ṽ2t

2

)}
, (5.29)

where we recall that x̃t is defined by (5.11). The Husimi distribution H(fr)
AFM is, in

view of (5.5), given by the square modulus of the Husimi amplitude (5.27). It will
hence involve the square modulus of h0, h+ and h−, but also the cross products of
these latter. The complete structure of H(fr)

AFM in the phase-space is thus a priori
complicated, and the most general way to analyse its behaviour is by means of a
numerical implementation of the expressions (5.27)-(5.29). We can nevertheless ob-
tain valuable analytical results that accurately describe, under certain conditions,
the structure of H(fr)

AFM in the region of the phase space characterised by the con-
dition (5.19). Indeed, it turns out that for some values of ω1 the cross products
between h0, h+ and h− are negligible. Furthermore, the structure of the Husimi
distribution then merely stems from the individual structures of |h0|2, |h+|2 and
|h−|2, regardless of the global prefactor (v0 + ṽ)2/(v2

0 + ṽ2). We will thus see that
in the corresponding regime of values of the frequency ω1, the phase-space struc-
ture of H(fr)

AFM consists in three independent peaks. Analytical results regarding the
positions and typical widths of these three peaks can be derived (Eqs. (5.32), (5.35)-
(5.36), (5.37)-(5.39),(5.40)-(5.42)).

Therefore, we now study the phase-space structure of the modulus of the func-
tions h0 and h±. Note that for symmetry reasons it is sufficient to focus on either
h+ or h−, as one is obtained from the other under substituting ω1 by −ω1. Further-
more, h± reduces to h0 by taking ω1 = 0. Here we choose to analyse |h+| (details of
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calculation can be found in the appendix D).
From the definition (5.29) of h+, we see that |h+| can be written in the form

|h+(x̃, ṽ)| = eφ+(x̃,ṽ) , (5.30)

where the function φ+ is defined by

φ+(x̃, ṽ) ≡ − (v0x̃− ṽxt)2

2σ2 (v2
0 + ṽ2)

+
m2σ2v2

0

2~2

ṽ2

v2
0 + ṽ2

−
(
σ2ω2

1

2
+
mσ2v2

0ω1

~

)
1

v2
0 + ṽ2

− m2σ2

8~2
ṽ2 +

mσ2ω1

2~
− m2σ2v2

0

8~2
. (5.31)

We show that the only critical point (x̃+, ṽ+) of φ+ that lies inside the phase-space
region described by (5.19) is given by

(x̃+, ṽ+) =
(
xt
√

1 + 2µ+ , v0

√
1 + 2µ+

)
, (5.32)

where the dimensionless quantity µ+ is defined by

µ+ ≡
~ω1

mv2
0

> 0 , (5.33)

where we used the fact that ω1 > 0 by assumption. We show that (5.32) corresponds
to a point where φ+ admits a strict local maximum. Finally, we write the second
order Taylor expansion of φ+ about the critical point (x̃+, ṽ+), and we get

φ+(x̃, ṽ) = −(x̃− x̃+)2

4
(
σ

(+)
x̃

)2 −
(ṽ − ṽ+)2

4
(
σ

(+)
ṽ

)2 +
t− tc
4σ2

(x̃− x̃+) (ṽ − ṽ+)

1 + µ+

, (5.34)

where the quantities σ(+)
x̃ and σ(+)

ṽ are given by

σ
(+)
x̃ = σ

√
1 + µ+ , (5.35)

σ
(+)
ṽ = v0

λ̄0

σ

√
1 + µ+

1 + 2µ+

. (5.36)
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Therefore, we see that the function |h+(x̃, ṽ)| is peaked around the point (x̃+, ṽ+),
the typical widths of the peak in the x̃- and ṽ-directions being characterised by σ(+)

x̃

and σ(+)
ṽ , respectively.

Now, remember that in view of (5.28) and (5.29) the function h+ reduces to h0 in
the case where ω1 = 0. Furthermore, h− is obtained from h+ under substituting ω1

by −ω1. We can thus use the above results regarding |h+| to deduce the behaviour
of both |h0| and |h−|. We then see that the function |h0(x̃, ṽ)| is peaked around the
point

(x̃0, ṽ0) = (xt, v0) , (5.37)

the typical widths of the peak in the x̃- and ṽ-directions being characterised by

σ
(0)
x̃ = σ (5.38)

and

σ
(0)
ṽ = v0

λ̄0

σ
, (5.39)

respectively. Furthermore, the function |h−(x̃, ṽ)| is peaked around the point

(x̃−, ṽ−) =
(
xt
√

1− 2µ+ , v0

√
1− 2µ+

)
, (5.40)

the typical widths of the peak in the x̃- and ṽ-directions being characterised by

σ
(−)
x̃ = σ

√
1− µ+ (5.41)

and

σ
(−)
ṽ = v0

λ̄0

σ

√
1− µ+

1− 2µ+

, (5.42)

respectively. It is hence worth emphasising that the above analysis is valid only for
values of ω1 such that
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µ+ <
1

2
. (5.43)

Indeed, if the condition (5.43) is not satisfied the critical point (x̃−, ṽ−) given
in (5.40) is complex.

We can now discuss the phase-space structure of the AFM Husimi distribution
H(fr)

AFM given, in view of (5.5), by the square modulus of the Husimi amplitude (5.27),
that is

H(fr)
AFM(x̃, ṽ, t) =

1

2

(v0 + ṽ)2

v2
0 + ṽ2

{
γ2

0 |h0(x̃, ṽ)|2 +
γ2

1

4
|h+(x̃, ṽ)|2 +

γ2
1

4
|h−(x̃, ṽ)|2 + γ0γ1

× Re [h∗0(x̃, ṽ)h+(x̃, ṽ)] + γ0γ1Re [h∗0(x̃, ṽ)h−(x̃, ṽ)] +
γ2

1

2
Re
[
h∗+(x̃, ṽ)h−(x̃, ṽ)

]}
.

(5.44)

The behaviour of the three first terms in the curly bracket in the right hand side
of (5.44), namely |h0|2, |h+|2 and |h−|2, is perfectly clear, as has been discussed
above. Furthermore, remember that we have |Re(z)| 6 |z| for any z ∈ C. The
magnitude of the cross terms in (5.44) is hence always bounded by the product of
the corresponding modulus of the individual functions. Now, we know the positions
and typical widths of the individual peaks for |h0|, |h+| and |h−|. Therefore, we
clearly see from the analytical results obtained above that these cross terms can
be neglected if the frequency ω1 is sufficiently large so as to make each of these
peaks sufficiently separated in the phase space. For clarity, we illustrate this on the
term |h0| |h+| regarding the ṽ-direction. We know that |h0| and |h+| are peaked
at ṽ0 (Eq. (5.37)) and ṽ+ (Eq. (5.32)), the typical widths of the peaks being σ(0)

ṽ

(Eq. (5.39)) and σ(+)
ṽ (Eq. (5.36)). Therefore, a reasonable assumption for these two

peaks to be sufficiently separated in the ṽ-direction is to require

ṽ0 +Nσ
(0)
ṽ < ṽ+ −Nσ(+)

ṽ , (5.45)

where N is some number of the order of 1. A similar reasoning can be done regarding
the two other cross terms |h0| |h−| and |h+| |h−|. If the frequency ω1 is chosen
sufficiently large so as to satisfy conditions of the form (5.45), and at the same time
remains sufficiently small so as to satisfy (5.43), then we expect the cross terms
in (5.44) to be negligible. Furthermore, in the region of interest of the phase space,
the values of the prefactor (v0 + ṽ)2/(v2

0 + ṽ2) in (5.44) are expected to vary slowly as
compared to the values of the exponential terms inside the bracket. Therefore, this
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analysis suggests that for a certain regime of values of ω1 the Husimi distribution
H(fr)

AFM presents a simple phase-space structure, formed by three separated peaks
centred around the phase-space points (x̃−, ṽ−), (x̃0, ṽ0) and (x̃+, ṽ+).
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0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22
x̃ (mm)

2.85

2.90

2.95

3.00

3.05

3.10

3.15

ṽ
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Figure 8: Husimi distribution H(fr)
AFM(x̃, ṽ, t), as given by (5.44), for different values

of the frequency ω1 and in the case of the alkali-metal atom 87Rb. The numerical
parameters are those used in section 4.2 (in addition, we take here γ0 = γ1 = 1/2).

The above discussion is illustrated on figure 8. Here we plot the AFM Husimi
distribution H(fr)

AFM(x̃, ṽ, t), as given by (5.44), in the case of the alkali-metal atom
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87Rb for the numerical parameters detailed in section 4.2. We take the coefficients
γ0 and γ1 to be equal to 1/2, γ0 = γ1 = 1/25. We consider six different values
of the frequency ω1. On figure 8a is shown the Husimi distribution obtained for
ω1 = 0. This corresponds to the case of a free particle, and thus the AFM Husimi
distribution is merely the free Husimi H(fr)

free, peaked around the point (xt, v0) as
expected. Increasing the value of ω1 then shifts the Husimi distribution in the
positive x̃-direction (as compared to the free position xt), and lowers the overall
amplitude. This shift stops at some point, and the Husimi distribution starts to
split, as can be seen on figure 8b (for which ω1 = 0.96 × 2π/t). This splitting
is then symmetric for ω1 = 2π/t, as is clear from figure 8c. Note that this case
corresponds to a minimum value of the overall amplitude, the maximum value of the
Husimi distribution being approximatively 0.003. This reflects important destructive
interferences due to the cross terms in (5.44). Increasing ω1 eventually leads to a
Husimi distribution that is shifted in the negative x̃-direction (as compared to the
free position xt), as displayed on figure 8d where ω1 = 1.04× 2π/t.

The values of ω1 corresponding to figures 8b-8d are too small to satisfy (5.45).
Indeed, for ω1 = 2π/t we have for instance ṽ0 = 3.0 mm/s and ṽ+ ≈ 3.015 mm/s,
while σ(0)

ṽ ≈ σ
(+)
ṽ ≈ 0.024 mm/s. Therefore, the cross products in (5.44) can not

be neglected, and hence the nontrivial structure of H(fr)
AFM(x̃, ṽ, t). If we keep in-

creasing ω1, we again observe this splitting phenomenon, which however becomes
less important. For a sufficiently high frequency ω1, the magnitude of the cross
terms in (5.44) is not large enough to induce the splitting, and the Husimi dis-
tribution starts to be mostly determined by the individual terms |h0|2, |h+|2 and
|h−|2. This leads to the behaviour observed on figure 8e, where ω1 = 6.5 × 2π/t.
Here we start to identify three, almost independent, peaks, and this value of ω1

is hence almost large enough so as to satisfy (5.45). Indeed, we have for instance
ṽ0 = 3.0 mm/s and ṽ+ ≈ 3.098 mm/s (in good agreement with the data), while
σ

(0)
ṽ ≈ σ

(+)
ṽ ≈ 0.024 mm/s. Finally, we consider on figure 8f the value ω1 = 8×2π/t.

Here we clearly distinguish three independent peaks, and the analytical results ob-
tained above yield for instance ṽ0 = 3.0 mm/s and ṽ+ ≈ 3.120 mm/s, in excellent
agreement with the numerical results. Furthermore, we have in this case for instance
σ

(0)
ṽ ≈ σ

(+)
ṽ ≈ 0.024 mm/s, which makes the condition (5.45) satisfied for N = 2.

Therefore, we obtained in this section analytical results that provide a valuable
physical intuition about the phase-space structure of the AFM Husimi distribution
H(fr)

AFM in the case of the simplest periodic aperture function of the form (5.26). It
is now required to proceed to a deeper investigation of the regime where the simple
three-peaks structure of the Husimi distribution is not yet valid. In this regime
(small values of ω1), destructive interferences due to the cross terms in (5.44) are

5This choice ensures that the aperture function (5.26) takes values ranging between 0 and 1.
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important, and can for instance lead to the non-trivial structure of figure 8c. It
would then be instructive to compare the effects observed for the periodic aperture
function (5.26) with classical counterparts obtained in stationary wave optics. Fi-
nally, an other possible research direction would be to investigate the possibility of
designing a quantum interferometer by means of time-dependent absorbing barriers.
Indeed, a simple periodic aperture function of the form (5.26) can divide a Gaus-
sian Husimi distribution in three independent peaks that propagate with different
(mean) velocities. They hence may accumulate different phases during their sub-
sequent motion (e.g. evolving in a time-dependent potential), and could later be
recombined to analyse their interferences.

After the simple periodic aperture function considered in this section, we now
turn our attention to a different time-dependent barrier that still allows to compute
the integral (5.25) exactly.

5.3 Gaussian aperture function

Here we discuss a second example of time-dependent barrier for which the integral
in (5.25) can be performed exactly. After the sinusoidal time-dependence analysed in
section 5.2, we consider in this section the case of a Gaussian-like aperture function,
namely

χ(τ) = exp

{
−Γ2v2

0

σ2
(τ − T0)2

}
, (5.46)

where T0 ∈ R+ denotes the time at which the barrier is fully transparent (i.e. χ(T0) =

1), and Γ ∈ R+ is a dimensionless parameter related to the inverse of the typical
opening time of the barrier. That is, Γ = 0 corresponds to a fully transparent
barrier (and must correspond to the free particle case), and Γ � 1 describes a
barrier transparent only for a very short time. Substituting the expression (5.46)
into (5.25) and computing the resulting Gaussian integral, we show that the Husimi
amplitude h(fr)

AFM(x̃, ṽ, t) can be written in the form

h
(fr)
AFM(x̃, ṽ, t) =

1√
2

v0 + ṽ√
(1 + 2Γ2)v2

0 + ṽ2
e

1
2
φg(x̃,ṽ) eiθg(x̃,ṽ) , (5.47)

where the two real functions φg and θg are defined by
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φg(x̃, ṽ) ≡ 1

σ2

1

(1 + 2Γ2)v2
0 + ṽ2

{[
ṽ (x̃− ṽt) + v0x0 − 2T0Γ2v2

0

]2

− m2σ4

4~2

(
v2

0 − ṽ2
)2
}
− (x̃− ṽt)2

σ2
− x2

0

σ2
− 2T 2

0 Γ2v2
0

σ2
(5.48)

and

θg(x̃, ṽ) ≡ m

2~
v2

0 − ṽ2

(1 + 2Γ2)v2
0 + ṽ2

[
ṽ (x̃− ṽt) + v0x0 − 2T0Γ2v2

0

]

+
m

~

(
ṽx̃− v0x0 −

ṽ2t

2

)
. (5.49)

Therefore, the Husimi distribution H(fr)
AFM is, in view of (5.5), given by the square

modulus of the Husimi amplitude (5.47), and we have

H(fr)
AFM(x̃, ṽ, t) ≡

∣∣∣h(fr)
AFM(x̃, ṽ, t)

∣∣∣
2

=
1

2

(v0 + ṽ)2

(1 + 2Γ2)v2
0 + ṽ2

eφg(x̃,ṽ) . (5.50)

We now investigate the behaviour of the Husimi distribution (5.50) in the phase
space, and determine its critical points (details can be found in the appendix E).

We first show that the function φg(x̃, ṽ) admits three real critical points, given
by

(
x̃

(g)
0 , ṽ

(g)
0

)
= (0, 0) , (5.51a)

(
x̃

(g)
± , ṽ

(g)
±

)
=

(
± 1

1 + 2Γ2

[
xt + 2Γ2v0 (t− T0)

]
, ±v0

)
, (5.51b)

these expressions being valid for an arbitrary Γ. Now, we show that the critical
points (x, v) of the Husimi distribution H(fr)

AFM must satisfy (if v 6= −v0)

x =
t− tc

1 + 2Γ2

[
1 + 2Γ2v0 (t− T0)

xt

]
v , (5.52)

and
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m2σ2

4~2v0

(v − v0) v (v + v0)2
(
v − iv0

√
3 + 4Γ2

)(
v + iv0

√
3 + 4Γ2

)

+
[
v − v0

(
1 + 2Γ2

)] [
v2 + v2

0

(
1 + 2Γ2

)]
= 0 . (5.53)

Therefore, the critical velocity v is determined by the 6−th order polynomial equa-
tion (5.53). We solve it in the extreme case of a very wide Gaussian aperture
function, i.e. for Γ = δΓ� 1, and we get

v = v0 + δṽ = v0 + 2v0
~tc
mσ2

~tc
mx2

0

δΓ2 . (5.54)

Therefore, the result (5.54) suggests that Gaussian-like barriers described by aper-
ture functions of the form (5.46) can induce a change of the expectation value of
the velocity of the particle. It is however worth emphasising that the velocity shift
δṽ predicted by (5.54) is very small in the semiclassical regime described by (5.1).
Indeed, we have in this case ~tc/mx2

0 � ~tc/mσ2 � 1. We now need to relax the
approximation Γ � 1 to investigate whether we can observe a significant velocity
shift.

To this end, we numerically evaluate the AFM Husimi distributionH(fr)
AFM(x̃, ṽ, t),

as given by (5.50), in the case of the alkali-metal atom 87Rb for the numerical
parameters detailed in section 4.2. We consider two different opening times T0

and two different widths Γ of the Gaussian aperture function (5.46). Results are
shown on figure 9 for Γ = 25, 50 and T0 = tc, 1.2tc. We clearly see in all cases
that such a Gaussian aperture function induces a shift, in the positive ṽ-direction,
of the expectation value of the velocity of the particle, as compared to the velocity
v0 = 3 mm/s expected in the free-particle case. Comparing figures 9b and 9d to
figures 9a and 9c, respectively, shows that increasing Γ (i.e. decreasing the width of
the Gaussian (5.46)) increases the magnitude of this velocity shift. The counterpart
however is a significant spreading over a wide region of the phase space. Furthermore,
keeping the width Γ constant and changing the opening time T0 seems to leave the
average velocity unaffected, while changing the average position x̃. This can be
seen upon comparing figures 9c and 9d to figures 9a and 9b, respectively. These
observations are fully consistent with the expression (5.52) of the critical position x
and the equation (5.53) characterising the critical velocity v. Indeed, we can readily
see on (5.53) that the critical velocity v is independent of the opening time T0.
Furthermore, as is clear from (5.52) the critical position x depends on the opening
time through t − T0, multiplied by a positive quantity. Therefore, increasing the
value of the opening time T0 decreases the magnitude of x.
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(a) Husimi distribution for Γ = 25 and T0 = tc
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ṽ
( m

m
·s
−

1
)

Γ = 50

0.00000

0.00005

0.00010

0.00015

0.00020

0.00025

0.00030

0.00035

0.00040

(b) Husimi distribution for Γ = 50 and T0 = tc
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(c) Husimi distribution for Γ = 25 and T0 =
1.2tc
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Figure 9: Husimi distribution H(fr)
AFM(x̃, ṽ, t), as given by (5.50), for different values

of Γ and T0 and in the case of the alkali-metal atom 87Rb. The numerical parameters
are those used in section 4.2.

The prediction of a velocity shift obtained in the limit case Γ� 1 (Eq. (5.54)) has
thus been (qualitatively) confirmed by numerically evaluating the AFM Husimi dis-
tribution (5.50). Therefore, we obtained in this section a proof-of-principle demon-
stration of the ability of a time-dependent absorbing barrier to modify the mean
velocity of an incident quantum particle. Combining this effect with e.g. the spa-
tial shifting or splitting, first evidenced in [28] and treated in the previous chapter
(section 4.2.3), hence demonstrates a potential versatility of time-dependent matter-
wave absorption for wave-packet manipulation.

It would now be interesting to investigate whether analytical results could be
obtained in the opposite limit case Γ → ∞. Indeed, this case describes a barrier
that is transparent only for a very short time. It can thus be viewed as the limit
of a narrow time slit. A time slit is described by an aperture function of the form
χ(τ) = Θ(τ − t1)Θ(t2−τ), with Θ the Heaviside function and 0 < t1 < t2. The limit
Γ→∞ can then be compared to the limit t1 → t2. A time slit is a generalisation of
the Moshinsky shutter studied in chapter 4 and can thus give rise to diffraction in
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time effects, as was studied by Moshinsky in [57]. The next step could then be to
consider two successive Gaussian aperture functions, which could describe a double
(time) slit setup. It could then be generalised to several successive slits, describing
a time grating. It would then be instructive to make a comparison with classical
stationary wave optics.

The analysis of the two sections 5.2 and 5.3 was based on two particular time-
dependent barriers (Eqs. (5.26) and (5.46)) designed to produce a Gaussian integral
in the expression (5.25) of h(fr)

AFM. In the next section we approach the problem of
computing the AFM Husimi amplitude from a totally different point of view.

5.4 Husimi amplitude in the complex plane

In the last two sections we considered particular aperture functions χ(τ) designed
to make the integral in the expression (5.25) of h(fr)

AFM(x̃, ṽ, t) Gaussian in nature.
Remember that this expression of the AFM Husimi amplitude was obtained upon
neglecting the time-dependent spreading terms in (5.12). More precisely, we ap-
proximated, both in the prefactor and the exponent of the integrand in (5.12),
the time-dependent terms ατ and αt−τ by their initial value α0. The purpose of
this section is to relax part of these approximations by keeping the time-dependent
quantities ατ and αt−τ in the exponent6. This breaks down the quadratic nature
of the argument of the exponential term, and by extension the possible Gaussian
nature of the integral. Therefore, a different strategy must now be followed in order
to compute this integral.

Here we propose to tackle this problem by means of the residue theorem (see
e.g. [58] as a general reference regarding complex analysis), as is formulated in
subsection 5.4.1. The main difficulty of this approach is the necessity of computing
a residue at an essential singularity. We will consider in subsection 5.4.3 a particular
example of aperture function χ (Eq. (5.89)) for which the latter residue can be
expressed as a single series (involving Bessel functions of the first kind). The aperture
function (5.89) presents the advantage of modelling an algebraic, smoothly opening
barrier. The results presented in this section could thus pave the way towards an
analytical investigation of the effects of such a barrier on the transmitted wave
packet.

We now discuss how the problem of computing the AFM Husimi amplitude can
be formulated by means of residue theory. We consider again the expression (5.12)
of hAFM(x̃, ṽ, t), and in particular focus on the phase φ(τ) given by (5.13). We note
that the latter can be written in the form

6As we did in the previous sections we still approximate ατ and αt−τ by α0 in the prefactor.
Indeed, the main contribution of the time-dependent terms ατ and αt−τ to the integral is a priori
expected to rise from the exponential term rather than from the algebraic term.
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φ(τ) =
Z0

τ − z0

+
Z1

τ − z1

− 1

2

(
σ

˜̄λ

)2

− 1

2

(
σ

λ̄0

)2

, (5.55)

where the complex numbers z0, Z0, z1 and Z1 (independent of the variable τ) are
defined by

z0 ≡ i
mσ2

~
, (5.56a)

Z0 ≡ −
i

2

(
σ

λ̄0

)2(
1 + i

λ̄0 |x0|
σ2

)2
mσ2

~
, (5.56b)

z1 ≡ t− imσ
2

~
, (5.56c)

Z1 ≡
i

2

(
σ

˜̄λ

)2
(

1 + i
˜̄λx̃
σ2

)2
mσ2

~
. (5.56d)

Note that the quantities (5.56) all have the physical dimensions of a time. Therefore,
in view of (5.12), (5.20) and (5.21), we write the Husimi amplitude hAFM in the form

hAFM(x̃, ṽ, t) = [1 +O (ε)]

ˆ t

0

dτ h(τ) , (5.57)

where the function h(τ) (for simplicity we drop here the explicit dependence on the
phase-space variables x̃ and ṽ) is given by, in view of the expression (5.55) of φ,

h(τ) = hχ(τ)e
Z0
τ−z0

+
Z1
τ−z1 , (5.58)

with

h ≡ v0 + ṽ

2σ
√
π

e
− 1

2(σ˜̄λ)
2− 1

2

(
σ
λ̄0

)2

. (5.59)

Defining for convenience

IAFM ≡
ˆ t

0

dτ h(τ) , (5.60)

which in view of (5.57) is nothing but the AFM Husimi amplitude in the frozen
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Gaussian regime, we now discuss how we can use residue theory to evaluate this
integral IAFM.

5.4.1 Formulation of the integral

We first introduce the complex integral IR, defined by

IR ≡
‰
CR
dz h(z) , (5.61)

where the integration contour CR is run in the positive direction, and consists in a
simple closed contour (i.e. a Jordan contour) in the complex plane, given by

CR = C(1)
R ∪ C

(2)
R , (5.62)

where the two simple smooth contours C(1)
R and C(2)

R are defined by

C(1)
R = {z ∈ R | z ∈ [−R,R]} (5.63)

and

C(2)
R =

{
z ∈ C | z = R eiθ , θ ∈ [0, π]

}
, (5.64)

with R > 0. The two contours C(1)
R and C(2)

R , along with their orientation, are
depicted on figure 10. Therefore, combining (5.61) with (5.62)-(5.64), taking the
limit R → +∞ in the resulting expression of IR and calling I the value (assuming
it exists) of the corresponding limit, we get

I ≡ lim
R→+∞

IR =

ˆ +∞

−∞
dτ h(τ) + lim

R→+∞

[
iR

ˆ π

0

dθ eiθh
(
R eiθ

)]
. (5.65)

Therefore, we readily see from (5.65) that we can actually write the integral (5.60)
in the form

IAFM = I −
(
I(−) + I(+)

)
− IC , (5.66)
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Re

Im

�R R

C(1)
R

C(2)
R

Figure 10: Contours C(1)
R , corresponding to the segment line [−R,R] of the real axis,

and C(2)
R , corresponding to the upper half-circle with centre the origin and radius R,

defining the closed contour CR.

where the integrals I(−), I(+) and IC are defined by

I(−) ≡
ˆ 0

−∞
dτ h(τ) , (5.67a)

I(+) ≡
ˆ +∞

t

dτ h(τ) , (5.67b)

IC ≡ lim
R→+∞

[
iR

ˆ π

0

dθ eiθh
(
R eiθ

)]
. (5.67c)

We show (details can be found in the appendix F) that a sufficient condition for
the integral IC to vanish is given by

lim
R→+∞

[
R eiθχ

(
R eiθ

)]
= 0 . (5.68)

Furthermore, if we assume that t > t̃ we can derive (as is shown in appendix G) the
following global upper bound for

∣∣I(−) + I(+)
∣∣:

∣∣I(−) + I(+)
∣∣ 6 v0 + ṽ

2σ
√
π

exp

[
−1

2

(
x̃t
σ

)2
]

max

[
e
− 1

2

(
σ
λ̄0

)2

, e−
1
2(x0

σ )
2
]ˆ 0

−∞
dτ |χ(τ)|

+
v0 + ṽ

2σ
√
π

exp

[
−1

2

(xt
σ

)2
]

max

[
e−

1
2( x̃σ )

2

, e−
1
2(σ˜̄λ)

2
] ˆ +∞

t

dτ |χ(τ)| . (5.69)
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The actual values of the integrals appearing in the right hand side of (5.69) must be
computed, or estimated, for any particular example of aperture function χ(τ). It is
worth noting that in view of the condition (5.68), we know in particular that χ(τ)

must go to zero faster than 1/τ as τ → ±∞. This ensures that the integrals involved
in the right hand side of the inequality (5.69) certainly exist for any physically
realistic aperture function χ(τ). Therefore, we see from the expression (5.66) of
the integral IAFM that IC plays no role as long as the aperture function χ satisfies
the condition (5.68). Furthermore, we can view the terms I(−) and I(+) as mere
corrections to the integral IAFM, the order of this correction being provided by the
upper bound (5.69). Therefore, the only important term in the decomposition (5.66)
is I. This latter is by construction an integral over a closed contour in the complex
plane. Therefore, we now discuss how we can approach the problem of computing
I, and thus by extension the AFM Husimi amplitude IAFM, by means of the residue
theorem.

We first recall the expression of I which in view of (5.65) and (5.61) can be
written as

I =

‰
C∞
dz h(z) , (5.70)

where C∞ is the positively oriented simple closed contour consisting in the real axis
and the upper half circle of centre the origin and infinite radius. For convenience,
we introduce the notations RC and C(Z , ρ), with

RC ≡ {z ∈ C | z enclosed by C} , (5.71)

which hence denotes the interior of the closed contour C, and

C(Z , ρ) ≡ {z ∈ C | |z − Z| = ρ} , (5.72)

which hence denotes the circle of centre Z and radius ρ.
Now, it is clear on the expression (5.58) that the two points z0 and z1 are essential

singularities of the function h(z). Furthermore, we readily see on (5.56a) and (5.56c)
that Im(z0) = mσ2/~ > 0 and Im(z1) = −mσ2/~ < 0. Therefore, the integration
contour C∞ in (5.70) only encloses the essential singularity z0, the other essential
singularity z1 lying in the lower half plane, and hence in the exterior of C∞. We
now assume that the function χ(z) only possesses isolated singularities Z(j), j ∈ N,
within the region RC∞ . It is hence analytic on RC∞ \

{
Z(j)

}
j∈N

, and thus the
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function h(z) itself is analytic on RC∞ \
{
{z0} ,

{
Z(j)

}
j∈N

}
. Therefore, according

to the Cauchy Residue Theorem we have

I =

‰
C∞
dz h(z) = 2πi

[
Res (h(z) , z0) +

∑

j∈N

Res
(
h(z) , Z(j)

)
]
, (5.73)

where Res (h(z) , Z) denotes the residue of the function h(z) at the complex point Z.
If we assume that all the singularities Z(j), j ∈ N, of the aperture function χ(z) are
poles7, then the residues Res

(
h(z) , Z(j)

)
are straightforward to compute. The main

obstacle in computing the integral I from the residue theorem is then to derive the
residue Res (h(z) , z0) at the essential singularity z0. Indeed, residues at essential
singularities are notoriously hard to deal with, as they do not admit any general
formula and must be tackled individually. Here we briefly present one particular
example of aperture function for which the residue Res (h(z) , z0) can be computed.
We first rewrite this residue in a convenient form.

5.4.2 The residue Res (h(z) , z0)

By definition of the residue, we have

Res (h(z) , z0) =
1

2πi

‰
Cz0

dz h(z) , (5.74)

where Cz0 is a simple closed contour enclosing z0 such that h(z) is analytic on and
inside Cz0 except at the point z0. For convenience, we take the contour Cz0 to be
the circle C(z0 , r) of centre z0 and radius r. Note that the radius r can not assume
arbitrary values, because z0 must be the only singularity of h(z) inside the circle
C(z0 , r). For definiteness, we introduce the quantity rz0 , defined by

rz0 ≡ min
[
|z0 − z1| ,

(∣∣z0 − Z(j)
∣∣)
j∈N

]
. (5.75)

It thus merely corresponds to the distance between z0 and the nearest singularity
of h(z). Therefore, assuming that the radius r satisfies the condition r < rz0 , then
C(z0 , r) is a valid integration contour for (5.74), and we get in view of (5.58)

7It may have essential singularities in the lower half plane though, as they would not be located
inside the integration contour of the integral I, and hence would not contribute.
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Res (h(z) , z0) =
h

2πi

‰
C(z0 ,r)

dz χ(z) e
Z0
z−z0

+
Z1
z−z1 . (5.76)

We now make the change of variable z → w in (5.76), where w and z are related
through the Möbius transformation

w =
−z + z1

z − z0

, (5.77)

for which the inverse transformation reads

z =
z0w + z1

w + 1
. (5.78)

First note that under the change of variable (5.77) the orientation of the integration
contour is reversed, and thus we formally write

‰
→


. (5.79)

Now, remember that C(z0 , r) is described by the set of all z ∈ C satisfying the
equation

zz∗ − z∗0z − z0z
∗ + z0z

∗
0 − r2 = 0 . (5.80)

Therefore, substituting (5.78) into (5.80) yields the following equation for w:

ww∗ − (−1)∗w − (−1)w∗ + (−1)(−1)∗ −
( |z0 − z1|

r

)2

= 0 , (5.81)

where we recognize the equation defining the circle C (−1 , |z0 − z1| /r) of centre −1

and radius |z0 − z1| /r, for which we have the condition |z0 − z1| /r > |z0 − z1| /rz0
(with rz0 defined by (5.75)). Therefore, the integration contour C(z0 , r) is mapped
on to the contour C (−1 , |z0 − z1| /r) under the Möbius transformation (5.77). The
Jacobian of this latter reads

dz = dw
z0 − z1

(w + 1)2 , (5.82)
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and in view of (5.78) we have

Z0

z − z0

+
Z1

z − z1

=
1

z1 − z0

(
Z0w −

Z1

w

)
+
Z0 − Z1

z1 − z0

. (5.83)

Therefore, combining (5.78), (5.79), (5.81), (5.82) and (5.83), we see that under the
Möbius transformation (5.77) the residue (5.76) can be written in the form

Res (h(z) , z0) =
h (z1 − z0)

2πi
e
Z0−Z1
z1−z0

×
‰
C
(
−1 ,

|z0−z1|
r

) dw

(w + 1)2 χ

(
z0w + z1

w + 1

)
e

1
z1−z0 (Z0w−Z1

w ) . (5.84)

Now, noting that

Z0w −
Z1

w
=
√
Z0Z1

(√
Z0

Z1

w −
√
Z1

Z0

1

w

)
, (5.85)

we make the change of variable w → z in (5.84), with

z =

√
Z0

Z1

w . (5.86)

It is then straightforward to see that under the transformation (5.86) the residue
(5.84) can be written in the form

Res (h(z) , z0) =
h (z1 − z0)

2πi
e
Z0−Z1
z1−z0

√
Z1

Z0

‰
C
(
−
√
Z0
Z1

,
∣∣∣√Z0

Z1

∣∣∣ |z0−z1|r

) dz hM(z) , (5.87)

where the function hM8 is given by

hM(z) =
1

(√
Z1

Z0
z + 1

)2 χ



z0

√
Z1

Z0
z + z1

√
Z1

Z0
z + 1


 e

√
Z0Z1

z1−z0 (z− 1
z ) . (5.88)

Now, remember that r must satisfy r < rz0 . Since in view of its definition (5.75)
we have in particular rz0 6 |z0 − z1|, we see that |z0 − z1|/r > 1. Therefore,

8The subscriptM stands for "Möbius".
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the integration contour in (5.87) contains the point z = 0, which is precisely an
essential singularity of the integrand hM (namely of exp(1/z)). If we assume that
the aperture function χ only possesses at most poles inside the integration contour,
the main difficulty of computing the residue Res (h(z) , z0) given by (5.87) is thus to
compute the residue Res (hM(z) , 0) of hM at 0. We here give an explicit example
of aperture function χ for which this last step can actually be performed.

5.4.3 A particular example

We consider in this subsection the particular case where the aperture function χ is
given by

χ(z) =
1

1 + ν2
0z

2
, (5.89)

where ν0 is a constant having the dimension of the inverse of a time. Clearly such
an aperture function satisfies 0 6 χ(τ) 6 1 for any τ ∈ R, and is analytic in C

except at the two simple poles z = ±i/ν0. Furthermore, it clearly satisfies the
condition (5.68). Therefore, this aperture function (5.89) fits perfectly the complex
formulation introduced above. It presents the main advantage of allowing for an
explicit evaluation of the residue Res (hM(z) , 0) of hM at its essential singularity
z = 0. Indeed, we can in this case identify the residue from the Laurent series of
the function hM about 0, as we now discuss.

By definition of the residue, we have

Res (hM(z) , 0) =
1

2πi

‰
C0

dz fM(z)gM(z) , (5.90)

with C0 a simple closed contour enclosing 0 such that hM(z) is analytic on and
inside C0 except at the point z = 0, and where the two functions fM and gM are,
in view of (5.88), given by

fM(z) =
1

(√
Z1

Z0
z + 1

)2 χ



z0

√
Z1

Z0
z + z1

√
Z1

Z0
z + 1


 . (5.91)

and

gM(z) = e

√
Z0Z1

z1−z0 (z− 1
z ) . (5.92)
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Note that we know the Laurent series of the function gM about 0. Indeed, this latter
precisely corresponds to the generating function of the Bessel functions of the first
kind, denoted by Jn(z), and we have [59]

gM(z) =
+∞∑

n=−∞
Jn

(
2
√
Z0Z1

z1 − z0

)
zn . (5.93)

Now, combining (5.91) with the aperture function (5.89), and using partial frac-
tions, we get for fM

fM(z) =

√
Z0

2i
√
Z1ν0 (z0 − z1)

(
1

z − z+

− 1

z − z−

)
, (5.94)

where the complex numbers z± are defined by

z± ≡ −
√
Z0√

Z1(1 + ν2
0z

2
0)

[
1 + ν2

0z0z1 ∓ iν0(z0 − z1)
]
. (5.95)

Note that

1

z − Z = − 1

Z

+∞∑

n=0

( z
Z

)n
, (5.96)

for any Z 6= 0. Combining (5.94) with (5.96) hence yields the following Taylor series
of the function fM about 0:

fM(z) =

√
Z0

2i
√
Z1ν0 (z0 − z1)

[
1

z−

+∞∑

n=0

(
z

z−

)n
− 1

z+

+∞∑

n=0

(
z

z+

)n]
. (5.97)

We now combine this Taylor series of fM about 0 with the Laurent series (5.93)
of gM about 0 to write the Laurent series of the function hM ≡ fMgM about 0. We
are only interested in getting the residue of hM at 0, i.e. the term proportional to
1/z in the full Laurent series. Therefore, only the principal part9 of the Laurent
series of gM is important to this respect. We define for convenience the function L
as

9That is, the part of the series corresponding to (strictly) negative powers of z.
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L(Z) ≡
[

+∞∑

n=0

( z
Z

)n
][

+∞∑

n=1

J−n

(
2
√
Z0Z1

z1 − z0

)
1

zn

]
. (5.98)

Combining (5.98) with the Cauchy product of two infinite series, namely

(
+∞∑

n=0

an

)(
+∞∑

n=0

bn

)
=

+∞∑

n=0

(
n∑

k=0

akbn−k

)
, (5.99)

and splitting the resulting sum over n into one sum over even integers only and one
over odd integers only, we write L in the form

L(Z) =
+∞∑

n=1

[
2n−1∑

k=0

1

Zk
Jk−2n

(
2
√
Z0Z1

z1 − z0

)
1

z2(n−k)

]

+
+∞∑

n=0

[
2n∑

k=0

1

Zk
Jk−(2n+1)

(
2
√
Z0Z1

z1 − z0

)
1

z2(n−k)+1

]
. (5.100)

The first term in the right hand side of (5.100) contains only even inverse powers of
z, and hence does not contribute to the residue

L−1(Z) ≡ Res

{[
+∞∑

n=0

( z
Z

)n
]
gM(z) , 0

}
, (5.101)

which corresponds to the coefficient of the term of L(Z) proportional to 1/z. There-
fore, this residue (5.101) is obtained from the second term in the right hand side
of (5.100) by keeping only the terms of the double sum for which n = k, and we get,
using the identity J−n(z) = (−1)nJn(z) [55],

L−1(Z) = Z
+∞∑

n=1

(−1)n

Zn
Jn

(
2
√
Z0Z1

z1 − z0

)
. (5.102)

Now, combining (5.90) with the Taylor series (5.97) and the definition (5.101)
yields

Res (hM(z) , 0) =

√
Z0

2i
√
Z1ν0 (z0 − z1)

[
1

z−
L−1(z−)− 1

z+

L−1(z+)

]
. (5.103)
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Finally, substituting the expression (5.102) into (5.103) yields the following expres-
sion for the residue Res (hM(z) , 0) of hM at its essential singularity z = 0:

Res (hM(z) , 0) =

√
Z0

2i
√
Z1ν0 (z0 − z1)

+∞∑

n=1

(−1)n
(

1

zn−
− 1

zn+

)
Jn

(
2
√
Z0Z1

z1 − z0

)
.

(5.104)

Combining (5.57), (5.60), (5.66), (5.73), (5.87) and (5.104), we hence get the
following expression for the AFM Husimi amplitude hAFM(x̃, ṽ, t) for the aperture
function (5.89):

hAFM(x̃, ṽ, t) ≈ −πh
ν0

e
Z0−Z1
z1−z0

+∞∑

n=1

(−1)n
(

1

zn−
− 1

zn+

)
Jn

(
2
√
Z0Z1

z1 − z0

)
+ Res(poles) ,

(5.105)

where the first term in the right hand side precisely comes from the residue at
the essential singularity, which was the non-trivial step. The second term denotes
residues that must be computed for poles, which can be easily done.

It would now be instructive to investigate the expression (5.105) in more details,
and in particular analyse the behaviour of the series. The next step would then
be to identify other types of aperture functions that make the computation of the
residue at the essential singularity tractable.

After the particular aperture functions considered in the previous sections, we
now conclude this chapter by setting up the important inverse problem.

5.5 Open problem: engineering of quantum states

The physical scenarios discussed so far, both in chapter 4 and 5, share a common
feature. Indeed, we set up a particular time-dependent barrier, and then study the
effects, in the transmission region, of such a barrier on the physical state Ψ(x, t) at
the final time t. Such an approach proved useful, as it provided valuable predictions
such as e.g. a shift, both in position and velocity, of the final state of the system.
A natural question rises at this point: can we find the solution to the inverse prob-
lem? That is, can we determine the particular time-dependent barrier that would
produce a given target state? To give an answer to this question is of fundamental
and practical interest, as it would allow to efficiently engineer any desired physical
state. In view of the definitions (3.31) and (3.37) of the wave function ΨAFM and
the propagator KAFM, respectively, the basic problem to solve is to determine the
aperture function χ(τ) from the expression
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g(t) =

ˆ t

0

dτ χ(τ)f(τ) , (5.106)

where the two functions f and g are known. In (5.106) the function f is determined
by the fixed initial state, while the function g is the desired (final) target state.

A possible approach of this inverse problem is suggested by the study of a si-
nusoidal barrier performed in section 5.2. We saw that a closed form expression
of the AFM Husimi amplitude h(fr)

AFM can be obtained (Eq. (5.27)) for a simple pe-
riodic aperture function (Eq. (5.26)). We can then by extension obtain a closed
form expression of the AFM Husimi distribution for any aperture function written
as a Fourier series, with undetermined coefficients an and bn. The resulting Husimi
amplitude h(fr)

AFM is thus a functional of the Fourier coefficients an and bn. We then
choose a specific target state in the form of a target Husimi amplitude htar, and
construct the fidelity FAFM , tar between the AFM and the target Husimi amplitudes
h

(fr)
AFM and htar, respectively. This fidelity, defined as the overlap, over the phase-

space, between h
(fr)
AFM and htar, is thus by construction a functional of the Fourier

coefficients an and bn. The higher the value of FAFM , tar, the better is the agreement
between the two Husimi amplitudes h(fr)

AFM and htar. Therefore, we want to maximise
this fidelity FAFM , tar. This approach however appears to be numerically challeng-
ing. Indeed, the fidelity presents a large number of local maxima in its parameter
space spanned by the Fourier coefficients an and bn. The global maximum is thus
hard to reach. This work is currently in progress.

This is only one possibility, and other approaches may be adequate to tackle this
fundamental problem.



Chapter 6

Conclusion

In this thesis we studied the one-dimensional motion, along the x-direction, of a
nonrelativistic, electrically neutral quantum particle through a thin time-dependent
laser beam. We discussed in particular two possible theoretical descriptions of such
a problem in the ideal case of a pointlike time-dependent barrier, representing the
limit case of an infinitely thin laser sheet with a time-dependent intensity.

The first approach is what we called the δ-potential model (DPM), and was
discussed in section 3.1. Here the laser radiation, having a time-dependent amplitude
Ω(τ), is supposed to be resonant with a given transition of a moving atom. This
latter is then treated as a two-level system, whose dynamical state at a time τ >
0 is represented by the spinor ψ̂(x, τ) (Eq. (3.14)), of components ψ1(x, τ) and
ψ2(x, τ). We focus on the component ψ1(x, τ) = ΨDPM(x, τ) (Eq. (3.29)). We
then introduced in section 3.2 the aperture function model (AFM), describing the
motion of a structureless particle, of wave function ΨAFM(x, t), in the presence of
a time-dependent absorbing barrier. The barrier is characterised by discontinuous
time-dependent absorbing boundary conditions of Kottler type (Eqs. (3.35)-(3.36)).
The only free parameter of the model is the aperture function χ(τ), which is involved
in the boundary conditions. Its values range between 0 (fully closed) and 1 (fully
transparent), and it is related to the transparency of the barrier.

The drawback of the latter model is that the aperture function, and subsequently
the time-dependent absorbing boundary conditions (3.35)-(3.36) as well, a priori lack
a clear, first-principles, quantum mechanical justification. The main outcome of this
work is the advancement of the AFM, as we explicitly connected it to the DPM
(which has a strong physical basis). We did this by conjecturing a concrete relation
(Eq. (3.48)) between the aperture function χ and well-defined physical parameters
characterising the atom-laser system, namely the amplitude Ω of the laser light and
the mean velocity v0 of the incident particle. This conjectured relation was justi-
fied through a quantitative comparison between the wave functions ΨAFM(x, t) and
ΨDPM(x, t), evolved from the same initial Gaussian wave packet Ψ0(x) (Eqs. (3.40)-
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(3.41)) and evaluated in the transmission region at the final time t. We performed
this analysis using both analytical and numerical methods, as discussed at length in
chapter 4. In all the different, complementary, time-dependent scenarios considered,
the conjectured relation (3.48) led to an excellent agreement, within a semiclassical
regime described by the conditions (4.1), between the predictions of the AFM and
the DPM.

The main outcome of this analysis is the advancement of the AFM. Originally
a purely mathematical model, it now possesses a solid physical basis. Furthermore,
the ability of this model to describe a laser radiation by an absorbing barrier is now
transparent from the relation (3.48), which precisely relates the aperture function
χ(τ) of the barrier to the amplitude Ω(τ) of the laser. Therefore, we have extended
the range of theoretical tools relevant to investigate the motion of atoms submit-
ted to localised time-dependent lasers. Thus, we believe our work contributed to
better understanding the precise connection between time-dependent matter-wave
absorption and the interaction of an atom with a time-dependent laser radiation.

The AFM can be adequately used to investigate various aspects of matter-wave
absorption by time-dependent barriers. Indeed, we can now capitalise on its es-
sentially analytical nature to explore various physical scenarios. We obtained for
instance a closed form expression of the AFM Husimi amplitude h(fr)

AFM (Eq. (5.27))
for a simple periodic aperture function (Eq. (5.26)). While valuable analytical re-
sults were obtained, a deeper investigation of the phase-space structure of the Husimi
distribution is necessary. In particular, certain values of the frequency of the pe-
riodic barrier imply destructive interferences that result in non trivial effects such
as an apparent splitting of the Husimi distribution (see figure 8). It would also be
instructive to compare the effects observed for this simple periodic aperture function
with classical counterparts obtained in stationary wave optics.

We were also able to obtain a closed form expression of HAFM (Eq. (5.50)) for
a Gaussian-like aperture function (Eq. (5.46)). We observed, both analytically and
numerically, an effective shift of the mean velocity of the particle in this case. Com-
bining this new effect with the recently evidenced [28] spatial shifting and splitting
demonstrates a potential versatility of time-dependent matter-wave absorption for
wave-packet manipulation. A deeper analytical study of Gaussian-like aperture func-
tions is needed, as only the case of a very wide Gaussian, i.e. Γ � 1, could have
been treated so far. Investigating the opposite limit case Γ→∞ would for instance
be of interest, as it would then describe a narrow time slit, i.e. a barrier that is
transparent only for a very short time. Such time slits are known to give rise to
diffraction in time effects. Generalisations to a time grating, by means of several
successive narrow Gaussians, could then be possible directions of future research.

We also derived an expression for the AFM Husimi distribution in the com-



CHAPTER 6. CONCLUSION 105

plex plane by means of the residue theorem. The main difficulty of this approach
stemmed from the necessity of computing the residue at an essential singularity.
We provided a particular example of aperture function (Eq. (5.89)) for which the
residue at the essential singularity can be expressed as a series (Eq. (5.104)). This
particular solution now requires a closer attention. Residues at essential singularities
are notorious to be challenging to compute. It would then be interesting to design
additional examples for which an exact expression of the Husimi distribution can be
derived.

Finally, we formulated in section 5.5 the important inverse problem, aiming at
constructing the time-dependent barrier required to engineer a desired target state.
We briefly presented a possible approach that we are currently considering. This
problem is of fundamental interest, as an answer could provide an efficient tool to
engineer any physically relevant quantum state.

The AFM is an exact model. Such models are of fundamental importance, as
they provide analytical insights that prove useful in exploring more complicated
systems. Only few exactly solvable quantum mechanical time-dependent models are
known, see e.g. [60] [48] [33] [61]. For the DPM, only a very few specific examples
of time-dependent barriers exist for which the propagator can be found. It is thus
remarkable that the AFM is exactly solvable for an arbitrary time-dependent barrier.
Therefore, the AFM appears as a valuable tool to explore the vastly uncharted
territory of the dynamics of a quantum particle in the presence of a time-dependent
absorber. It already proved useful in advancing the proof-of-principle demonstration
of the ability of time-dependent matter-wave absorption to efficiently manipulate the
quantum state of a particle. We believe our work might set the ground for a deeper
study of the AFM in particular, and of time-dependent matter-wave absorption in
general.



Appendix A

Light-matter interaction

In this appendix we recall some standard results regarding light-matter interaction.
We begin in section A.1 with a brief reminder of the minimal coupling Hamiltonian,
widely used in atomic physics. The electric dipole Hamiltonian is then derived from
the minimal coupling Hamiltonian in section A.2. Finally, the two-level approxima-
tion is justified in section A.3 by considering the simple example of the hydrogen
atom.

A.1 Minimal coupling Hamiltonian

From the classical point of view, matter is on its most fundamental level described
by Newtonian mechanics, while light is an electromagnetic wave whose behaviour is
governed by Maxwell’s theory. Light-matter interaction hence involves a combina-
tion of these two pillars of classical physics.

Consider a system of charged particles, labelled with an index n ∈ N. The n−th

particle has a charge qn, a mass mn and a position rn. The electric and magnetic
fields at point r and time τ created by the whole set of particles are denoted by
E(r, τ) and B(r, τ), respectively. The corresponding vector and scalar potentials are
A(r, τ) and U(r, τ), respectively. The set {particles + field} forms the dynamical
system whose evolution must be characterised. The system can in addition be
submitted to an external field described by the potentials {Ae(r, τ), Ue(r, τ)}. By
external is meant that the (external) particles generating this field are not considered
as components of the dynamical system.

The quantum formalism is constructed from the Hamiltonian formulation of
classical mechanics. As was first proposed by Schwarzchild, it is possible to express
classical electrodynamics from a Hamilton (least action) principle (see e.g. [45]). It
can be shown that the independent variables of the electromagnetic field are its
transverse components {A⊥(r), Ȧ⊥(r)}. The canonical conjugate momenta associ-
ated with the dynamical variables rn and A⊥(r) of the system are denoted by pn
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and Π⊥(r), respectively. The classical Hamiltonian is then conveniently written
not in the real r-space, but rather in the related k-space obtained from a spatial
Fourier transform. Finally, the canonical quantisation proceeds by extending the
classical dynamical variables into operators, set to satisfy particular commutation
relations. Replacing a dynamical variable by its corresponding operator into the
classical Hamiltonian hence produces the quantum Hamiltonian for a system of
electric charges in the presence of an external electromagnetic field.

The state space H of the system {particles + field}, submitted to an external
electromagnetic field1, is the tensor product of the state space HP of the particles
with the state space Hfield of the transverse field. The nonrelativistic evolution of
the system is governed by the Hamiltonian H [45]

H = HP +Hfield +HI , (A.1)

with, in the Coulomb gauge for the electromagnetic field generated by the particles,

HP ≡
∑

n

1

2mn

[pn − qnAe(rn, τ)]2 + VCoul +
∑

n

qnUe(rn, τ) , (A.2a)

Hfield ≡ ε0

ˆ
R3/2

dk

[
Π̄∗⊥(k) · Π̄⊥(k)

ε20
+ c2k2Ā∗⊥(k) · Ā⊥(k)

]
, (A.2b)

HI ≡ −
∑

n

qn
mn

[pn − qnAe(rn, τ)] ·A⊥(rn) +
∑

n

q2
n

2mn

A2
⊥(rn) , (A.2c)

where

VCoul ≡
1

8πε0

∑

n6=j

qnqj
|rn − rj|

(A.3)

represents the Coulomb interaction energy between the different particles, while ε0
and c are the vacuum permittivity and speed of light in the vacuum, respectively.
The function f̄(k) is the Fourier transform of the function f(r). The norm of the
vector k is given by k ≡

√
k · k, while R3/2 formally denotes a half space obtained

from R3. By construction, the term HP represents the energy of the particles. The
second term, Hfield, represents the energy of the field generated by the dynamics of
the particles. Finally, HI describes the interaction between the charged particles

1The external field is treated classically, in the sense that it is not described by operators with
specific commutation relations.
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and their own field. It is worth emphasising that the Coulomb gauge was used with
respect to the field created by the particles, and that to this point no specific gauge
has been chosen regarding the external field. The minimal coupling Hamiltonian
can now be justified from the Hamiltonian (A.1).

The term HP only contains the dynamical variables associated with the parti-
cles (namely rn and pn), and thus acts in HP . Conversely, Hfield refers only to the
dynamical variables of the field (namely A⊥ and Π⊥), and thus acts in Hfield. It
may be the case that only the behaviour of the particles is under study2. Concrete
information about the particles is obtained through measurements of physical quan-
tities specific to the particles, such as e.g. their position or energy. An arbitrary
such quantity G is thus represented in Quantum Mechanics by an observable G act-
ing in HP . By construction, it must in particular commute with Hfield. Consider
now the Heisenberg picture, in which the dynamics of the system is encompassed in
the dynamics of the observables themselves. The evolution of an arbitrary particle
observable G is thus governed by the Heisenberg equation

dG

dτ
=

1

i~
[G,HP +HI ] , (A.4)

which is independent of the field term Hfield. Therefore, the dynamics of the particles
is completely described by the "restricted" Hamiltonian HP +HI .

For convenience, the interaction Hamiltonian is now rewritten in the form HI =

H
(1)
I +H

(2)
I , with

H
(1)
I ≡ −

qn
mn

[pn − qnAe(rn, τ)] ·A⊥(rn) , (A.5a)

H
(2)
I ≡

q2
n

2mn

A2
⊥(rn) . (A.5b)

It can be shown (see e.g [62]), at least in the nonrelativistic limit considered here,
that the interaction between the particles and the transverse field is in general
negligible as compared to their Coulomb interactions (these latter are involved in
the term VCoul of the particle Hamiltonian HP ). For instance (see in particular paper
5.3 in [62])3, in the case of a single electron bound to an infinitely heavy nucleus
the term H

(2)
I can be interpreted as a correction to the rest mass energy of the

electron. The term H
(1)
I is then seen as being responsible for corrections that may

be interpreted as variations of the Coulomb potential felt by the electron and of
the mass of the electron due to vacuum fluctuations and self-reaction, respectively.

2Which is exactly the case in the present thesis.
3In this paper no external fields are present.
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Such effects, and subsequently the interaction Hamiltonian HI itself, are neglected
in the sequel.

Note that the expression (A.1) is by construction unable to take into account the
spin degree of freedom of the charged particles. Indeed, the spin is a purely quantum
quantity. Since (A.1) is obtained from the classical Hamiltonian, it cannot contain
any reference to a quantity which does not exist classically. It is nevertheless possible
to add spin-related contributions to the Hamiltonian in a heuristic way4. The spin of
the n−th particle is represented by a spin operator Sn (which must thus be considered
as an additional dynamical variable of the particle). The spin Hamiltonian H

(S)
n

describing the interaction energy between the spin and the external magnetic field
is given by

H(S)
n ≡ −

∑

n

gn
qn

2mn

Sn ·Be(rn, τ) , (A.6)

where gn denotes the so-called Landé factor of the n−th particle, and is a dimen-
sionless quantity whose typical magnitude is of the order of 1. The order of mag-
nitude of this spin interaction can be compared with the magnitude of the term
H

(1)
P = qnpn ·Ae/2mn rising from the particle Hamiltonian HP . The typical orders

of the operators are |Sn| ∼ S, |Be| ∼ B, |pn| ∼ p and |Ae| ∼ A. First note that the
eigenvalues of the spin operator are of the order of ~5, and thus S ∼ ~. Furthermore,
by definition of the vector potential Be = ∇×Ae, that is B̄e = ik×Āe in the Fourier
space. Therefore, for a typical mode k of the magnetic field B ∼ kA, and thus, in
view of (A.6) and gn ∼ 1, H(S)

n ∼ qn~kA/mn. It is also clear that H(1)
P ∼ qnpA/mn.

Therefore, the ratio between H(S)
n and H(1)

P is of the order

H
(S)
n

H
(1)
P

∼ ~k
p

. (A.7)

If the system of charges is an atom, the ratio ~/p can not, in view of the un-
certainty relation, exceed the characteristic length scale of the system. The typical
length scale of an atom is the Bohr radius a0 ≡ 4πε0~2/mee

2 ≈ 0.5 Å, with me and
e the mass and the charge, respectively, of the electron. Since k = 2π/λ, λ being the
wavelength of the typical mode of the external electromagnetic field, the ratio (A.7)
can thus be rewritten as

4This approach is more rigorously justified from the nonrelativistic limit of the Dirac equation.
5For an electron the eigenvalues of the z-component of S are ±~/2.
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H
(S)
n

H
(1)
P

∼ a0

λ
. (A.8)

Therefore, the spin interaction is negligible as long as the typical wavelength λ of the
external field is much larger than the size of the atom, that is typically λ & 10 nm
(extreme ultraviolet). In particular, this assumption is clearly satisfied for optical
light (≈ 400− 700 nm) and is even much better for microwaves (≈ 1 mm−1 m).

Finally, it is worth recalling that the expression (A.1) is nonrelativistic. To
relax this hypothesis requires to give a covariant formulation of electrodynamics. A
possible such formulation can be obtained from the Lorentz gauge. However, the
task is much more difficult than in the nonrelativistic case using the Coulomb gauge.
It is here only said, as an example, that the nonrelativistic limit of the Dirac equation
for the hydrogen atom yields correction terms to the Hamiltonian H, such as the
spin-orbit coupling or the Darwin term, which allow to analyse the fine structure of
the hydrogen atom [29]. The relative contributions of these relativistic corrections
with respect to the usual Coulomb Hamiltonian are typically of the order of α2,
α ≈ 1/137 being the fine structure constant.

Therefore, the different approximations discussed above lead to the following
Hamiltonian describing the dynamics of a system of charged particles submitted to
an external electromagnetic field characterised by the potentials Ae and Ue:

H =
∑

n

1

2mn

[pn − qnAe(rn, τ)]2 + VCoul +
∑

n

qnUe(rn, τ) , (A.9)

commonly known as the minimal coupling Hamiltonian. We now discuss an alter-
native form of the Hamiltonian known as the electric dipole Hamiltonian.

A.2 Electric dipole Hamiltonian

The electric dipole Hamiltonian can be derived from the minimal coupling Hamil-
tonian (A.9) through a specific electromagnetic gauge transformation. As is well-
known [1], an electromagnetic gauge transformation is described in Quantum Me-
chanics by a unitary transformation. A quantum electromagnetic gauge transfor-
mation between a gauge J and a gauge J ′ is thus characterised by a unitary
operator T acting on both the states and the operators. It can then be shown that
the TDSE is covariant under a gauge transformation. More precisely, the TDSE
reads i~∂τ |ψ(τ)〉 = H|ψ(τ)〉 in the gauge J , and i~∂τ |ψ′(τ)〉 = H ′|ψ′(τ)〉 in the
gauge J ′. It is important to keep in mind that the Hamiltonian of the problem
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studied here is not in general a true physical quantity, as it involves the electro-
magnetic potentials. The Hamiltonian H ′ in the gauge J ′ is then related to the
Hamiltonian H in the gauge J through

H ′ = T HT † + i~
(
dT
dτ

)
T † . (A.10)

Remember that no specific gauge has been chosen regarding the external field in
order to obtain the minimal coupling Hamiltonian (A.9). It proves useful to apply
a transformation switching from a gauge J described by the potentials Ae and Ue

to a gauge J ′ in which A′e = 0. This particular transformation is known as the
Göppert-Mayer transformation (see e.g. [45]), and is characterised by the unitary
operator

T = exp

[
− i
~

d ·Ae(C, τ)

]
, (A.11)

where the operator C represents the centre of mass of the system, that is

C ≡ 1

M

∑

n

mnrn , (A.12)

with

M ≡
∑

n

mn (A.13)

the total mass of the system, while d is the electric dipole moment (here with respect
to the centre of mass C), defined by

d ≡
∑

n

qn (rn −C) . (A.14)

For convenience, we also introduce the total charge Q of the system, defined by

Q ≡
∑

n

qn . (A.15)

Now, suppose that the system has a typical spatial extent a, for instance of the
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order of the Bohr radius a0, and that the typical wavelength λ6 of the external field
is much larger than a,

a

λ
� 1 , (A.16)

commonly referred to as the large wavelength approximation. It is worth noting
that this approximation was already required to neglect the spin interaction (see
section A.1), and thus does not introduce any additional hypothesis. This allows to
Taylor expand the potentials Ae and Ue about the centre of mass C7, that is, for
any particle,

Ae(rn, τ) ≈ Ae(C, τ) , (A.17)

Ue(rn, τ) ≈ Ue(C, τ) + [∇Ue(r, τ)]|C · (rn −C) , (A.18)

where the first order term must be kept in the scalar potential in view of the possible
case of a neutral system, for which Q = 08. Substituting the expansions (A.17)
and (A.18) into (A.9) hence yields the following "large wavelength Hamiltonian":

H =
∑

n

1

2mn

[pn − qnAe(C, τ)]2 + VCoul +QUe(C, τ) + d · [∇Ue(r, τ)]|C . (A.19)

The expression (A.19) of the minimal coupling Hamiltonian H in the gauge J is
the starting point to obtain the Hamiltonian H ′, related to H through (A.10), in
the Göppert-Mayer gauge J ′.

Note on (A.11) that the operator T (and thus its adjoint as well) is a function
of the position operators rn only. Therefore, the only non-trivial part in computing
T HT † rises from the terms of the HamiltonianH involving the momentum operators
pn. Within the large wavelength approximation, it can be shown [45] that

6The field does by no means need to be monochromatic.
7Indeed, the first term of the Taylor series involves the first derivatives ∇f , f one of the

potentials. In Fourier space it is thus of the form kf̄ . Therefore, the ratio between the first and
zero order terms of the Taylor expansion about C is of the order of |r−C|k|f(C)|/|f(C)|, that is,
since |r−C| ∼ a and λ = 2π/k, of the order of a/λ.

8Otherwise, the term involving Ue in the Hamiltonian would vanish for Q = 0, thus killing
completely the contribution of the scalar potential. It would then not be possible to find back the
electric field later on to write (A.22).
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T HT † =
∑

n

p2
n

2mn

+ VCoul + d · [∇Ue(r, τ)]|C

− Q

M

(∑

n

pn

)
·Ae(C, τ) +QUe(C, τ) +

Q2

2M
A2

e(C, τ) . (A.20)

Furthermore, differentiating (A.11) with respect to τ readily yields

i~
(
dT
dτ

)
T † = d · Ȧe(C, τ) . (A.21)

Finally, note that the relation between an electric field and the corresponding po-
tentials yields

d · [∇Ue(r, τ)]|C + d · Ȧe(C, τ) = −d · Ee(C, τ) . (A.22)

Therefore, substituting the results (A.20), (A.21) and (A.22) into (A.10) yields the
so-called electric dipole Hamiltonian

H ′ =
∑

n

p2
n

2mn

+ VCoul − d · Ee(C, τ)

− Q

M

(∑

n

pn

)
·Ae(C, τ) +QUe(C, τ) +

Q2

2M
A2

e(C, τ) . (A.23)

The name electric dipole Hamiltonian stems from the term −d ·Ee(C, τ), acting
as the interaction Hamiltonian in the simple case of a system of charges which is
globally neutral, i.e. for which Q = 0, where the Hamiltonian (A.23) has the simple
expression

H ′ =
∑

n

p2
n

2mn

+ VCoul − d · Ee(C, τ) . (A.24)

It is worth noting that this electric dipole interaction has been already obtained
restricting to the lowest order for the Taylor expansion (A.17) of the vector potential
Ae. Considering also the first order terms could thus be viewed as a higher order
dipole approximation, as these are also linear in r−C. Keeping such terms makes
the Hamiltonian less simple than (A.23), as additional terms such as for instance the
Röntgen Hamiltonian appear [63]. More generally, considering higher order terms
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in the Taylor expansions of the potentials would involve the higher order multipole
moments.

We now illustrate some general features of the electric dipole Hamiltonian (A.24)
on the simple example of the hydrogen atom. This will naturally lead to the two-level
approximation.

A.3 Hydrogen atom and two-level approximation

The hydrogen atom is a system of two charged particles: the proton, with charge
e, mass mpr, position rpr and momentum ppr, and the electron, with charge −e,
mass mel, position rel and momentum pel. The total mass of the system is M ≡
mel +mpr, while its so-called reduced mass is µ ≡ melmpr/(mel +mpr). Furthermore,
in addition to the centre of mass C ≡ (melrel +mprrpr)/M and the total momentum
P ≡ pel + ppr, we also define the relative position rµ ≡ rel − rpr and the relative
momentum pµ ≡ µ(pel/mel−ppr/mpr). The electric dipole Hamiltonian Hed for the
hydrogen atom is given, in view of (A.3), (A.14) and (A.24), by

Hed ≡
P2

2M
+

p2
µ

2µ
− e2

4πε0

1

|rµ|
+ erµ · Ee(C, τ) . (A.25)

Note that the only nonzero commutators of the operators C, P, rµ and pµ are [1]

[
C(j) , P (k)

]
= i~δjk , (A.26)

[
r(j)
µ , p(k)

µ

]
= i~δjk , (A.27)

with j, k = x, y, z.
First consider the case where no external field is present. The Hamiltonian hence

reduces to the free hydrogen atom Hamiltonian

H free
ed =

P2

2M
+Hµ , (A.28)

where

Hµ ≡
p2
µ

2µ
− e2

4πε0

1

|rµ|
. (A.29)
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Therefore, the commutation relations (A.26) and (A.27) allow to treat the hydrogen
atom as a set of two independent fictitious particles. There is indeed the centre
of mass, of mass M , described by the position and momentum operators C and
P, respectively, evolving under the Hamiltonian P2/2M . Then there is the relative
particle, of mass µ, and whose position and momentum are represented by the
operators rµ and pµ, respectively. The dynamics of this relative particle is governed
by the Hamiltonian Hµ. The state space H of the system is thus the tensor product
of the state space HC of the centre of mass with the state space Hµ of the relative
particle9. The set {|r〉} of position eigenstates is taken as a basis of the Hilbert space
HC . Now, as is well known [1] it is possible to determine the eigenstates |n, l,m〉
of the Hamiltonian Hµ, and hence the (discrete) set {|n, l,m〉}, with n > 1, 0 6 l 6

n− 1 and −l 6 m 6 l, is taken as a basis of the Hilbert space Hµ. Remember that
in the position representation 〈r|n, l,m〉 = ψnlm(r, θ, φ) = Rnl(r)Ylm(θ, φ), with Rnl

the solutions to the radial Schrödinger equation and Ylm the spherical harmonics.
Therefore, a basis {|r;n, l,m〉} of the full Hilbert space H , with |r;n, l,m〉 = |r〉 ⊗
|n, l,m〉, can easily be constructed.

Suppose now that the hydrogen atom is submitted to a simple periodic external
field, that is

Ee(r, τ) = E0 cos(ωlτ) , (A.30)

with E0 being position- and time-independent, and where the frequency ωl is taken
to be positive. Note in particular that the interaction term in the Hamiltonian (A.25)
hence only involves the position operator rµ associated with the relative particle.
Therefore, the external field (A.30) has no impact on the dynamics of the centre of
mass, and only influences the evolution of the dynamical state |ψ(τ)〉µ ∈Hµ of the
relative particle. To simplify, the degeneracy of the energy eigenstates |n, l,m〉 is
ignored, and thus the basis of Hµ is merely rewritten {|Ek〉}, with Hµ|Ek〉 = Ek|Ek〉.
Expanding |ψ(τ)〉µ on this basis yields

|ψ(τ)〉µ =
∑

k

ck(τ)e−i
Ek
~ τ |Ek〉 , (A.31)

where the coefficient ck(τ) hence represents, by construction, the probability ampli-
tude of finding the relative particle in the state |Ek〉 at time τ .

It is now assumed that the relative particle is initially in the state |ψ(0)〉µ = |Ei〉
of energy Ei, and that the strength of the external field (A.30) is weak enough so

9That is, HC and Hµ are just two different subsets of L2(R3).
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as to make the use of time-dependent perturbation theory possible. It can then be
shown [16,17] that, to the first order in the perturbation, the probability amplitude
cf (τ) to find the relative particle in the state |Ef〉 of energy Ef 6= Ei at time τ is
given by

cf (τ) = − e

2~
〈Ef |rµ · E0|Ei〉

[
ei(ωfi+ωl)τ − 1

ωfi + ωl
+

ei(ωfi−ωl)τ − 1

ωfi − ωl

]
, (A.32)

where

ωfi ≡
Ef − Ei

~
(A.33)

denotes the transition frequency between the two levels |Ei〉 and |Ef〉. For concrete-
ness, the case ωfi > 0 is considered here.

Note that the closer is ωl to the transition frequency ωfi, the smaller (in absolute
value) is the difference ωfi − ωl. Therefore, assume that

|ωfi − ωl| � ωl , (A.34)

commonly referred to as the (quasi-)resonance condition. Under this resonance
condition the antiresonant terms, involving the sum ωfi + ωl, in (A.32) can thus be
neglected with respect to the resonant terms, involving the difference ωfi−ωl10: this
corresponds to the so-called rotating wave approximation. Furthermore, note that
any probability amplitude cf ′(τ) to find the relative particle in any other state |Ef ′〉,
Ef ′ 6= Ef , at time τ is also of the form (A.32). The resonance condition (A.34)
in turn implies that any nonresonant transition |Ei〉 → |Ef ′〉 is very unlikely as
compared to the resonant transition |Ei〉 → |Ef〉. This allows to neglect all the
nonresonant transitions, and hence focus, when the frequency ωl of the external field
is fixed and satisfies (A.34), on the specific transition |Ei〉 → |Ef〉11. Therefore,
in the presence of the simple periodic external field (A.30) the state |ψ(τ)〉µ of
the relative particle, rather than an element of Hµ, can be restricted to a two-
dimensional subset H2 ⊂Hµ. This is the so-called two-level approximation.

The subset H2 is a two-dimensional Hilbert space. A basis of H2 is readily
provided by the two states |Ei〉 and |Ef〉, that can be represented as column vectors,

10This can be done by comparison of i) the time-dependent terms, as the modulus of the ratio
antiresonant/resonant gives |ωfi−ωl|/|ωfi +ωl| � ωl, and then of ii) the time-independent terms,
as the modulus of the ratio antiresonant/resonant again gives |ωfi − ωl|/|ωfi + ωl| � ωl.

11As it turns out the antiresonant term in (A.32) can be even smaller than some nonresonant
probabilities: dropping the antiresonant terms hence makes it almost mandatory to neglect the
nonresonant contributions as well [17].
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|Ei〉 =

(
1

0

)
and |Ef〉 =

(
0

1

)
. (A.35)

The operators acting in H2 are then represented as 2× 2 matrices. The states |Ei〉
and |Ef〉 are by construction eigenstates of the Hamiltonian Hµ associated with the
eigenvalues ~ωi and ~ωf , respectively. Hence Hµ can be written in the form

Hµ =
~
2

(ωi + ωf )

(
1 0

0 1

)
+

~
2
ωfi

(
−1 0

0 1

)
,

where the first term is nothing but a matrix commuting with any operator. It has
no impact on the dynamics and can thus be dropped12. The Hamiltonian Hµ is thus
merely given by

Hµ =
~
2
ωfi

(
−1 0

0 1

)
. (A.36)

Now, suppose that the external field is of the more general form

Ee(r, τ) = E(r, τ) cos(ωlτ) , (A.37)

with E an arbitrary function of r and τ . Because Ee(C, τ) involves only the centre of
mass operator C, it acts (by construction of the tensor product) as the identity oper-
ator in the space H2. The interaction term in the electric dipole Hamiltonian (A.25)
hence reads

erµ · Ee(C, τ) =

f∑

j,k=i

e〈Ej|rµ|Ek〉 · E(C, τ) cos(ωlτ)|Ej〉〈Ek| . (A.38)

Now, remember that the eigenstates |Ej〉 of the hydrogen atom have a definite parity,
that is 〈−r|Ej〉 = ψnj ljmj(−r) = (−1)ljψnj ljmj(r). This implies that the diagonal
elements of rµ are identically zero,

〈Ei|rµ|Ei〉 = 〈Ef |rµ|Ef〉 = 0 , (A.39)

12A unitary transformation can be performed through the action of the operator exp[i~(ωi +
ωf )1], which does nothing except adding a global phase to the states, which has no physical impact.
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and that its non-diagonal elements can only be different from zero if the two states
|Ei〉 and |Ef〉 have opposite parities. Therefore, from now on it is assumed that the
frequency ωl of the external field matches a transition between two states of opposite
parities. Furthermore, suppose that the relative phase between the two states |Ei〉
and |Ef〉 has been so chosen to ensure that13

〈Ei|rµ|Ef〉 = 〈Ef |rµ|Ei〉 . (A.40)

Combining (A.38) with (A.39) and (A.40) hence yields the matrix form of the op-
erator erµ · Ee(C, τ)

erµ · Ee(C, τ) = ~V(C, τ) cos(ωlτ)

(
0 1

1 0

)
, (A.41)

where the function V is defined by

V(C, τ) ≡ e

~
〈Ef |rµ|Ei〉 · E(C, τ) . (A.42)

The rotating wave approximation can now be invoked to rewrite (A.41), and

erµ · Ee(C, τ) =
~
2
V(C, τ)

(
0 eiωlτ

e−iωlτ 0

)
, (A.43)

where e−iωlτ rather than eiωlτ appears in the second row so as to preserve the Her-
mitian nature of the operator.

In the particular example where E(C, τ) = E0, the function V is the usual
Rabi frequency. In such a case the state |ψ(τ)〉µ ∈ H2 of the relative particle
oscillates between the two eigenstates |Ei〉 and |Ef〉, a well-known example of so-
called Rabi oscillations, also called Rabi flopping [1,16,17]. Suppression of such Rabi
oscillations might occur in various physical setups, for instance through submitting
the two-level system to an additional time-dependent perturbation [64]. An other
way of suppressing Rabi oscillations, related to the physical problem studied in
the present thesis, is to submit a moving two-level system to a position-dependent
external field [18]. Indeed, when E(C, τ) = E0 the interaction term erµ ·Ee(C, τ) in
the Hamiltonian (A.25) only couples the external field to the relative particle. The

13In the case of the hydrogen atom this can be done by appropriately choosing the magnetic quan-
tum numbers mi and mf . Indeed, the only complex contribution of the wave function ψnlm(r, θ, φ)
is via eimφ. The condition (A.40) is then for instance satisfied for mf = mi.
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free evolution of the centre of mass and the dynamics of the relative particle, that
is of the two-level system, under the influence of the simple periodic field can thus
be treated separately. This separation is then impossible when the external field is
position-dependent, as the external field is now coupled to both the relative particle
(through rµ) and the centre of mass (through E(C, τ)). In this case it is important
to treat the global system {centre of mass + relative particle}, described by the
dynamical state |ψ(τ)〉 ∈H .

Finally, the operator P2/2M , representing the kinetic energy of the centre of
mass, is easily written in the basis {|Ei〉, |Ef〉}. Since this operator is defined on
the centre-of-mass state space HC , it acts as the identity operator on any element
of H2 and thus reads

P2

2M
=

P2

2M

(
1 0

0 1

)
. (A.44)

Therefore, combining the expression (A.25) of Hed with (A.36). (A.43) and (A.44)
yields the following Hamiltonian governing the two-level system:

Hed =
P2

2M

(
1 0

0 1

)
+

~
2
ωfi

(
−1 0

0 1

)
+

~
2
V(C, τ)

(
0 eiωlτ

e−iωlτ 0

)
. (A.45)

The form of the Hamiltonian (A.45) suggests to work in an interaction picture
[1,65] with respect to the HamiltonianHµ of the relative particle in the absence on an
external field. To this end, introduce the unitary operator TI given by (using (A.36))

TI ≡ e
i
~Hµτ =

(
e−iωfiτ/2 0

0 eiωfiτ/2

)
, (A.46)

The state |ψ(τ)〉I in the interaction picture is constructed from the state |ψ(τ)〉
through |ψ(τ)〉I = TI |ψ(τ)〉. The state |ψ(τ)〉 obeys the TDSE i~d|ψ(τ)〉/dτ =

Hed|ψ(τ)〉, while the interaction picture state |ψ(τ)〉I satisfies the TDSE i~ d
dτ
|ψ(τ)〉I

= HI |ψ(τ)〉I , where HI denotes the interaction picture Hamiltonian given by

HI =
P2

2M

(
1 0

0 1

)
+

~
2
V(C, τ)

(
0 e−i(ωfi−ωl)τ

ei(ωfi−ωl)τ 0

)
. (A.47)

Finally, an exact resonance between the external field and the transition |Ei〉 →
|Ef〉 is now assumed, that is
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ωl = ωfi . (A.48)

Therefore, substituting this condition (A.48) into (A.47) yields the following expres-
sion for the interaction Hamiltonian HI :

HI =
P2

2M

(
1 0

0 1

)
+

~
2
V(C, τ)

(
0 1

1 0

)
. (A.49)

Furthermore, the function E is now assumed to be of the form

E(C, τ) = E(τ)F(C)E0 , (A.50)

where E and F are two arbitrary scalar functions of the time and position variables
τ and C, respectively. The constant vector E0 gives the polarisation direction of the
external electric field. Therefore, in view of the definition (A.42) of the function V
the Hamiltonian (A.49) can be rewritten in the form

HI =
P2

2M

(
1 0

0 1

)
+ ~Ω(τ)F(C)

(
0 1

1 0

)
, (A.51)

where the function Ω is defined by (remember that d = −erµ)

Ω(τ) ≡ −E(τ)

2~
〈Ef |d · E0|Ei〉 . (A.52)

The Hamiltonian (A.51) can now be used as the starting point to introduce the
δ-potential model, as is discussed in section 3.1.

Note that the above discussion concerns the particular case of the hydrogen
atom. It is then extended to an arbitrary atom. This generalisation to atoms
different than hydrogen makes particular sense for the alkali-metal atoms that are
typically considered in this work. Because these have a single valence electron, they
can in first approximation be treated as an electron in interaction with a heavy
"nucleus", formed by the atom’s nucleus and all the inner electrons, of charge e.



Appendix B

Determinant of H(s)

We start by rewriting the Hessian, given by Eq. (4.34), in the matrix form

H(s) = 2

(
n+1∑

k=1

|εk − εk−1|
)3

A , (B.1)

where

A =




b1 c1 0 · · · · · · 0

a2
. . . . . . . . . ...

0
. . . . . . . . . . . . ...

... . . . . . . . . . . . . 0

... . . . . . . . . . cn−1

0 · · · · · · 0 an bn




(B.2)

with
aj = − 1

|εj − εj−1|
, 2 6 j 6 n , (B.3a)

bj =
1

|εj − εj−1|
+

1

|εj+1 − εj|
, 1 6 j 6 n , (B.3b)

and
cj = − 1

|εj+1 − εj|
, 1 6 j 6 n− 1 . (B.3c)

It follows immediately from Eq. (B.1) that

det
(
H(s)

)
= 2n

(
n+1∑

k=1

|εk − εk−1|
)3n

det(A) . (B.4)

In order to find det(A) we use an LU decomposition of the matrix A. That is,
we express A as

A = LU , (B.5)
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where

L =




1 0 0 · · · · · · 0

L2
. . . . . . . . . ...

0
. . . . . . . . . . . . ...

... . . . . . . . . . . . . 0

... . . . . . . . . . 0

0 · · · · · · 0 Ln 1




(B.6)

and

U =




U1 c1 0 · · · · · · 0

0
. . . . . . . . . ...

0
. . . . . . . . . . . . ...

... . . . . . . . . . . . . 0

... . . . . . . . . . cn−1

0 · · · · · · 0 0 Un




. (B.7)

Substituting Eqs. (B.2), (B.6), and (B.7) into Eq. (B.5), we see that the (2n − 1)

matrix elements Lj and Uj must satisfy the following (2n− 1) equations:





U1 = b1

Lj+1Uj = aj+1 , 1 6 j 6 n− 1

Lj+1cj + Uj+1 = bj+1 , 1 6 j 6 n− 1

. (B.8)

Solving this system of equations, we find

Lj = −

j−1∑
k=1

|εk − εk−1|
j∑

k=1

|εk − εk−1|
(B.9)

for all 2 6 j 6 n, and

Uj =

j+1∑
k=1

|εk − εk−1|

|εj+1 − εj|
j∑

k=1

|εk − εk−1|
(B.10)

for all 1 6 j 6 n.
It is now straightforward to compute the determinant of A. In view of Eqs. (B.5),
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(B.6) and (B.7), we have

det(A) = det(L)det(U) =
n∏

j=1

Uj , (B.11)

and thus, using Eq. (B.10),

det(A) =

n+1∑
k=1

|εk − εk−1|
n+1∏
k=1

|εk − εk−1|
. (B.12)

Finally, combining Eq. (B.4) and (B.12), we arrive at the final result, Eq. (4.34).



Appendix C

Crank-Nicolson algorithm

In this appendix we provide some details about the scheme we use to numerically
solve the DPM, described by the problem (3.16)-(3.20). We first introduce the linear
combinations

ψ±(x, τ) = ψ1(x, τ)± ψ2(x, τ) (C.1)

to decouple the TDSE (3.19), and we obtain from (3.16)-(3.20), along with the
IC (3.27) and (3.40)-(3.41), the following problem for ψ±:

∂

∂τ
ψ±(x, τ) =

i~
2m

∂2

∂x2
ψ±(x, τ) for x 6= 0 , (C.2a)

ψ±(x, 0+) = Ψ0(x) , (C.2b)

lim
x→±∞

ψ±(x, τ) = 0 , (C.2c)

ψ±(x, τ)
∣∣x=0+

x=0−
= 0 , (C.2d)

∂

∂x
ψ±(x, τ)

∣∣∣∣
x=0+

x=0−
= ±2mΩ(τ)

~
ψ±(0, τ) , (C.2e)

where the two matching conditions (C.2d) and (C.2e) are obtained from the TDSE
with the δ-potential using the hierarchy of singularities [31] and integrating the
TDSE with respect to x over a vanishing interval. We now discuss how we can
numerically construct the solutions ψ± to this problem (C.2). For concreteness we
illustrate the procedure on ψ+, which we merely relabel ψ in the sequel1.

1The general procedure is exactly the same for ψ−, which differs from ψ+ only because of the
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The true solution ψ(x, τ) of (C.2) is a continuous function of the continuous
space and time variables x and τ . It is however impossible to construct a true nu-
merical continuum, which would require the simultaneous specification of an infinite
number of values. Therefore, the very first step in solving (C.2) is to discretise the
two-dimensional space-time (x, τ). We do this through introducing the two funda-
mental numerical parameters ∆x and ∆τ , which we call the space- and time-steps,
respectively. The continuous sets {x}x∈R and {τ}τ∈R+ are thus numerically repre-
sented by the discrete sets {Xj}j∈Z and {tk}k∈N, such that

Xj+1 = Xj + ∆x , (C.3a)

tk+1 = tk + ∆τ . (C.3b)

Note that we take here for convenience a regular space-time grid formed by regularly
spaced discrete points. We introduce the notation

fj , k ≡ f(Xj, tk) (C.4)

to denote the value taken by an arbitrary continuous function f(x, τ) at the partic-
ular space-time point (Xj, tk).

Now, the space-time grid constructed from (C.3) must have finite dimensions.
This is easily done regarding the time dimension. Indeed, the time boundaries are
merely the initial time τ = 0 and the final time τ = t. The continuous variable τ is
thus represented by the finite discrete set {tk}k∈J0,Nτ K, where t0 = 0 and the integer
Nτ is such that

tNτ = t0 +Nτ∆τ = t . (C.5)

The space boundaries of the grid are slightly less trivial. Denote them temporarily
Xinf and Xsup, Xinf < Xsup. First, remember that we choose a Gaussian initial state
Ψ0(x) = ψα0, x0, v0(x, 0) (given by (2.11)) of mean position x0 < 0, mean velocity
v0 > 0 and width σ. Therefore, we actually choose the left boundary Xinf such
that ψα0, x0, v0(Xinf , 0) ≈ 02. The right boundary Xsup is then chosen in view of the
freely evolved state at the final time t. In view of (2.17) the initial state Ψ0(x)

propagates freely into the state ψα0, x0, v0(x, t), of mean position xt. Therefore, we

sign in the last matching condition (C.2e).
2We will typically choose Xinf = x0 −Nσ, with N > 5.
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choose the right boundary Xsup such that ψα0, x0, v0(Xsup, t) ≈ 03. Furthermore,
we will typically consider (see the numerical parameters detailed in section 4.2) a
symmetrical situation where the final time t is such that xt = −x0. We hence choose
for convenience Xsup = −Xinf . Therefore, the continuous variable x is represented
by the finite discrete set {Xj}j∈J−Nx,NxK, where X0 = 0 denotes the position of the
barrier and the integer Nx is such that the numerical solution ψ of the problem (C.2)
satisfies the following boundary conditions "at infinity":

ψ−Nx , k = ψNx , k = 0 , (C.6)

for any k ∈ J0, NτK.
Now that our space-time grid is fully specified, we must write on this grid suitable

discrete versions of (partial) derivatives, which we here represent by means of finite
differences approximations [66]. Such approximations stem directly from Taylor’s
theorem. To illustrate the idea, we write for instance the Taylor expansion of ψ(x±
∆x, τ) around x for a fixed value of τ , and we have (up to the third order in ∆x)

ψ(x±∆x, τ) = ψ(x, τ)±∆x
∂ψ

∂x
+

∆x2

2

∂2ψ

∂x2
± ∆x3

6

∂3ψ

∂x3
+O

(
∆x4

)
. (C.7)

This result (C.7) being valid for any value of the continuous variables x and τ , it
is in particular true for some point (Xj, tk) of our space-time grid, and we get for
instance

∂

∂x
ψ(x, tk)

∣∣∣∣
x=Xj

=
ψj+1 , k − ψj , k

∆x
+O (∆x) . (C.8)

The first term in the right hand side of (C.8) would thus be the first order (because
the error is proportional to ∆x) forward (because the derivative at Xj is expressed
in terms of the values of ψ at Xj and the forward point Xj+1) difference approxi-
mation to the derivative (∂ψ/∂x)|Xj . The type and order of such finite differences
approximations depend on how the Taylor series is written.

We follow a specific finite differences scheme introduced by Crank and Nicolson
[56]. Adapted to our particular problem it represents the free-particle TDSE

3We will typically choose Xsup = xt + Nσ(t), with N > 5 and σ(t) = σ
√

1 + (~t/mσ2)2.
However for the numerical parameters we use we have σ(t) ≈ σ, so that we will basically take
Xsup = xt +Nσ.
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∂

∂τ
ψ(x, τ) =

i~
2m

∂2

∂x2
ψ(x, τ) (C.9)

by the discrete version

bψj+1 , k+1 + aψj , k+1 + bψj−1 , k+1 = cj , k , (C.10)

with

a ≡ 1 +
i~
2m

∆τ

∆x2
, (C.11a)

b ≡ − i~
4m

∆τ

∆x2
, (C.11b)

cj , k ≡
[
1− i~

2m

∆τ

∆x2

]
ψj , k − b (ψj+1 , k + ψj−1 , k) . (C.11c)

Therefore, the Crank-Nicolson method relates through (C.10) the values ψj−1 , k+1,
ψj , k+1 and ψj+1 , k+1 at the time tk+1 to the corresponding values at the previous
time tk.

However, note that (C.10) can not be written at every point of the space dis-
cretisation {Xj}j∈J−Nx,NxK. Indeed, we can for instance not take j = ±Nx in (C.10),
as we would then in particular require the values ψ±(Nx+1) , k, that is values of ψ
at space-time grid points that do not exist. Therefore, we must take j 6= ±Nx

in (C.10), and the values of ψ at the boundaries of the space grid at time tk+1 are
then merely obtained from the BC’s (C.6), i.e.

ψ±Nx , k+1 = 0 . (C.12)

Furthermore, remember that according to (C.2a) the PDE (C.9) is actually not
valid for x = 0, which in turn implies that its discrete version (C.10) is not valid
for j = 0. Therefore, the set of equations (C.10), completed by (C.12), gives us
2Nx linear equations for the 2Nx + 1 unknowns4 ψj , k+1, j ∈ J−Nx, NxK. The last
required equation is obtained from the jump condition (C.2e) at x = 0, i.e.

4We implicitly consider that all the discrete values of ψ at the previous time tk have already
been constructed. Indeed, we know exactly the values of ψ at the initial time t0. We then construct
the values of ψ at the subsequent time t1, and so on until the time tk.
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∂

∂x
ψ(x, τ)

∣∣∣∣
x=0+

x=0−
=

2mΩ(τ)

~
ψ(0, τ) . (C.13)

The specific form of this condition in our Crank-Nicolson scheme depends on how
we write the derivatives. First we replace (∂ψ/∂x)|x=0± by (∂ψ/∂x)|x=X±1 . We
then represent these latter by, respectively, first order backward and forward finite
differences approximations, that is

∂

∂x
ψ(x, tk+1)

∣∣∣∣
x=X1

=
ψ1 , k+1 − ψ0 , k+1

∆x
+O (∆x) (C.14)

and

∂

∂x
ψ(x, tk+1)

∣∣∣∣
x=X−1

=
ψ0 , k+1 − ψ−1 , k+1

∆x
+O (∆x) , (C.15)

and thus the discrete version of the jump condition (C.13) reads

ψ1 , k+1 − 2

[
1 +

mΩ(tk+1)

~
∆x

]
ψ0 , k+1 + ψ−1 , k+1 = 0 . (C.16)

Therefore, combining (C.10), (C.12) and (C.16), we see that the continuous prob-
lem (C.2) is represented by a Crank-Nicolson algorithm which, at the time tk+1,
k ∈ J0, Nτ − 1K, consists in the 2Nx + 1 linear equations

bψj+1 , k+1 + aψj , k+1 + bψj−1 , k+1 = cj , k for j ∈ J−Nx + 1,−1K ∪ J1, Nx − 1K ,
(C.17a)

ψ±Nx , k+1 = 0 , (C.17b)

ψ1 , k+1 − 2

[
1 +

mΩ(tk+1)

~
∆x

]
ψ0 , k+1 + ψ−1 , k+1 = 0 . (C.17c)

We conclude this appendix with a brief discussion about the effective numerical
implementation of this Crank-Nicolson scheme (C.17).

The accuracy of the finite differences, and hence of the whole scheme, depends
on the space- and time-steps ∆x and ∆τ . These are fixed in view of the physical
system under study. Indeed, remember that the initial state Ψ0 is the Gaussian wave
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packet (2.11), which presents an oscillatory term of wavelength 2πλ̄0, with λ̄0 the
reduced de Broglie wavelength defined by (2.14). The space-step ∆x must hence be
small enough so that a typical oscillation of ψ is accurately described by the discrete
values ψj , k. Therefore, we generally take

∆x =
λ̄0

N
, (C.18)

with N some real number typically larger than 10. Furthermore, we define the
time-step ∆τ in terms of the space-step ∆x. Indeed, the initial state (2.11) having
a mean velocity v0 > 0, ∆x and v0 hence define a typical time scale ∆x/v0. We
choose ∆τ to be smaller than this time scale, that is

∆τ = n
∆x

v0

, (C.19)

with n some real number smaller than 1.
Finally, the linear system (C.17) is solved by means of standard linear algebra

techniques. It is worth noting that the Crank-Nicolson scheme used here defines a
linear system of equations that can be cast in matrix form with a tridiagonal matrix.
This allows us to apply the so-called Thomas algorithm [67] to efficiently solve the
linear system (C.17).



Appendix D

Simple periodic aperture function

In this appendix we analyse in details the phase-space structure of the function
|h+(x̃, ṽ)|. Remember that in view of (5.30) and (5.31) we have

|h+(x̃, ṽ)| = eφ+(x̃,ṽ) , (D.1)

where the function φ+ is defined by

φ+(x̃, ṽ) ≡ − (v0x̃− ṽxt)2

2σ2 (v2
0 + ṽ2)

+
m2σ2v2

0

2~2

ṽ2

v2
0 + ṽ2

−
(
σ2ω2

1

2
+
mσ2v2

0ω1

~

)
1

v2
0 + ṽ2

− m2σ2

8~2
ṽ2 +

mσ2ω1

2~
− m2σ2v2

0

8~2
. (D.2)

D.1 Critical points of φ+

Note that the two independent variables x̃ and ṽ have different physical dimensions,
length and velocity, respectively. Therefore, before we derive the critical points of
the function φ+(x̃, ṽ), we first need to rewrite it in terms of dimensionless variables1,
which we will denote ζ and η.

Such dimensionless variables can be conveniently constructed from rescaling the
physical variables x̃ and ṽ by the free-particle classical position xt and velocity v0,
respectively. Therefore, the dimensionless variables ζ and η are defined by

ζ ≡ x̃

xt
, (D.3a)

η ≡ ṽ

v0

. (D.3b)

1Otherwise, the elements of the Hessian matrix for instance would have different dimensions.
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We hence have

φ+(x̃, ṽ) = φ+(xtζ, v0η) = ϕ+(ζ, η) , (D.4)

where in view of (D.2) and (D.3) the function ϕ+ is given by

ϕ+(ζ, η) = − x2
t

2σ2

(ζ − η)2

1 + η2
+
m2σ2v2

0

2~2

η2

1 + η2
−
(
σ2ω2

1

2v2
0

+
mσ2ω1

~

)
1

1 + η2

− m2σ2v2
0

8~2
η2 +

mσ2ω1

2~
− m2σ2v2

0

8~2
. (D.5)

The critical points
(
ζ, η
)
of this function ϕ+(ζ, η) are then defined through the

conditions

∂ϕ+

∂ζ

∣∣∣∣
(ζ,η)

= 0 and
∂ϕ+

∂η

∣∣∣∣
(ζ,η)

= 0 . (D.6)

Substituting the expression (D.5) of ϕ+ into (D.6), and solving the resulting system
of equations yields one (real) trivial solution, denoted by

(
ζ, η
)

0
, two other real

solutions
(
ζ, η
)
±, and two pure imaginary solutions

(
ζ, η
)(i)

± , given by

(
ζ, η
)

0
=
(
ζ0 , η0

)
= (0, 0) , (D.7a)

(
ζ, η
)
± =

(
ζ± , η±

)
=

(
±
√

1 + 2
~ω1

mv2
0

, ±
√

1 + 2
~ω1

mv2
0

)
, (D.7b)

(
ζ, η
)(i)

± =
(
ζ

(i)

± , η
(i)
±

)
=

(
± i
√

3 + 2
~ω1

mv2
0

, ± i
√

3 + 2
~ω
mv2

0

)
. (D.7c)

Now, remember that we are only interested in studying the structure of the Husimi
distributionH(fr)

AFM, and thus by extension of |h+|, in a neighbourhood of the classical
point (xt, v0). Therefore, the two complex critical points (D.7c) are not relevant
for our analysis. Furthermore, because the trivial solution

(
ζ, η
)

0
refers, in view

of (D.3a), to x̃ = 0 that is the position of the barrier, we can neglect it in our
analysis. Finally, note that in view of (D.3) the critical point

(
ζ, η
)
− corresponds
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to negative values of x̃ and ṽ. Therefore, the only critical point of ϕ+ that needs to
be focused on is

(
ζ, η
)

+
.

We now investigate the behaviour of ϕ+ at the critical point
(
ζ, η
)

+
. To this

end, we compute the Hessian matrix, denoted by H+, associated with this critical
point. The Taylor expansion of ϕ+ about

(
ζ, η
)

+
=
(
ζ+, η+

)
reads, up to the second

order,

ϕ+(ζ, η) = ϕ+

(
ζ+, η+

)
+

1

2

(
ζ − ζ+ η − η+

)
H+

(
ζ − ζ+

η − η+

)
, (D.8)

where the Hessian matrix H+ is hence defined by

H+ ≡




∂2ϕ+

∂ζ2

∣∣∣
(ζ,η)

+

∂2ϕ+

∂ζ∂η

∣∣∣
(ζ,η)

+

∂2ϕ+

∂η∂ζ

∣∣∣
(ζ,η)

+

∂2ϕ+

∂η2

∣∣∣
(ζ,η)

+


 . (D.9)

We now determine the eigenvalues and eigenvectors of the Hessian matrix H+.

D.2 Hessian matrix H+

We first rewrite the critical point
(
ζ, η
)

+
, given by (D.7b), in the form

(
ζ, η
)

+
=
(
ζ+ , η+

)
=
(√

1 + 2µ+ ,
√

1 + 2µ+

)
, (D.10)

where we introduced for convenience the dimensionless quantity µ+, defined by

µ+ ≡
~ω1

mv2
0

> 0 , (D.11)

where we used the fact that ω1 > 0 by assumption. Therefore, combining the
definition (D.9) of the Hessian matrix H+ with the expressions (D.5) and (D.10) of
ϕ+ and

(
ζ, η
)

+
, respectively, we get for H+

H+ =



− x2

t

2σ2
1

1+µ+

x2
t

2σ2
1

1+µ+

x2
t

2σ2
1

1+µ+
− x2

t

2σ2
1

1+µ+
− m2σ2v2

0

2~2
1+2µ+

1+µ+


 . (D.12)
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Its determinant and trace are given by (remember the definition (2.14) of the de
Broglie wavelength λ̄0)

det (H+) =
1

4

(
xt
λ̄0

)2
1 + 2µ+

(1 + µ+)2 , (D.13)

on which we clearly see in view of (D.11) that det (H+) 6= 0, so that the critical
point

(
ζ, η
)

+
is nondegenerate, and

Tr (H+) = −1

2

(
σ

λ̄0

)2
1 + 2µ+

1 + µ+

(1 + 2ε+) , (D.14)

where the quantity ε+ is defined by

ε+ ≡
1

1 + 2µ+

(
λ̄0xt
σ2

)2

> 0 . (D.15)

Combining (D.13) and (D.14) we get in particular that

√
Tr2 (H+)− 4 det (H+) =

1

2

(
σ

λ̄0

)2
1 + 2µ+

1 + µ+

√
1 + 4ε2+ . (D.16)

Let us now denote by λ(+)
± the two eigenvalues of the Hessian matrix H+, they

are given by

λ
(+)
± =

1

2

[
Tr (H+)±

√
Tr2 (H+)− 4 det (H+)

]

= −1

4

(
σ

λ̄0

)2
1 + 2µ+

1 + µ+

(
1 + 2ε+ ±

√
1 + 4ε2+

)
, (D.17)

and thus we can show that in the semiclassical regime these two eigenvalues satisfy

λ
(+)
± < 0 , (D.18)

Therefore, the Hessian matrix H+ is negative definite, which thus implies that the
function ϕ+(ζ, η) has a strict local maximum at the critical point

(
ζ, η
)

+
.

We now construct the two normalised (to unity) eigenvectors Λ
(+)
± of H+ associ-

ated with the two eigenvalues λ(+)
± :
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Λ
(+)
+ ≡


Λ

(+)
11

Λ
(+)
21


 =

1√
1 + δ2

+

(
1

δ+

)
(D.19)

and

Λ
(+)
− ≡


Λ

(+)
12

Λ
(+)
22


 =

1√
1 + δ2

−

(
δ−

1

)
, (D.20)

where δ+ and δ− are related to ε+ through

δ+ = − 1

2ε+

(
1−

√
1 + 4ε2+

)
(D.21)

and

δ− = −2ε+
1

1 +
√

1 + 4ε2+
. (D.22)

These two eigenvectors Λ
(+)
± are by construction normalised, and can be easily seen

to be orthogonal. We now construct the matrix Λ(+), formed with Λ
(+)
± as its column

vectors, that is in view of (D.19) and (D.20)

Λ(+) ≡
[
Λ

(+)
+ , Λ

(+)
−

]
=


Λ

(+)
11 Λ

(+)
12

Λ
(+)
21 Λ

(+)
22


 . (D.23)

The matrix Λ(+) is orthogonal, so that it satisfies

(
Λ(+)

)−1
=
(
Λ(+)

)T
, (D.24)

where the superscript T denotes the matrix transpose operation. Therefore, we
write the Hessian matrix H+ in the form

H+ = Λ(+)

(
λ

(+)
+ 0

0 λ
(+)
−

)
(
Λ(+)

)T
. (D.25)
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Now, note that in view of the definitions (2.14), (2.19) and (3.43) of λ̄0, xt and
tc, respectively, we can write

λ̄0xt
σ2

=
~(t− tc)
mσ2

, (D.26)

and hence we have within the semiclassical regime (5.1) that

λ̄0xt
σ2
� 1 . (D.27)

Combining the definition (D.15) of ε+ with (D.27) (and remembering in view of
(D.11) that µ+ > 0) we thus see that, within the frozen Gaussian regime, we have

ε+ � 1 . (D.28)

Therefore, in view of (D.28) we can expand the expressions (D.17), (D.19) and (D.20)
of the eigenvalues and eigenvectors of H+, and we get

λ
(+)
+ = −1

2

(
σ

λ̄0

)2
1 + 2µ+

1 + µ+

(
ε+ − ε2+ +O

(
ε4+
))

, (D.29a)

λ
(+)
− = −1

2

(
σ

λ̄0

)2
1 + 2µ+

1 + µ+

(
1 + ε+ + ε2+ +O

(
ε4+
))

, (D.29b)

Λ
(+)
+ ≡


Λ

(+)
11

Λ
(+)
21


 =

(
1

0

)
+ ε+

(
0

1

)
− ε2+

2

(
1

0

)
+


O

(
ε4+
)

O
(
ε3+
)


 , (D.29c)

Λ
(+)
− ≡


Λ

(+)
12

Λ
(+)
22


 =

(
0

1

)
− ε+

(
1

0

)
− ε2+

2

(
0

1

)
+


O

(
ε3+
)

O
(
ε4+
)


 . (D.29d)

We can now write explicitly the Taylor expansion (D.8) of the function ϕ+

about the critical point
(
ζ, η
)

+
. We first show, substituting (D.10) into (D.5), that

ϕ+

(
ζ+, η+

)
= 0. Therefore, combining (D.8) with (D.25) and (D.29), we get
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ϕ+(ζ, η) = −1

4

(
σ

λ̄0

)2
1 + 2µ+

1 + µ+

[
ε+ +O

(
ε3+
)] (

ζ − ζ+

)2

− 1

4

(
σ

λ̄0

)2
1 + 2µ+

1 + µ+

[
1 + ε+ +O

(
ε3+
)] (

η − η+

)2

+
1

4

(
σ

λ̄0

)2
1 + 2µ+

1 + µ+

[
ε+ +O

(
ε3+
)] (

ζ − ζ+

) (
η − η+

)
. (D.30)

Therefore, in view of the definition (D.3) of the dimensionless variables ζ and η, and
because by definition we have φ+(x̃, ṽ) = ϕ+(ζ, η) (Eq. (D.4)), we get from (D.30)
the following Taylor expansion of the function φ+(x̃, ṽ) around its point (x̃+, ṽ+) ≡(
xtζ+, v0η+

)
of strict local maximum:

φ+(x̃, ṽ) = − 1

4
(
σ

(+)
x̃

)2

(
x̃− xt

√
1 + 2µ+

)2

− 1

4
(
σ

(+)
ṽ

)2

(
ṽ − v0

√
1 + 2µ+

)2

+
1

4

(xt
σ

)2 1

xtv0

1

1 + ~ω1

mv2
0

[
1 +O

(
ε2+
)] (

x̃− xt
√

1 + 2µ+

)(
ṽ − v0

√
1 + 2µ+

)
,

(D.31)

where the quantities σ(+)
x̃ and σ(+)

ṽ are given by

σ
(+)
x̃ =

[
1 +O

(
ε2+
)]
σ

√
1 +

~ω1

mv2
0

, (D.32)

σ
(+)
ṽ =

[
1− ε+

2
+O

(
ε3+
)]
v0
λ̄0

σ

√√√√ 1 + ~ω1

mv2
0

1 + 2 ~ω1

mv2
0

. (D.33)

Therefore, combining these final results (D.31)-(D.33) with the expression (D.1)
of |h+(x̃, ṽ)|, we see that this latter is peaked around the point

(x̃+, ṽ+) =

(
xt

√
1 + 2

~ω1

mv2
0

, v0

√
1 + 2

~ω1

mv2
0

)
, (D.34)

the typical widths of the peak in the x̃- and ṽ-directions being characterised by σ(+)
x̃

and σ(+)
ṽ , respectively.



Appendix E

Gaussian aperture function

In this appendix we investigate the behaviour of the Husimi distribution (5.50) in
the phase space, and determine its critical points. We first construct dimensionless
variables ζ and η by rescaling the physical variables x̃ and ṽ with respect to xt and
v0, respectively, and we take (similarly to (D.3))

ζ ≡ x̃

xt
, (E.1a)

η ≡ ṽ

v0

. (E.1b)

We define the function H(ζ, η)1 by

H(ζ, η) ≡ H(fr)
AFM(x̃, ṽ, t) , (E.2)

and we now study the critical points of this function of the two dimensionless vari-
ables ζ and η. Replacing in view of (E.1) the physical variables x̃ and ṽ by the
dimensionless variables ζ and η in (5.50) hence yields for H(ζ, η) the expression

H(ζ, η) =
1

2

(1 + η)2

1 + 2Γ2 + η2
eϕg(ζ,η) , (E.3)

where the function ϕg is defined, in view of (5.48), by
1We drop for convenience the dependence on the (fixed) final time t of this new function.
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ϕg(ζ, η) ≡ φg(xtζ, v0η)

=
1

σ2

1

1 + 2Γ2 + η2

{[
η (xtζ − v0tη) + x0 − 2T0Γ2v0

]2 − m2σ4v2
0

4~2

(
η2 − 1

)2
}

− (xtζ − v0tη)2

σ2
− x2

0

σ2
− 2T 2

0 Γ2v2
0

σ2
. (E.4)

We first study this function ϕg(ζ, η).

E.1 Behaviour of ϕg(ζ, η)

Here we determine the critical points
(
ζ, η
)
of the function ϕg(ζ, η) defined by (E.4).

These critical points are defined through the conditions

∂ϕg

∂ζ

∣∣∣∣
(ζ,η)

= 0 and
∂ϕg

∂η

∣∣∣∣
(ζ,η)

= 0 . (E.5)

Differentiating (E.4) with respect to ζ, we see that the first condition in (E.5) pro-
duces a linear equation in both ζ and η, readily solved to get

ζ =
1

1 + 2Γ2

[
1 + 2Γ2v0 (t− T0)

xt

]
η . (E.6)

Differentiating now (E.4) with respect to η, we show that the second condition
in (E.5) is, after substitution of the expression (E.6) of ζ, equivalent to the following
polynomial equation in η:

(η − 1) η (η + 1)
(
η − i

√
3 + 4Γ2

)(
η + i

√
3 + 4Γ2

)
= 0 , (E.7)

from which we readily get the critical points of ϕg. In particular, we see on this
equation (E.7) that the variable η admits only 3 real critical values, given by

η = −1, 0, 1 , (E.8)

and thus substituting these three values (E.8) into (E.6) yields the following three
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real critical points of the function ϕg(ζ, η):

(
ζ, η
)(g)

0
=
(
ζ

(g)

0 , η
(g)
0

)
= (0, 0) , (E.9a)

(
ζ, η
)(g)

± =
(
ζ

(g)

± , η
(g)
±

)
=

(
± 1

1 + 2Γ2

[
1 + 2Γ2v0 (t− T0)

xt

]
, ±1

)
. (E.9b)

Finally, in view of the correspondences (E.1) and (E.4), we hence see that the real
critical points of the function φg(x̃, ṽ) of the physical variables x̃ and ṽ are

(
x̃

(g)
0 , ṽ

(g)
0

)
= (0, 0) , (E.10a)

(
x̃

(g)
± , ṽ

(g)
±

)
=

(
± 1

1 + 2Γ2

[
xt + 2Γ2v0 (t− T0)

]
, ±v0

)
, (E.10b)

these expressions being valid for an arbitrary Γ.
We now use these results for the function ϕg to study the function H(ζ, η), given

by (E.3).

E.2 Behaviour of H(ζ, η) for Γ� 1

We now analyse the structure of the function H(ζ, η), and thus must determine its
critical points

(
ζ, η
)
defined by

∂H
∂ζ

∣∣∣∣
(ζ,η)

= 0 and
∂H
∂η

∣∣∣∣
(ζ,η)

= 0 . (E.11)

Differentiating (E.3) with respect to ζ, we see that the first condition in (E.11) is
equivalent to

η = −1 or
∂ϕg

∂ζ

∣∣∣∣
(ζ,η)

= 0 , (E.12)

and thus, if η 6= −1, we know from (E.5) that ζ is here still related to η according
to (E.6), i.e.
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ζ =
1

1 + 2Γ2

[
1 + 2Γ2v0 (t− T0)

xt

]
η if η 6= −1 . (E.13)

Differentiating now (E.3) with respect to η yields

∂H
∂η

=
1 + η

1 + 2Γ2 + η2

[
1 + 2Γ2 − η
1 + 2Γ2 + η2

+
1 + η

2

∂ϕg

∂η

]
eϕg(ζ,η) , (E.14)

and thus we see that the second condition in (E.11) is equivalent to

η = −1 or
1 + 2Γ2 − η
1 + 2Γ2 + η2 +

1 + η

2

∂ϕg

∂η

∣∣∣∣
(ζ,η)

= 0 . (E.15)

Therefore, we see that the value η = −1 actually makes ζ undefined, as in this case
the two conditions (E.11) are actually equivalent. Therefore, we now suppose that
η 6= −1. In this case (E.13) is satisfied, and we show (in exactly the same way than
we obtained (E.7)) that

∂ϕg

∂η

∣∣∣∣
(ζ,η)

= −m
2σ2v2

0

2~2

(η − 1) η (η + 1)
(
η − i

√
3 + 4Γ2

) (
η + i

√
3 + 4Γ2

)

(1 + 2Γ2 + η2)
2 , (E.16)

if η 6= −1, and thus the second condition in (E.15) reads

m2σ2v2
0

4~2
(η − 1) η (η + 1)2

(
η − i

√
3 + 4Γ2

)(
η + i

√
3 + 4Γ2

)

+
(
η − 1− 2Γ2

) (
η2 + 1 + 2Γ2

)
= 0 if η 6= −1 . (E.17)

Therefore, we here have a 6−th order polynomial equation in η to solve to find the
critical points of the function H(ζ, η). It can be solved in the extreme case of a very
wide Gaussian aperture function, as we briefly discuss.

We now assume that Γ � 1, so that the particle is "almost free". Indeed, we
saw in section 5.1 that in the case where χ(τ) = 1 (i.e. for Γ = 0) the AFM
Husimi distribution is merely the frozen Gaussian Husimi distribution H(fr)

free given
by (5.18). Furthermore, we know that this latter admits the unique critical point
(xt, v0). Therefore, we now replace Γ by the small quantity δΓ in (E.17). A solution
η of this equation should thus be of the form η = 1 + δη, where δη is the first order
correction due to the small quantity δΓ. Neglecting all the second order terms hence
leads to a linear equation for δη, and solving it yields
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δη = 2
~tc
mσ2

~tc
mx2

0

δΓ2 . (E.18)

In terms of the physical variables, we hence get from (E.18), in view of (E.1b),

δṽ = 2v0
~tc
mσ2

~tc
mx2

0

δΓ2 . (E.19)

Therefore, this result (E.19) suggests that Gaussian-like barriers described by aper-
ture functions of the form (5.46) can induce a change of the expectation value of the
velocity of the particle. It is however worth emphasising that the velocity shift δṽ
predicted by (E.19) is very small in the semiclassical regime described by (5.1), as
we have in this case ~tc/mx2

0 � ~tc/mσ2 � 1.



Appendix F

The integral IC

In this appendix we show that the integral IC, defined by (5.67c), vanishes under
certain conditions. We recall that IC is defined by (5.67c), that is

IC = lim
R→+∞

[
iR

ˆ π

0

dθ eiθh
(
R eiθ

)]
. (F.1)

where in view of (5.58)-(5.59) the function h is given by

h(z) = hχ(z)e
Z0
z−z0

+
Z1
z−z1 , (F.2)

with

h =
v0 + ṽ

2σ
√
π

e
− 1

2(σ˜̄λ)
2− 1

2

(
σ
λ̄0

)2

. (F.3)

Assuming we can interchange the limit and the integral in (F.1), we get

IC =

ˆ π

0

dθ lim
R→+∞

[
iR eiθh

(
R eiθ

)]
, (F.4)

and thus, substituting the expression (F.2) of h(z) into (F.4) yields

IC = ih

ˆ π

0

dθ lim
R→+∞

[
R eiθχ

(
R eiθ

)
exp

(
Z0

R eiθ − z0

+
Z1

R eiθ − z1

)]
. (F.5)

We now exploit the limit R → +∞ to write in section F.1 an expansion of the
integrand of (F.5). Finally, we show in section F.2 that IC indeed vanishes if the
aperture function χ(z) satisfies a particular criterion.
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F.1 Taylor expansion

First note that we can write

Z0

z − z0

=
Z0

z

(
1− z0

z

)−1

=
Z0

z0

z0

z

(
1− z0

z

)−1

,

that is, for z = R eiθ,

Z0

R eiθ − z0

=
Z0

z0

z0

R eiθ

(
1− z0

R eiθ

)−1

, (F.6)

as well as

Z1

z − z1

=
Z1

z

(
1− z1

z

)−1

=
Z1

z1

z1

z

(
1− z1

z

)−1

,

that is, for z = R eiθ,

Z1

R eiθ − z1

=
Z1

z1

z1

R eiθ

(
1− z1

R eiθ

)−1

. (F.7)

In view of the limit R→ +∞1, we can thus write the Taylor expansions

(
1− z0

R eiθ

)−1

= 1 +
z0

R eiθ
+O

[( z0

R eiθ

)2
]
,

that is

z0

R eiθ

(
1− z0

R eiθ

)−1

=
z0

R eiθ
+O

[( z0

R eiθ

)2
]
. (F.8)

Combining (F.6) with (F.8) we hence get

Z0

R eiθ − z0

=
Z0

R eiθ
+O

[(
Z0

R eiθ

)2
]
. (F.9)

Similarly, we have
1To be more precise, we consider the limit where |z0/R| , |z1/R| � 1
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(
1− z1

R eiθ

)−1

= 1 +
z1

R eiθ
+O

[( z1

R eiθ

)2
]
,

that is

z1

R eiθ

(
1− z1

R eiθ

)−1

=
z1

R eiθ
+O

[( z1

R eiθ

)2
]
. (F.10)

Combining (F.7) with (F.10) we hence get

Z1

R eiθ − z1

=
Z1

R eiθ
+O

[(
Z1

R eiθ

)2
]
. (F.11)

Now, in view of (F.9) we have

exp

(
Z0

R eiθ − z0

)
=

+∞∑

n=0

1

n!

{
Z0

R eiθ
+O

[(
Z0

R eiθ

)2
]}n

,

and thus, since

{
Z0

R eiθ
+O

[(
Z0

R eiθ

)2
]}n

= O
[(

Z0

R eiθ

)n]
, ∀n ∈ N∗ ,

we have

exp

(
Z0

R eiθ − z0

)
= 1 +

Z0

R eiθ
+O

[(
Z0

R eiθ

)2
]
. (F.12)

Similarly, in view of (F.11) we have

exp

(
Z1

R eiθ − z1

)
=

+∞∑

n=0

1

n!

{
Z1

R eiθ
+O

[(
Z1

R eiθ

)2
]}n

,

and thus, since
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{
Z1

R eiθ
+O

[(
Z1

R eiθ

)2
]}n

= O
[(

Z1

R eiθ

)n ]
, ∀n ∈ N∗ ,

we have

exp

(
Z1

R eiθ − z1

)
= 1 +

Z1

R eiθ
+O

[(
Z1

R eiθ

)2
]
. (F.13)

Finally, combining (F.12) and (F.13) we get

exp

(
Z0

R eiθ − z0

+
Z1

R eiθ − z1

)
=

{
1 +

Z0

R eiθ
+O

[(
Z0

R eiθ

)2
]}

×
{

1 +
Z1

R eiθ
+O

[(
Z1

R eiθ

)2
]}

.

Therefore, since by definition of the O notation we can write

O
[(

Z0

R eiθ

)2
]

= O
[(

Z1

R eiθ

)2
]

= O
[
Z0Z1

(R eiθ)2

]
= O

[(
Z0 + Z1

R eiθ

)2
]
, (F.14)

we see that we have the following Taylor expansion of the exponential involved
in (F.5):

exp

(
Z0

R eiθ − z0

+
Z1

R eiθ − z1

)
= 1 +

Z0 + Z1

R eiθ
+O

[(
Z0 + Z1

R eiθ

)2
]
, (F.15)

which we now use to determine the restrictions that need to be imposed on the
aperture function χ in order to make the integral IC vanish.

F.2 Criterion on χ(z)

Substituting the expansion (F.15) into the expression (F.5) of IC yields

IC = ih

ˆ π

0

dθ lim
R→+∞

{
R eiθχ

(
R eiθ

)
(

1 +
Z0 + Z1

R eiθ
+O

[(
Z0 + Z1

R eiθ

)2
])}

.
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and thus we have

IC = ih

ˆ π

0

dθ lim
R→+∞

[
R eiθχ

(
R eiθ

)

+ (Z0 + Z1)χ
(
R eiθ

)
+ χ

(
R eiθ

)
O
(
Z0 + Z1

R eiθ

)]
. (F.16)

Therefore, we can readily see on (F.16) that a sufficient condition for this integral
IC to vanish is given by

lim
R→+∞

[
R eiθχ

(
R eiθ

)]
= 0 , (F.17)

or alternatively, using the O notation,

χ
(
R eiθ

)
= O

(
1

R eiθ

)
. (F.18)

Indeed, a direct consequence of (F.17) is that we also have

lim
R→+∞

[
χ
(
R eiθ

)]
= 0 , (F.19)

as well as

lim
R→+∞

[
χ
(
R eiθ

)
O
(
Z0 + Z1

R eiθ

)]
= 0 , (F.20)

and thus combining (F.16) with (F.17), (F.19) and (F.20) yields

IC = 0 . (F.21)

Therefore, the integral IC indeed vanishes under the condition that the aperture
function χ satisfies (F.17) (or, equivalently, (F.18)).



Appendix G

Upper bound for
∣∣∣I(−) + I(+)

∣∣∣

In this appendix we derive a relevant upper bound for
∣∣I(−) + I(+)

∣∣. first note that
from the triangle inequality we have

∣∣I(−) + I(+)
∣∣ 6

∣∣I(−)
∣∣+
∣∣I(+)

∣∣ , (G.1)

where, in view of the definitions (5.67a) and (5.67b) of I(−) and I(+), respectively,
we have, again from the triangle inequality,

∣∣I(−)
∣∣ 6
ˆ 0

−∞
dτ |h(τ)| (G.2)

and

∣∣I(+)
∣∣ 6
ˆ +∞

t

dτ |h(τ)| . (G.3)

We first write in section G.1 an upper bound for |h(τ)|. We then derive upper
bounds for

∣∣I(−)
∣∣ and

∣∣I(+)
∣∣ in sections G.2 and G.3, respectively. Finally, we give

in section G.4 the relevant upper bound of
∣∣I(−) + I(+)

∣∣. Some technical details are
deferred to the last two sections, sections G.5 and G.6.

G.1 Upper bound for |h(τ )|
We first recall that in view of (5.58)-(5.59) and the expression (5.13) of φ the function
h is given by
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h(τ) =
v0 + ṽ

2σ
√
π
χ(τ)eφ(τ) , (G.4)

Taking the modulus of (G.4) hence yields

|h(τ)| = v0 + ṽ

2σ
√
π
|χ(τ)|

∣∣eφ(τ)
∣∣ , (G.5)

as we are only interested in this region of the phase space detailed by (5.19), and
hence only consider positive values of ṽ. Note that

∣∣eφ(τ)
∣∣ = eRe[φ(τ)] , (G.6)

with, in view of the definition (5.13) of φ,

Re [φ(τ)] = −Re (αt−τ ) [x̃− ṽ(t− τ)]2 − Re (ατ ) (x0 + v0τ)2 , (G.7)

Therefore, combining (G.6) with (G.7) and the definition (2.18) of ατ , we write

∣∣eφ(τ)
∣∣ = fx̃, ṽ(τ) gx0, v0(τ) , (G.8)

where the functions fx̃, ṽ and gx0, v0 are defined by

fx̃, ṽ(τ) ≡ exp

{
−α0 [x̃− ṽ(t− τ)]2

1 +
4~2α2

0

m2 (t− τ)2

}
(G.9)

and

gx0, v0(τ) ≡ exp

[
−α0 (x0 + v0τ)2

1 +
4~2α2

0

m2 τ 2

]
. (G.10)

A detailed study of these two functions can be found in the last two sections, G.5
and G.6, of this appendix. Finally, combining (G.5) with (G.8), we get the following
upper bound for the modulus of hfr(τ):
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|h(τ)| = v0 + ṽ

2σ
√
π
|χ(τ)| fx̃, ṽ(τ) gx0, v0(τ) . (G.11)

The expression (G.11) is our starting point for deriving in sections G.2 and G.3
upper bounds of

∣∣I(−)
∣∣ and

∣∣I(+)
∣∣, respectively.

G.2 Upper bound for
∣∣I(−)

∣∣

First note that in view of (G.2) we have throughout this section

τ 6 0 . (G.12)

We now use the results of the sections G.5 and G.6 to obtain upper bounds of fx̃, ṽ(τ)

and gx0, v0(τ) for τ ∈ R−.
In view of (G.45), the function fx̃, ṽ(τ) admits the two stationary points





τ
(1)
x̃, ṽ = t− t̃

τ
(2)
x̃, ṽ = t+ m2

4~2α2
0 t̃

, (G.13)

where τ (1)
x̃, ṽ

(
τ

(2)
x̃, ṽ

)
corresponds to a local maximum (minimum) of fx̃, ṽ(τ). Since we

have both t > 0 and t̃ > 0, then τ (2)
x̃, ṽ > 0. However, note that τ (1)

x̃, ṽ can a priori be
either positive or negative, and thus, because it is a local maximum of fx̃, ṽ(τ), we
can write

fx̃, ṽ(τ) 6 fx̃, ṽ

[
min

(
0 , τ

(1)
x̃, ṽ

)]
, ∀τ ∈ R− , (G.14)

where

min(ξ1 , ξ2) ≡
{
ξ1 if ξ1 < ξ2

ξ2 if ξ2 < ξ1

(G.15)

denotes the minimum function. We now assume for concreteness that the observa-
tion time t actually satisfies the condition

t > t̃ , (G.16)

so that the stationary point τ (1)
x̃, ṽ assumes a definite sign, namely
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τ
(1)
x̃, ṽ > 0 , (G.17)

and thus we have

min
(

0 , τ
(1)
x̃, ṽ

)
= 0 . (G.18)

Combining (G.14) and (G.18) we get

fx̃, ṽ(τ) 6 fx̃, ṽ (0) , ∀τ ∈ R− ,

and thus, in view of the definitions (G.9) and (2.13) of fx̃, ṽ(τ) and α0, respectively,
we have, under the assumption (G.16) and in the semiclassical regime described by
the conditions (5.1),

fx̃, ṽ(τ) 6 exp

[
−1

2

(
x̃− ṽt
σ

)2
]

, ∀τ ∈ R− . (G.19)

Now, from (G.57) we know that the function gx0, v0(τ) admits the two stationary
points





τ
(1)
x0, v0 = − m2

4~2α2
0tc

τ
(2)
x0, v0 = tc

, (G.20)

where τ (1)
x0, v0

(
τ

(2)
x0, v0

)
corresponds to a local minimum (maximum) of gx0, v0(τ). By

assumption, the classical time tc is positive, and thus we have τ (1)
x0, v0 < 0 and τ (2)

x0, v0 >

0. Therefore, since τ (1)
x0, v0 is a local minimum of gx0, v0(τ) we can write

gx0, v0(τ) 6 max

[
lim

τ→−∞
gx0, v0(τ) , gx0, v0(0)

]
, ∀τ ∈ R− , (G.21)

where

max(ξ1 , ξ2) ≡
{
ξ1 if ξ1 > ξ2

ξ2 if ξ2 > ξ1

(G.22)

denotes the maximum function. In view of the definitions (G.10) and (2.13) of
gx0, v0(τ) and α0, respectively, we have
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gx0, v0(0) = e−
1
2(x0

σ )
2

, (G.23)

and also

lim
τ→−∞

gx0, v0(τ) = lim
τ→−∞

exp

(
−α0v

2
0τ

2

4~2α2
0

m2 τ 2

)
,

that is,

lim
τ→−∞

gx0, v0(τ) = e
− 1

2

(
σ
λ̄0

)2

. (G.24)

and thus, combining (G.21) with (G.23) and (G.24) we get

gx0, v0(τ) 6 max

[
e
− 1

2

(
σ
λ̄0

)2

, e−
1
2(x0

σ )
2
]

, ∀τ ∈ R− . (G.25)

Therefore, substituting the results (G.19) and (G.25) into (G.11) yields for |h(τ)|,
τ ∈ R−,

|h(τ)| 6 v0 + ṽ

2σ
√
π

exp

[
−1

2

(
x̃− ṽt
σ

)2
]

max

[
e
− 1

2

(
σ
λ̄0

)2

, e−
1
2(x0

σ )
2
]
|χ(τ)| , ∀τ ∈ R− .

(G.26)

Finally, combining the expression (G.26) with the inequality (G.2), we get the fol-
lowing upper bound for

∣∣I(−)
∣∣:

∣∣I(−)
∣∣ 6 v0 + ṽ

2σ
√
π

exp

[
−1

2

(
x̃− ṽt
σ

)2
]

max

[
e
− 1

2

(
σ
λ̄0

)2

, e−
1
2(x0

σ )
2
]ˆ 0

−∞
dτ |χ(τ)| .

(G.27)

G.3 Upper bound for
∣∣I(+)

∣∣

Noting now that in view of (G.3) we have throughout this section

τ > t , (G.28)



APPENDIX G. UPPER BOUND FOR
∣∣I(−) + I(+)

∣∣ 152

we use the results of the sections G.5 and G.6 to obtain upper bounds of fx̃, ṽ(τ)

and gx0, v0(τ) for τ ∈ [t,+∞].
In view of (G.46), we know that the stationary points τ (1)

x̃, ṽ and τ
(2)
x̃, ṽ of fx̃, ṽ(τ)

satisfy

τ
(1)
x̃, ṽ < t < τ

(2)
x̃, ṽ , (G.29)

and thus, since τ (2)
x̃, ṽ is a local minimum of fx̃, ṽ(τ) we can write

fx̃, ṽ(τ) 6 max

[
fx̃, ṽ(t) , lim

τ→+∞
fx̃, ṽ(τ)

]
, ∀τ ∈ [t,+∞] . (G.30)

In view of the definitions (G.9) and (2.13) of fx̃, ṽ(τ) and α0, respectively, we have

fx̃, ṽ(t) = e−
1
2( x̃σ )

2

, (G.31)

and also

lim
τ→+∞

fx̃, ṽ(τ) = lim
τ→+∞

exp

(
−α0ṽ

2τ 2

4~2α2
0

m2 τ 2

)
,

that is,

lim
τ→+∞

fx̃, ṽ(τ) = e−
1
2(σ˜̄λ)

2

. (G.32)

and thus, combining (G.30) with (G.31) and (G.32) we get

fx̃, ṽ(τ) 6 max

[
e−

1
2( x̃σ )

2

, e−
1
2(σ˜̄λ)

2
]

, ∀τ ∈ [t,+∞] . (G.33)

Now, from (G.58) we know that the stationary points τ (1)
x0, v0 and τ

(2)
x0, v0 of gx0, v0(τ)

satisfy

τ (1)
x0, v0

< 0 < τ (2)
x0, v0

. (G.34)

Furthermore, since τ (2)
x0, v0 = tc we actually have in view of the condition (3.44) that
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τ (2)
x0, v0

< t , (G.35)

and thus, because τ (2)
x0, v0 is a local maximum of gx0, v0(τ) we can write

gx0, v0(τ) 6 gx0, v0(t) , ∀τ ∈ [t,+∞] , (G.36)

Therefore, in view of the definitions (G.10) and (2.13) of gx0, v0(τ) and α0, respec-
tively, we have

gx0, v0(τ) 6 exp

[
−1

2

(
x0 + v0t

σ

)2
]

, ∀τ ∈ [t,+∞] . (G.37)

Therefore, substituting the results (G.33) and (G.37) into (G.11) yields for |h(τ)|,
τ ∈ [t,+∞],

|h(τ)| 6 v0 + ṽ

2σ
√
π

exp

[
−1

2

(
x0 + v0t

σ

)2
]

max

[
e−

1
2( x̃σ )

2

, e−
1
2(σ˜̄λ)

2
]
|χ(τ)| , (G.38)

for any τ ∈ [t,+∞]. Finally, combining the expression (G.38) with the inequal-
ity (G.3), we get the following upper bound for

∣∣I(+)
∣∣:

∣∣I(+)
∣∣ 6 v0 + ṽ

2σ
√
π

exp

[
−1

2

(
x0 + v0t

σ

)2
]

max

[
e−

1
2( x̃σ )

2

, e−
1
2(σ˜̄λ)

2
]ˆ +∞

t

dτ |χ(τ)| .

(G.39)

G.4 Upper bound for
∣∣I(−) + I(+)

∣∣

In this section we use the results obtained in the two previous sections, sections G.2
and G.3, to obtain an relevant upper bound for

∣∣I(−) + I(+)
∣∣. Substituting the upper

bounds (G.27) and (G.39) obtained for
∣∣I(−)

∣∣ and
∣∣I(+)

∣∣, respectively, into (G.1), we
get the following global upper bound for

∣∣I(−) + I(+)
∣∣ (remember the definition (4.4)

of xt):
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∣∣I(−) + I(+)
∣∣ 6 v0 + ṽ

2σ
√
π

{
exp

[
−1

2

(
x̃− ṽt
σ

)2
]

max

[
e
− 1

2

(
σ
λ̄0

)2

, e−
1
2(x0

σ )
2
]

×
ˆ 0

−∞
dτ |χ(τ)|+ exp

[
−1

2

(xt
σ

)2
]

max

[
e−

1
2( x̃σ )

2

, e−
1
2(σ˜̄λ)

2
]ˆ +∞

t

dτ |χ(τ)|
}

.

(G.40)

This result (G.40) has been obtained by assuming that the observation time t satisfies

t > t̃ . (G.41)

The actual values of the integrals involved in the right hand side of (G.40) must
then be computed, or estimated, for any particular example of aperture function
χ(τ).

G.5 Behaviour of fx̃, ṽ

In these last two sections we study the general behaviour of the two functions fx̃, ṽ(τ)

and gx0, v0(τ) introduced in section G.1. More explicitly, we want to determine their
senses of variation for τ ∈ R. This is indeed a simple approach to find upper bounds
for these two functions.

We begin with the function fx̃, ṽ(τ), which we recall is defined by (G.9), i.e.

fx̃, ṽ(τ) ≡ exp

{
−α0 [x̃− ṽ(t− τ)]2

1 +
4~2α2

0

m2 (t− τ)2

}
. (G.42)

The first step is here to find the stationary points of fx̃, ṽ, corresponding to the
particular value of τ for which the derivative f ′x̃, ṽ ≡ dfx̃, ṽ/dτ vanishes. Differentiat-
ing (G.42) with respect to τ yields

f ′x̃, ṽ(τ) = [ṽτ − (ṽt− x̃)]

[
4~2α2

0

m2
x̃τ −

(
4~2α2

0

m2
x̃t+ ṽ

)]
2α0fx̃, ṽ(τ)

[
1 +

4~2α2
0

m2 (t− τ)2
]2 .

(G.43)

Since α0 6= 0 by assumption, and fx̃, ṽ(τ) 6= 0, ∀τ ∈ R, we can readily see on (G.43)
that the derivative f ′x̃, ṽ(τ) admits two real roots, which me denote τ (1)

x̃, ṽ and τ
(2)
x̃, ṽ,

given by
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



τ
(1)
x̃, ṽ = t− x̃

ṽ

τ
(2)
x̃, ṽ = t+ m2

4~2α2
0

ṽ
x̃

. (G.44)

Substituting the definition (5.8) of t̃ in (G.44) we get





τ
(1)
x̃, ṽ = t− t̃

τ
(2)
x̃, ṽ = t+ m2

4~2α2
0 t̃

. (G.45)

Remember that by assumption x̃, ṽ > 0, and hence t̃ > 0. Therefore, a direct
consequence of their expressions (G.45) is that the two stationary points τ (1)

x̃, ṽ and
τ

(2)
x̃, ṽ satisfy

τ
(1)
x̃, ṽ < t < τ

(2)
x̃, ṽ . (G.46)

We now study the sign of f ′x̃, ṽ(τ) for τ ∈
]
τ

(1)
x̃, ṽ , τ

(2)
x̃, ṽ

[
. In view of (G.46), and

because τ (1)
x̃, ṽ and τ

(2)
x̃, ṽ are by construction the two only roots of f ′x̃, ṽ, this is equivalent

to merely studying the sign of f ′x̃, ṽ(t). From (G.43) and (G.42) we get

f ′x̃, ṽ(t) = −2α0x̃ṽ e−α0x̃2

, (G.47)

and thus, since by assumption α0, x̃, ṽ > 0,

f ′x̃, ṽ(t) < 0 . (G.48)

Therefore, we deduce from (G.48) that

f ′x̃, ṽ(τ) < 0 , ∀τ ∈
]
τ

(1)
x̃, ṽ , τ

(2)
x̃, ṽ

[
. (G.49)

We now determine the sign of f ′x̃, ṽ(τ) for τ /∈
[
τ

(1)
x̃, ṽ , τ

(2)
x̃, ṽ

]
. To do this, we study

the behaviour of f ′x̃, ṽ(τ) as τ → ±∞. From (G.43) and (G.42) we can write

lim
τ→±∞

f ′x̃, ṽ(τ) = lim
τ→±∞


ṽτ 4~2α2

0

m2
x̃τ

2α0(
4~2α2

0

m2

)2

τ 4

exp

(
−α0ṽ

2τ 2

4~2α2
0

m2 τ 2

)
 ,

that is
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lim
τ→±∞

f ′x̃, ṽ(τ) =
m2x̃ṽ

2~2α0

e
− m2ṽ2

4~2α0 lim
τ→±∞

(
1

τ 2

)
, (G.50)

and thus, since by assumption α0, x̃, ṽ > 0, and because 1/τ 2 > 0, ∀τ ∈ R∗,

lim
τ→±∞

f ′x̃, ṽ(τ) = 0+ . (G.51)

Therefore, because τ (1)
x̃, ṽ and τ (2)

x̃, ṽ are by construction the two only roots of f ′x̃, ṽ we
deduce from (G.51) that

f ′x̃, ṽ(τ) > 0 , ∀τ /∈
[
τ

(1)
x̃, ṽ , τ

(2)
x̃, ṽ

]
. (G.52)

Combining the results (G.49) and (G.52), we hence see that the function fx̃, ṽ(τ)

has the following behaviour:





fx̃, ṽ(τ) increasing , ∀τ ∈
]
−∞ , τ

(1)
x̃, ṽ

]

fx̃, ṽ(τ) decreasing , ∀τ ∈
[
τ

(1)
x̃, ṽ , τ

(2)
x̃, ṽ

]

fx̃, ṽ(τ) increasing , ∀τ ∈
[
τ

(2)
x̃, ṽ , +∞

[
. (G.53)

G.6 Behaviour of gx0, v0

We now consider the function gx0, v0(τ), which we recall is defined by (G.10), i.e.

gx0, v0(τ) ≡ exp

[
−α0 (x0 + v0τ)2

1 +
4~2α2

0

m2
τ 2

]
. (G.54)

Here again, we first need to find the stationary points of gx0, v0 , for which the deriva-
tive g′x0, v0

≡ dgx0, v0/dτ vanishes. Differentiating (G.54) with respect to τ yields

g′x0, v0
(τ) = (x0 + v0τ)

(
4~2α2

0

m2
x0τ − v0

)
2α0gx0, v0(τ)
(

1 +
4~2α2

0

m2 τ 2
)2 . (G.55)

Since α0 6= 0 by assumption, and gx0, v0(τ) 6= 0, ∀τ ∈ R, we can readily see on (G.55)
that the derivative g′x0, v0

(τ) admits two real roots, which me denote τ (1)
x0, v0 and τ

(2)
x0, v0 ,

given by
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



τ
(1)
x0, v0 = m2

4~2α2
0

v0

x0

τ
(2)
x0, v0 = −x0

v0

, (G.56)

that is, with the definition (3.43) of tc,





τ
(1)
x0, v0 = − m2

4~2α2
0tc

τ
(2)
x0, v0 = tc

. (G.57)

Because tc > 0 by assumption, we deduce from (G.57) that the two stationary points
τ

(1)
x0, v0 and τ (2)

x0, v0 satisfy

τ (1)
x0, v0

< 0 < τ (2)
x0, v0

. (G.58)

We now study the sign of g′x0, v0
(τ) for τ ∈

]
τ

(1)
x0, v0 , τ

(2)
x0, v0

[
. In view of (G.58),

and because τ (1)
x0, v0 and τ (2)

x0, v0 are by construction the two only roots of g′x0, v0
, this is

equivalent to merely studying the sign of g′x0, v0
(0). From (G.55) and (G.54) we get

g′x0, v0
(0) = −2α0x0v0 e−α0x2

0 , (G.59)

and thus, since by assumption α0, v0 > 0 and x0 < 0,

g′x0, v0
(0) > 0 . (G.60)

Therefore, we deduce from (G.60) that

g′x0, v0
(τ) > 0 , ∀τ ∈

]
τ (1)
x0, v0

, τ (2)
x0, v0

[
. (G.61)

We now determine the sign of g′x0, v0
(τ) for τ /∈

[
τ

(1)
x0, v0 , τ

(2)
x0, v0

]
. To do this, we

study the behaviour of g′x0, v0
(τ) as τ → ±∞. From (G.55) and (G.54) we can write

lim
τ→±∞

g′x0, v0
(τ) = lim

τ→±∞


v0τ

4~2α2
0

m2
x0τ

2α0(
4~2α2

0

m2

)2

τ 4

exp

(
−α0v

2
0τ

2

4~2α2
0

m2 τ 2

)
 ,

that is
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lim
τ→±∞

g′x0, v0
(τ) =

m2x0v0

2~2α0

e
− m2v2

0
4~2α0 lim

τ→±∞

(
1

τ 2

)
, (G.62)

and thus, since by assumption α0, v0 > 0, x0 < 0 and because 1/τ 2 > 0, ∀τ ∈ R∗,

lim
τ→±∞

g′x0, v0
(τ) = 0− . (G.63)

Therefore, because τ (1)
x0, v0 and τ (2)

x0, v0 are by construction the two only roots of g′x0, v0

we deduce from (G.63) that

g′x0, v0
(τ) < 0 , ∀τ /∈

[
τ (1)
x0, v0

, τ (2)
x0, v0

]
. (G.64)

Combining the results (G.61) and (G.64), we hence see that the function gx0, v0(τ)

has the following behaviour:





gx0, v0(τ) decreasing , ∀τ ∈
]
−∞ , τ (1)

x0, v0

]

gx0, v0(τ) increasing , ∀τ ∈
[
τ (1)
x0, v0

, τ (2)
x0, v0

]

gx0, v0(τ) decreasing , ∀τ ∈
[
τ (2)
x0, v0

, +∞
[

. (G.65)
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