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STABILITY OF CASCADE NETWORKS VIA FLUID MODELS

ROSARIO DELGADO1 AND EVSEY MOROZOV2

Abstract. The fluid approach is applied to find stability conditions of a two-
station cascade network (customers that are awaiting service at the the first
queue can move to the second station, whenever it is free, to be served there
immediately, but the opposite is not allowed). Each station is fed by a renewal
input with general i.i.d. inter-arrival times and general i.i.d. service times
(possibly different in the two stations). Then the stability analysis is extended
to two classes of cascade networks with an arbitrary number N ≥ 2 of stations.
In type-I network, an awaiting customer from the queue i jumps to (free) station
i+ 1 only, while in type-II network, station j = 2, . . . , N can help any previous
station 1, . . . , j − 1 .

1. Introduction

In this paper, we first consider a basic queueing network consisting of two
single-server infinite-capacity stations, where stations have independent general
renewal inputs and i.i.d. general service times. Both inter-arrival time and ser-
vice time distributions are (possibly) different in the two stations. Whenever
the 2nd station becomes empty while customers are awaiting service at the 1st
queue (that is, the server at station 1 is busy and there are customers waiting
to be served at the queue of the 1st station), one customer jumps from the 1st
queue to the 2nd station to be served there. However, the 1st station is unable
to support the 2nd in the same manner. For this reason the system is called
cascade ([20]). Then we extend analysis to cascade networks with N ≥ 3 stations
and two different types of interactions between stations. The recent paper [20]
contains a detailed motivation of importance of such cascade models, and also
a comprehensive survey of the existing literature on this topic including various
applications. For this reason, in the following discussion we will only deal with
major issues addressed in [20].

Cascade queueing networks are related with systems with flexible servers, where
a server may transfer some service capacity to accommodate workload accumu-
lated in another server. Such networks with flexible servers have been studied,
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2 ROSARIO DELGADO1 AND EVSEY MOROZOV2

for instance, in [3, 13, 17, 22, 26]. Related to this is the concept of cross-trained
servers, whereby some servers can serve a reduced set of customers types, whereas
others accept all types [1, 2, 23, 24]. These schemes can be used to model a variety
of real-life systems, including service centers, production systems, computer net-
works with rescheduling of jobs, and parallel computing systems where processors
have overlapping capabilities [5]. There are also manufacturing applications in
which machines may have differing primary functions although some overlapping
secondary ones.

It is worth noting that the focus of the most related papers has been to es-
tablish an optimal server allocation to minimize a cost function. However, much
less attention has been devoted to obtaining stability conditions. Some works
study (sub)optimal scheduling disciplines in multi-class systems under heavy traf-
fic regime (see [4, 6, 15, 18, 22] and references therein). In these papers the
boundary of the stability region is defined based on the resource pooling (RP) or
complete resource pooling (CRP) assumption. Such an assumption is formulated
as a requirement that the input rate in a pool of servers must be less than (RP)
or equal to (CRP) the maximal service rate of the pool, but concrete service rates
are not specified there. At the same time, as papers [14] and [20] show, it is not
a trivial problem in general, to find a condition for service rates which delimit
the stability region (in terms of predefined parameters).

We also mention closely related work [25], where stability analysis of a two-
server system operating as our cascade model is studied. The main difference
is that in [25] customers arrived to station 1 have (non-preemptive) priority to
be served by server 2, provided the queue in server 1 exceeds some threshold
C ≥ 0. To solve stability problem, the author adopts an augmented fluid flow
approach because he states that traditional fluid analysis of [9] cannot capture
the whole behavior of the system. (However, as it is shown in [20], the stability
condition found in [25] is not tight.) Another closely related system is studied in
the mentioned above paper [6]. It turns out to be that the RP assumption used
in [6] to delimit the stability region is exactly the stability condition obtained in
[20] by the regenerative method for the model with Poisson input to 1st station.
In the present paper, the same result is proved by using the fluid limit approach
but for general (unbounded and spread-out) i.i.d. inter-arrival and general i.i.d
service times.

As an important source of motivation for our research we mention [14], where
stability analysis of a particular case of our basic model is carried out, by using
standard Foster’s type arguments through a rather complicated proof. In general,
stability analysis of cascade networks is not a trivial matter, and so far this ques-
tion has been solved only for two-station systems, by using different techniques
including the regenerative method, the augmented fluid approach and (in the
Markovian setting) Foster’s type arguments. We note that the developed proofs
are not simple in general, and it is not obvious how to extend them beyond the
two-station cascade networks.
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STABILITY OF CASCADE NETWORKS VIA FLUID MODELS 3

Thus, the main motivation of this research has been to develop stability analysis
that could be applied to general N -station cascade networks, N ≥ 2. Foremost
we develop stability analysis of a two-station cascade network. More exactly,
we find conditions under which the underlying Markov process describing the
network dynamics is positive Harris recurrent, and see that match those known
([6, 20]). For our stability analysis we use conventional fluid model approach.
Although it is known that a state-dependent service discipline can be a source of
problems when applying fluid stability analysis (see [7]), a deeper insight allows
us to apply this approach to the general N−station situation, in spite of this
difficulty, which in fact is present in our model.

Following [9], we first establish the stability of the fluid limit model associated
to the queueing network, which allows to transform the initial stochastic problem
into a (related) deterministic one. The stability of the fluid limit model means
that, regardless of the initial state, the fluid limit of the queue-size process reaches
zero in a finite time interval, and stays there from that time forward. In the
paper [9], functional laws of large numbers for the renewal processes or, in other
words, hydrodynamic scaling by the increasing value of the initial state, are used
to obtain the stability of the fluid limit model via the solution of a Skorokhod
problem. At that, the choice of an appropriate Lyapunov function is the key point
of analysis. This paper gives an example of application of this methodology to
an unconventional model.

We note that the fluid approach and the regenerative method are not equiva-
lent stability analysis methods because, in general, they use different assumptions
and lead to slightly different conclusions. For instance, regenerative approach es-
tablishes that the stability condition in Theorem 1 below is the stability criterion,
while the fluid analysis only can show that it is a sufficient condition. (A detailed
discussion on this topic is can be found in [20].)

The crucial fact in the proof of main Theorem 1 is that the fluid limit of the
workload process turns out to be part of a solution of a linear Skorokhod Problem,
while in [9] a similar fact for the fluid limit of the queue-size process, is used
instead. As mentioned in [12], the workload process seems to be better adapted
to the use of the methodology of the Skorokhod Problem than the queue-size
process. On the other hand, as said before, the adequate choice of the Lyapunov
function, which always has a simple form in our models, also plays an important
role in the proofs.

The organization of the paper is as follows. In Section 2 we introduce main
notations and definition of the Skorokhod Problem. Section 3 introduces the
basic two-station cascade queueing network we deal with, and the queueing net-
work equations that govern the processes associated to the network. Section 4 is
devoted to the study of the stability of such a network. In particular, Section 4.1
introduces the fluid limit model associated to the network as well as the defini-
tions of the fluid limit and the stability of the fluid limit model, and in Section 4.2
we state and prove main Theorem 1. In Sections 5, 6 we extend the stability
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4 ROSARIO DELGADO1 AND EVSEY MOROZOV2

analysis to N -station cascade networks. Actually, we handle with two different
generalizations of the basic two-station cascade system to more than two stations.
In Section 5, we consider a three-station model, in which station i can only help
strictly preceding station i − 1, i = 2, 3. Then we generalize this model for N
stations and call it type I-cascade network. In section 6 we study the following
N -station type-II cascade network: if station j becomes idle, j = 2, . . . , N , it can
handle a customer that is waiting at any of the non-empty queues 1, . . . , j − 1 .
This study is also based on a detailed analysis of the three-station case.

2. Notations and basic definitions

In this section, we introduce main notations and definitions. Vector (in)equal-
ities are interpreted component-wise. For any integer d ≥ 1, let Rd

+ = { v ∈ Rd :
v ≥ 0 } and Zd+ = { v = (v1, . . . , vd) ∈ Rd : vi ∈ Z+ } . We denote by I the
identity matrix (of the corresponding dimension). For a vector v = (v1, . . . , vd) ,

let |v| =
∑
i

|vi| . We say that a sequence of vectors {vn} converges to a vec-

tor v if |vn − v| → 0, n → ∞, and denote it as lim
n→∞

vn = v . (This conver-

gence is equivalent to the convergence in the component-wise sense.) For n ≥ 1,
let φn : [0, ∞) → Rd be right continuous functions having limits on the left on
(0, +∞), and let function φ : [0, +∞) → Rd be continuous. We say that φn

converges to φ as n→∞ uniformly on compacts (u.o.c.) if for any T ≥ 0,

||φn − φ||T
def
= sup

t∈[0,T ]
|φn(t)− φ(t)| −→ 0 ,

and write it as lim
n→∞

φn = φ . If function φ is differentiable at a point s ∈ (0, ∞)

then s is a regular point of φ, and we denote the derivative by φ̇(s). We denote
a process X = {X(t), t ≥ 0} as Xx if X(0) = x.

Definition. Let d ≥ 1 and R be a d×d matrix, x ∈ Rd
+ and X be a d−dimensional

stochastic process defined on some probability space with continuous paths and
X(0) = 0. We say that the pair of d−dimensional stochastic processes (W, Y )
with continuous paths and defined on the same probability space is a solution
of the Skorokhod problem associated to the process X with initial state x and
reflection matrix R in the orthant Rd

+ if

(i) W (t) ∈ Rd
+ for all t ≥ 0 ,

(ii) W (t) = x+X(t) +RY (t) with probabilty 1 (w.p.1) , t ≥ 0 ,
(iii) Y has non− decreasing paths on [0, +∞) and

Yj(0) = 0 and Yj increases only when Wj = 0, that is :∫∞
0
Wj(t) d Yj(t) = 0, j = 1, . . . , d .

(The deterministic version of the Skorokhod problem is also known as dynamic
complementarity problem [9].)
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STABILITY OF CASCADE NETWORKS VIA FLUID MODELS 5

Remark 1. In the one-dimensional case, for any given initial state x, the solution
of the Skorokhod problem with reflection matrix R exists if R > 0 (Theorem I.1.2
[16]). In the d−dimensional case, an assumption on matrix R is known implying
strong path-wise uniqueness of the solution (see condition (II) in Proposition 4.2
[27] or condition (HR) in [12], for technical details). In our models R = I, and
this assumption is trivially satisfied.

3. The two-station cascade queueing network

In this section, we describe the two-station cascade queueing network in de-
tail. Each station has an infinite-capacity buffer for awaiting customers who
arrive from outside. As soon as station 2 becomes free, an awaiting customer
at buffer of station 1 (if any) switches to station 2 and starts service immedi-
ately. We call class-i exogenous customers who arrive at station i = 1, 2, and
class-(1, 2) customers jumping from station 1 to station 2. (For stability analysis,
it does not matter which class-1 customer makes the jump becoming a class-
(1, 2) customer.) In what follows, we use index i (respectively, double index 1, 2)
to denote the quantities related to class-i (respectively, class-(1, 2)) customers.
Let {ξi(j), j ≥ 2} be the i.i.d. inter-arrival times of class-i customers (i = 1, 2)
and let {ηk(j), j ≥ 2} be the i.i.d. service times of class-k customers, k =
1, 2, (1, 2). All sequences are assumed to be mutually independent. We will omit
corresponding index to denote a generic element of an i.i.d sequence. The residual
arrival time ξi(1) of the first class-i customer, entering the network after instant
0, is independent of {ξi(j), j ≥ 2}, i = 1, 2. Also the residual service time ηk(1)
of a class-k customer initially being served is independent of {ηk(j), j ≥ 2}, and
ηk(1) =st ηk if class k is initially empty, k = 1, 2, (1, 2) (=st means stochastic
equality.)

As depicted in Fig. 1, we introduce the arrival rate λi = 1/Eξi of class-i
customers ( i = 1, 2) and the mean service time mk = Eηk of class-k customers
with the rate µk = m−1k , k = 1, 2, (1, 2).

µ1
λ1

µ2
λ2

µ1,2

station 1

station 2

Figure 1. A cascade network with two stations

Define the 3-dimensional diagonal matrix M with entries m1, m2, m1,2, re-
spectively. We impose the following standard conditions (see [9]):

E ηk <∞, k = 1, 2, (1, 2);(1)
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6 ROSARIO DELGADO1 AND EVSEY MOROZOV2

E ξi <∞, i = 1, 2;(2)

P(ξi ≥ x) > 0, i = 1, 2; for any x ∈ [0, ∞).(3)

Also we assume that inter-arrival times are spread out, that is some integers
ri > 1 and functions fi ≥ 0 with

∫∞
0
fi(y) dy > 0 exist such that

P
(
a ≤

ri∑
`=2

ξi(`) ≤ b
)
≥
∫ b

a

fi(y) dy, for any 0 ≤ a < b, i = 1, 2.(4)

We assume that customers waiting in queue at each station are processed in a
head-of-the-line (HL) and work-conserving (or non-idling) discipline: a server is
never idle when there are some customers at the station. In our case this means
that server at station 1 is never idle if there are waiting class-1 customers, and
server at station 2 is never idle if there are customers waiting at any buffer. We
also assume that the queueing discipline is non-preemptive.

Now we introduce the primitives E, S, Υ describing the queueing network:
The exogenous arrival process E = {E(t) := (E1(t), E2(t)), t ≥ 0}, where

Ei(t) = max
{
n ≥ 1 :

n∑
`=1

ξi(`) ≤ t
}

is the total number of class-i arrivals in interval [0, t], i = 1, 2 .
The process of served customers S = {S(t) := (S1(t), S2(t), S1,2(t)), t ≥ 0},

where the renewal process

Sk(t) = max
{
n ≥ 1 :

n∑
`=1

ηk(`) ≤ t
}
,

is the total number of class-k customers served in [0, t] if the server devotes all
time to class k. (By definition, max ∅ = 0).

Finally, define the cumulative service time process

Υ = {Υ(n) := (Υ1(n1), Υ2(n2), Υ1,2(n1,2)), n := (n1, n2, n1,2) ∈ N3} ,
where

Υk(nk) =

nk∑
`=1

ηk(`)

is the cumulative service time of the first nk class-k customers. Note that Sk(t) =
max{n ≥ 1 : Υk(n) ≤ t} and that E(0) = S(0) = Υ(0) = 0 by definition.

Now we introduce the descriptive processes which will be used to measure the
performance of the networks. Let Ak(t) be the number of class-k effective arrivals
in interval [0, t], k = 1, 2, (1, 2). More exactly, A1(t) equals the number of class-1
arrivals which did not jump to station 2 in interval [0, t]. Thus, the total number
of (external) arrivals in [0, t] to the 1st station equals A1(t) +A1,2(t). Let Dk(t)
be the number of class-k departures (from the system) in interval [0, t], and
let Zk(t) be the number of class-k customers in the network (in queue or being
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STABILITY OF CASCADE NETWORKS VIA FLUID MODELS 7

served) at time t, k = 1, 2, (1, 2). We assume that initial number of customers
Z(0) = (Z1(0), Z2(0), Z1,2(0)) is arbitrary and independent of all above given
quantities. Note that Z1,2(t) ∈ {0, 1}, t ≥ 0. Also let Tk(t) be the total service
time devoted to class-k customers in interval [0, t], that is

T1(t) =

∫ t

0

1{Z1(u)≥1} du, T2(t) =

∫ t

0

1{Z2(u)≥1 , Z1,2(u)=0} du,

T1,2(t) =

∫ t

0

1{Z1,2(u)=1} du.

where 1{A} denotes indicator function. For j = 1, 2, let Wj(t) be the (remaining)
workload at station j at instant t, and Yj(t) be the idle time of server j in interval
[0, t]. Now we consider the following processes

A = {A(t) := (A1(t), A2(t), A1,2(t)), t ≥ 0},
D = {D(t) := (D1(t), D2(t), D1,2(t)), t ≥ 0},
Z = {Z(t) := (Z1(t), Z2(t), Z1,2(t)), t ≥ 0},
T = {T (t) := (T1(t), T2(t), T1,2(t)), t ≥ 0},
W = {W (t) := (W1(t),W2(t)), t ≥ 0},
Y = {Y (t) := (Y1(t), Y2(t)), t ≥ 0}.

(In general, these processes depend on the accepted service discipline.) Also
processes A, D, T and Y are nondecreasing and satisfy initial conditions A(0) =
D(0) = T (0) = Y (0) = 0. Moreover, the following queueing network equations
hold for t ≥ 0:

A1(t) = E1(t)− A1,2(t) , A2(t) = E2(t),(5)

Z(t) = Z(0) + A(t)−D(t) ,(6)

Dk(t) = Sk (Tk(t)), k = 1, 2, (1, 2) ,(7)

T1(t) + Y1(t) = t , (T2(t) + T1,2(t)) + Y2(t) = t ,(8) ∫ ∞
0

Wj(t) d Yj(t) = 0 j = 1, 2 ,(9)

W1(t) = Υ1(Z1(0) + A1(t))− T1(t) ,(10)

W2(t) = Υ2(Z2(0) + A2(t))

+ Υ1,2(Z1,2(0) + A1,2(t))− (T2(t) + T1,2(t)) ,(11)

D1,2(t) ≤ A1,2(t) ≤ D1,2(t) + 1.(12)

Equations (5)–(11) are self-explained, while the inequalities (12) hold because
Z1,2(·) ∈ {0, 1}. By HL service discipline, we have additional relations

Υk(Dk(t)) ≤ Tk(t) < Υk(Dk(t) + 1) , k = 1, 2, (1, 2), t ≥ 0.(13)
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8 ROSARIO DELGADO1 AND EVSEY MOROZOV2

Below we consider the following (basic) Markov process Ψ:=
(
A, D, T, Z, W, Y

)
.

Remark 2. The previous equations do not specify the service discipline. For each
particular HL discipline there exists at least one more queueing network equation.
For instance, since server at station 2 cannot be idle if there are customers waiting
in buffer 1 the following additional equation (not use below, however) holds∫ ∞

0

ν1(t) d Y2(t) = 0,

where ν1(t) is the number of customers in buffer 1 at instant t .

4. Stability analysis of the two-station cascade queueing
network

By definition, a queueing network is stable if its associated underlying Markov
process is positive Harris recurrent (see [7], [9] for details). The main criterion
of the positive Harris recurrence is the limit Theorem 3.1 in [9], which borrows
from Theorem 2.1(ii) [19]. To make it practical, we will apply the standard
fluid approximation, which is based on the fluid limit model associated with the
queueing network. It is known that the queueing network is stable (that is, the
limit in Theorem 3.1 [9] holds) whenever the corresponding fluid limit model is
stable (see Theorem 4.2 in [9]). (The definition of stability is given in Definition 3
below.) Thus, to prove stability of the network, it is enough to establish stability
of the associated fluid limit model.

Without loss of generality, we may assume that the fluid limits of the initial
remaining inter-arrival times and the initial remaining service times (for each
class of customers) both are zero (see [8] or Lemma 5.3 in [9]).

4.1. The fluid limit model. Next proposition is similar to Theorem 4.1 [9] (see also
Lemma 3.1 in [11]).

Lemma 1. For almost all sample paths and any sequence of initial states {zn} ⊂
Z3

+ with limn→∞ |zn| =∞, there are a subsequence {znj
} ⊆ {zn} with limj→∞ |znj

|
= ∞, a vector z̄ ∈ R3

+, and a stochastic process Ψ̄ = (Ā, D̄, T̄ , Z̄, W̄ , Ȳ ) such
that the following u.o.c. fluid limit exists

lim
j→∞

1

|znj
|

Ψznj (|znj
|t) := Ψ̄(t), t ≥ 0,(14)

where Z̄(0) = z̄ . Furthermore, the components of Ψ̄ satisfy the following (deter-
ministic) equations:

Ā1(t) = λ1 t− Ā1,2(t) , Ā2(t) = λ2 t,(15)

Z̄(t) = z̄ + Ā(t)− D̄(t),(16)

D̄(t) = M−1 T̄ (t) ,(17)
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T̄1(t) + Ȳ1(t) = t , (T̄2(t) + T̄1,2(t)) + Ȳ2(t) = t ,(18) ∫ ∞
0

W̄j(t) d Ȳj(t) = 0 j = 1, 2 ,(19)

W̄1(t) = m1 (z̄1 + Ā1(t))− T̄1(t) ,(20)

W̄2(t) = m2 (z̄2 + Ā2(t)) +m1,2 (z̄1,2 + Ā1,2(t))− (T̄2(t) + T̄1,2(t)) ,(21)

Ā1,2(t) = D̄1,2(t) .(22)

In addition, for any 0 ≤ s ≤ t,

0 ≤ T̄k(t+ s)− T̄k(s) ≤ t, k = 1, 2, (1, 2) .(23)

Proof. As in [9], we apply the (functional) Strong Law of Large Numbers to
renewal processes to obtain (u.o.c) limits (for i = 1, 2 and k = 1, 2, (1, 2)):

E
znj

i (|znj
|t)/|znj

| −→ λit, S
znj

k (|znj
|t)/|znj

| −→
µk t,Υk([|znj

| t])/|znj
|| −→ mk t, j −→∞,

w. p. 1. Then equations (15), (16), (18)–(21) follow directly from (5), (6),
(8)–(11), respectively. Moreover, (17) and (22) follow from (7), (12) and the
convergence

(24) lim
j→∞

D
znj

k (|znj
| t)

|znj
|

= lim
j→∞

S
znj

k

(
T
znj

k (|znj
| t)
)

|znj
|

= µk T̄k(t) = D̄k(t) .

Note that the existence of the process T̄ = {T̄ (t)} with

T̄ (t) := lim
j→∞

T znj (|znj
| t)

|znj
|

(u.o.c.)

is based on the inequalities T znj (|znj
| t) ≤ |znj

| t and

T znj (|znj
| t)

|znj
|

−
T znj (|znj

| s)
|znj
|

≤ t− s, 0 ≤ s ≤ t

(see also [9]). We also note that equation (17) comes from (7) (by (24)), or from
(13). �

Remark 3. Fluid model equations (15)-(22) may not have in general a unique
solution and can be treated as the “limit” of the corresponding queueing network
equations (see Section 4.3 in [7]). Any limit

(
z̄, Ψ̄

)
in (14) is called a fluid limit

associated to the queueing network (see [9]). Thus, Proposition 1 states that any
fluid limit satisfies the fluid model equations (15)-(22), and also (23).
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Definition ([7], [9]). The fluid limit model associated to a queueing network is
stable if the component Z̄ of any fluid limit

(
z̄, Ψ̄

)
satisfies condition

Z̄(t) = 0 for all t ≥ t1 |z̄|(25)

for some constant t1 ≥ 0 (depending on the input and service rates only).

Because zn := (z
(1)
n , z

(2)
n , z

(1,2)
n ) with z

(1,2)
nj ∈ {0, 1}, then w. p. 1

Z̄1,2(0) = z̄1,2 = lim
j→∞

1

|znj
|
Z
znj

1,2 (0) = lim
j→∞

1

|znj
|
z(1,2)nj

= 0,

while limj→∞ |znj
| =∞ . By the same reason,

Z̄1,2(t) = 0, t ≥ 0 .(26)

(The latter can also be obtained if we substitute D̄1,2(t) from (16) to (15) and
use equalities (22) and z̄1,2 = 0.) Finally, (20), (21), (16), (17) and (26) imply

W̄1(t) = m1 Z̄1(t),(27)

W̄2(t) = m2 Z̄2(t) +m1,2 Z̄1,2(t) = m2 Z̄2(t), t ≥ 0.(28)

Thus Z̄ can be expressed in terms of W̄ as

Z̄1(t) = µ1 W̄1(t), Z̄2(t) = µ2 W̄2(t), t ≥ 0 .(29)

This property has been introduced and studied in the context of the fluid limits
in [12] and is known as state space collapse (in fluid limits). It is shown in [12]
that expression (29), which is a kind of condition traditionally appearing in rela-
tion with heavy-traffic limit theorems, is a sufficient condition for the stability of
the so-called subcritical multi-class queuing network with feedback and a work-
conserving HL service discipline, provided that its associated linear Skorokhod
problem is stable.

Remark 4. Relation (25) corresponds to a strong stability. Weaker notions may
also be of interest (see, for instance, [8]). In particular, the fluid limit model
associated with the queueing network is weakly stable if Z̄(t) ≡ 0 when z̄ = 0.
The path-wise stability means that w. p. 1, D̄(t) = Ā(t) + z̄ . It is obvious that
(strong) stability implies both weak and path-wise stability.

4.2. The stability analysis. In this section we present a stability result for the
original two-station cascade network. It has been mentioned in the Introduction,
that stability condition (30) (in Theorem 1 below) was proved in [20] for the
model with Poisson input to 1st station and a general renewal input to the 2nd
station. At that the unboundedness and spread-outness of the inter-arrival times
(to the 2nd station) are not required in [20]. The discrepancy is caused by the
different approaches used. In particular, regenerative methodology used in [20]
requires to construct synchronized regenerations of the merged input stream to
the network. Note that the regenerative analysis in [20] covers arbitrary initial
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conditions and allows to show that condition (30) is in fact a stability criterion
(that is, not only a sufficient but a necessary condition for the stability of the
corresponding model).

The main motivation to present here a new proof for the two-station model
is that it then allows to extend analysis to N−station cascade networks in Sec-
tions 5, 6. (This proof, in our opinion, is also shorter and simpler than the
corresponding proofs in [20] and in the earlier work [14], and does not use Pois-
son arrivals)

Theorem 1. The two-station cascade queueing network is stable under conditions
(1)–(4) and

(λ1 − µ1)
+

µ1,2

+
λ2
µ2

< 1.(30)

The proof of Theorem 1 relies on the following statement (which is adaptation
of Lemma 5.1 [9] to our setting).

Lemma 2. Let (W, Y ) be the solution of the Skorokhod problem associated to
process X with reflection matrix I and an arbitrary (fixed) initial state X(0) = x
on the orthant R2

+, and let s > 0 be fixed. Assume that

W (s) +X(t+ s)−X(s) ≥ θ t for all t ≥ 0 ,(31)

where θ := (θ1, θ2) < 0 . Then for any regular point t,

Ẏ (t) ≤ −θ.(32)

Proof. The proof uses Propositions 1 and 2 from [21]. We summarize these results
for our setting as follows: if (ŵ, ŷ) is the solution of the Skorokhod problem
associated to the process x̂ with initial state x̂(0) = x0 and reflection matrix I,
then ŷ is the unique least element of the set

U(x) = {nondecreasing y ≥ 0 : x(t) + y(t) ≥ 0, t ≥ 0} ,
with x(t) = x̂(t) + x0 . Now we take

X0(t) := θ t, Y 0(t) := −X0(t) = −θ t, t ≥ 0.

Thus Y 0(0) = 0 and the process Y 0 = {Y 0(t)} is nondecreasing. Since (W, Y )
is the solution of the Skorokhod problem associated to process X with reflection
matrix I and initial state x, then W (t) = x+X(t) + Y (t). For a fixed s > 0, we
can write for any t ≥ 0

0 ≤ W (t+ s) = W (s) +X(t+ s)−X(s) + Y (t+ s)− Y (s) = X̃(t) + Ỹ (t) ,

where

X̃(t) = W (s) +X(t+ s)−X(s), Ỹ (t) = Y (t+ s)− Y (s).
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Therefore, (W (· + s), Ỹ (·)) is the solution of the Skorokhod problem associated
to process X̃(·)− X̃(0) with reflection matrix I and initial state X̃(0) = W (s) ∈
R2

+ . As a consequence, Ỹ is the least element of U(X̃). On the other hand,

X̃(t) ≥ θ t = X0(t), t ≥ 0, by (31). Then X̃(t) +Y 0(t) ≥ X0(t) +Y 0(t) = 0, and
this implies Y 0 ∈ U(X̃). As a consequence, Ỹ (t) ≤ Y 0(t), t ≥ 0, or

Y (t+ s)− Y (s) ≤ −θ t, t ≥ 0,

for each fixed s > 0. Thus (32) follows. �

Proof of Theorem 1. We split the proof into three main steps.
First step. Fix a fluid limit (z̄, Ψ̄) .

It is easy to obtain from (16) - (18) and (26), that

Z̄1(t) = z̄1 + Ā1(t)− µ1 t+ µ1 Ȳ1(t),(33)

Z̄2(t) = z̄2 + Ā2(t)− µ2 t+ µ2 Ȳ2(t) + µ2 T̄1,2(t),(34)

Z̄1,2(t) = z̄1,2 + Ā1,2(t)− µ1,2 T̄1,2(t) = Ā1,2(t)− µ1,2 T̄1,2(t) .(35)

Since Z̄1,2(t) = 0 then (34),(35) give

Z̄2(t) = z̄2 + Ā2(t) + r2 Ā1,2(t)− µ2 t+ µ2 Ȳ2(t) ,(36)

where r2 := µ2/µ1,2. Using (27), (28), (33) and (36) we obtain

W̄1(t) = m1 z̄1 +m1 Ā1(t)− t+ Ȳ1(t),(37)

W̄2(t) = m2 z̄2 +m2 Ā2(t) +m1,2 Ā1,2(t)− t+ Ȳ2(t).(38)

Define w̄ := (w̄1, w̄2) = (m1 z̄1, m2 z̄2) and the following process X = (X1, X2):

X1(t) = m1 Ā1(t)− t,(39)

X2(t) = m2 Ā2(t) +m1,2 Ā1,2(t)− t
= (m2 λ2 − 1) t+m1,2 λ1 t−m1,2 Ā1(t).(40)

(In the 2nd equality in (40) equation (15) is used.) Then (37) and (38) imply

W̄ (t) = w̄ +X(t) + Ȳ (t).(41)

It is easy to check that (W̄ , Ȳ ) is the solution of the Skorokhod problem associ-
ated to X with reflection matrix I and initial state w̄ ∈ R2

+.

Second step. Define vector θ = (θ1, θ2) as{
θ1 = m1

(
λ1 − (µ1 + µ1,2)

)
,

θ2 = m2

(
λ2 − µ2

)
.

To show that θ < 0, we first note that θ2 < 0 immediately by (30). Besides, if
λ1 ≤ µ1, then λ1 < µ1 + µ1,2 implying θ1 < 0, while if λ1 > µ1, then (30) can
be written as λ1 µ2 + λ2 µ1,2 < µ2 (µ1 + µ1,2), and it again implies θ1 < 0 . We
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now prove that W̄ (s) +X(t+ s)−X(s) ≥ θ t for any t ≥ 0 and any fixed s > 0 .
Indeed, using sequentially (39), (15), (22), (17) and (23) we obtain

W̄1(s) +X1(t+ s)−X1(s)

= W̄1(s) +m1 Ā1(t+ s)− (t+ s)−m1 Ā1(s) + s

= W̄1(s) +m1 (Ā1(t+ s)− Ā1(s))− t
= W̄1(s) + (m1 λ1 − 1) t−m1 (Ā1,2(t+ s)− Ā1,2(s))

= W̄1(s) + (m1 λ1 − 1) t−m1 (D̄1,2(t+ s)− D̄1,2(s))

= W̄1(s) + (m1 λ1 − 1) t−m1 µ1,2 (T̄1,2(t+ s)− T̄1,2(s))
≥ (m1 λ1 − 1) t−m1 µ1,2 t = θ1 t ,

since W̄1(s) ≥ 0. For the second component we similarly obtain

W̄2(s) +X2(t+ s)−X2(s)

= W̄2(s) + (m2 λ2 − 1) (t+ s) +m1,2 Ā1,2(t+ s)− (m2 λ2 − 1) s−m1,2 Ā1,2(s)

≥ (m2 λ2 − 1) t+m1,2 (Ā1,2(t+ s)− Ā1,2(s)) ≥ θ2 t ,

since W̄2(s) ≥ 0 and Ā1,2(t+s)−Ā1,2(s) ≥ 0 . Therefore, Lemma 1 can be applied
to (W̄ , Ȳ ), and for any regular point s of Ȳ we obtain

˙̄Y (s) + θ ≤ 0 .(42)

Third step. We take the Lyapunov function in the following from

f(t) =
m1,2

m1

W̄1(t) + W̄2(t), t ≥ 0 ,(43)

which can be written as (see (37), (38)):

f(t) =
m1,2

m1

w̄1 +m1,2 Ā1(t)−
m1,2

m1

t+
m1,2

m1

Ȳ1(t)

+ w̄2 +m2 λ2 t+m1,2 (λ1 t− Ā1(t))− t+ Ȳ2(t)

= f(0) + (m2 λ2 − 1) t+
m1,2

m1

(m1 λ1 − 1) t+
m1,2

m1

Ȳ1(t) + Ȳ2(t)

= f(0) +
m1,2

m1

(θ1 t+ Ȳ1(t)) + (θ2 t+ Ȳ2(t)) + t ,

where equality (m1 λ1 − 1)m1,2/m1 = θ1m1,2/m1 + 1 is used. Thus, Ȳ and f
have the same points of differentiability, which verify

ḟ(t) =
m1,2

m1

(θ1 + ˙̄Y1(t)) + (θ2 + ˙̄Y2(t)) + 1 .(44)

Let t > 0 be such a point of differentiability and such that f(t) > 0 (if any).

Therefore max(W̄1(t), W̄2(t)) > 0 , and (19) implies that min( ˙̄Y1(t),
˙̄Y2(t)) = 0.
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If ˙̄Y1(t) = 0 then it follows from the inequality θ2 + ˙̄Y2(t) ≤ 0 (see (42)) and from
(44) that

ḟ(t) ≤ m1,2

m1

θ1 + 1 .

Analogously, if ˙̄Y2(t) = 0, then

ḟ(t) ≤ θ2 + 1 .

Thus, at any regular point t > 0 with f(t) > 0,

ḟ(t) ≤ m1,2

m1

θ1 + θ2 + 1 = (m2 λ2 − 1) +
m1,2

m1

(m1 λ1 − 1)

= m1,2

(λ2 − µ2

r2
+ λ1 − µ1

)
:= −C < 0.

By assumption (30), ḟ(t) < 0. Then, by Lemma 5.2 [9] f is non-increasing, and

f(t) = 0 for t ≥ f(0)
C

. Moreover,

f(0) =
m1,2

m1

w̄1 + w̄2 = m1,2 z̄1 +m2 z̄2 ≤ (m2 +m1,2) |z̄| .(45)

Eventually, it follows from (29), (26), (45) that

Z̄(t) = 0 for t ≥ t1 |z̄| , where t1 =
m2 +m1,2

C
.

Thus (25) holds. �

5. The type-I cascade network

We first consider a three-station type-I cascade network, where station 3 helps
station 2, which, in turn, helps station 1, as showed in Fig. 2. The analysis of this
network is a useful intermediate step which allows then extend easily the above
developed stability analysis to N -station cascade networks with arbitrary N .

µ1
λ1

µ2
λ2

µ1,2

station 1

station 2

µ3
λ3

µ2,3

station 3

Figure 2. A type-I cascade network with three stations
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We consider class-i customers, arriving to station i from outside i = 1, 2, 3,
and class-(i−1, i) customers jumping (one at a time) from queue i−1 to (empty)
station i = 2, 3. Let λi be the arrival rate of the (exogenous) class-i customers
with mean service time mi and service rate µi = 1/mi, i = 1, 2, 3. Also let
mi−1, i be the mean service time of class-(i − 1, i) customers with rate µi−1, i =
1/mi−1, i, i = 2, 3 . In what follows, we use double index i − 1, i to denote the
quantities related to class-(i− 1, i) customers. The total service time devoted to
customers of each class by time t is defined, respectively, as

T1(t) =

∫ t

0

1{Z1(u)≥1} du , T2(t) =

∫ t

0

1{Z2(u)≥1 , Z1,2(u)=0} du ,

T3(t) =

∫ t

0

1{Z3(u)≥1 , Z2,3(u)=0} du , T1,2(t) =

∫ t

0

1{Z1,2(u)=1} du ,

T2,3(t) =

∫ t

0

1{Z2,3(u)=1} du .(46)

Then the network equations associated to this model are similar to (5)-(12) with
(5) replaced by

A1(t) = E1(t)− A1,2(t) , A2(t) = E2(t)− A2,3(t) , A3(t) = E3(t).(47)

Moreover, (8), (11) and (12) should be replaced, respectively by

T1(t) + Y1(t) = t , (T2(t) + T1,2(t)) + Y2(t) = t , (T3(t) + T2,3(t)) + Y3(t) = t ,

W2(t) = Υ2(Z2(0) + A2(t)) + Υ1,2(Z1,2(0) + A1,2(t))− (T2(t) + T1,2(t))

W3(t) = Υ3(Z3(0) + A3(t)) + Υ2,3(Z2,3(0) + A2,3(t))− (T3(t) + T2,3(t)) ,

D1,2(t) ≤ A1,2(t) ≤ D1,2(t) + 1 , D2,3(t) ≤ A2,3(t) ≤ D2,3(t) + 1 .(48)

(Note that Z1, 2(0), Z2, 3(0) ∈ {0, 1}.) The associated fluid equations are analo-
gous to (15)-(22) mutatis mutandis. In particular, (15) becomes now

Ā1(t) = λ1 t− Ā1,2(t) , Ā2(t) = λ2 t− Ā2,3(t) , Ā3(t) = λ3 t .(49)

Moreover, equations (21) and (22) are now, respectively,

W̄2(t) = m2 (z̄2 + Ā2(t)) +m1,2 (z̄1,2 + Ā1,2(t))− (T̄2(t) + T̄1,2(t)) ,

W̄3(t) = m3 (z̄3 + Ā3(t)) +m2,3 (z̄2,3 + Ā2,3(t))− (T̄3(t) + T̄2,3(t)) ,

Ā1,2(t) = D̄1,2(t) , Ā2,3(t) = D̄2,3(t) .(50)

We observe now that for any t ≥ 0 ,

Z̄1,2(t) = Z̄2,3(t) = 0 ,

Ā1(t) + Ā1,2(t) = λ1 t , Ā2(t) + Ā2,3(t) = λ2 t , Ā3(t) = λ3 t,(51)

W̄1(t) = m1 Z̄1(t) , W̄2(t) = m2 Z̄2(t) , W̄3(t) = m3 Z̄3(t) .
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To see a consistency of the following statement with Theorem 1, we rewrite
condition (30) as the following inequalities

λ2 < µ2 , λ1 +
λ2
r2

< µ1 +
µ2

r2
,(52)

where r2 := µ2/µ1,2. These inequalities are the analogue of conditions (55),
(56) below where r3 := µ3/µ2,3. Note that the second condition in (52) implies
λ1 < µ1 + µ2

r2
, which corresponds to conditions (53), (54) below.

Theorem 2. Assume that conditions (1)-(4) hold for all (exogenous) inputs and all
service times in the three-station type-I cascade network. Then sufficient stability
conditions for this network are:

λ1 < µ1 +
µ2

r2
,(53)

λ2 < µ2 +
µ3

r3
,(54)

λ3 < µ3,(55)

λ1 +
λ2
r2

+
λ3
r2 r3

< µ1 +
µ2

r2
+

µ3

r2 r3
.(56)

Proof. The proof of Theorem 2 is close to the proof of Theorem 1, and we only
outline such points where any significant difference exists. As in Step 1, we can
write W (t) = w̄ +X(t) + Ȳ (t), where X(t) := (X1(t), X2(t), X3(t)) with

X1(t) = m1 Ā1(t)− t ,
X2(t) = m2 Ā2(t) +m1,2 Ā1,2(t)− t = m2 Ā2(t)−m1,2 Ā1(t) + (m1,2 λ1 − 1) t ,

X3(t) = m3 Ā3(t) +m2,3 Ā2,3(t)− t = (m3 λ3 − 1) t+m2,3 λ2 t−m2,3 Ā2(t) ,

and (W̄ , Ȳ ) is the solution of the Skorokhod problem associated to X with re-
flection matrix I and initial state w̄ = (m1 z̄1, m2 z̄2, m3 z̄3) ∈ R3

+ . The second
step is done similarly by introducing θ = (θ1, θ2, θ3) as

θ1 = m1

(
λ1 − (µ1 + µ1,2)

)
,

θ2 = m2

(
λ2 − (µ2 + µ2,3)

)
,

θ2 = m3

(
λ3 − µ3

)
.

Then it follows from assumptions (53)-(56), that θ < 0. Note also that

0 ≤ Ā1,2(t+ s)− Ā1,2(s) = µ1,2

(
T̄1,2(t+ s)− T̄1,2(s)

)
≤ µ1,2 t,

0 ≤ Ā2,3(t+ s)− Ā2,3(s) = µ2,3

(
T̄2,3(t+ s)− T̄2,3(s)

)
≤ µ2,3 t,

Finally, we define the Lyapunov function as

f(t) =
m2,3

m2

m1,2

m1

W̄1(t) +
m2,3

m2

W̄2(t) + W̄3(t), t ≥ 0 ,
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which can be expressed similarly to the third step in the proof of Theorem 1 as

f(t) = f(0) +
m2,3

m2

m1,2

m1

(θ1 t+ Ȳ1(t)) +
m2,3

m2

(θ2 t+ Ȳ2(t)) + (θ3 t+ Ȳ3(t)) +
m2,3

m2

t .

Then by Lemma 5.2 [9], function f is non-increasing and f(t) = 0 for t ≥ f(0)
C

with

C := −r2m2,3

(
λ1 − µ1 +

λ2 − µ2

r2
+
λ3 − µ3

r2 r3

)
.(57)

It follows from assumption (56) that C > 0. �

Previous analysis can be directly extended to a general type-IN -station cascade
system.

Denote ri = µi/µi−1, i and Ri =
∏i

`=2 r`, i = 2, . . . , N , and let R1 := 1. The
following statement is an immediate extension of Theorem 2, and by this reason
is given with no proof.

Theorem 3. Assume that assumptions (1)-(4) hold for all exogenous inputs and all
service times in the type-I N-station cascade queueing network. Then sufficient
stability conditions for this network are:

λi < µi +
µi+1

ri+1

, i = 1, . . . , N − 1,

λN < µN ,

N∑
i=1

λi
Ri

<
N∑
i=1

µi
Ri

.(58)

6. The type-II cascade network

In this section, we extend the stability analysis to a type-II cascade network
with N stations. In this model, if a station j becomes idle, j = 2, . . . , N , it can
help any of the non-empty upstream queues i = 1, . . . , j−1 (as above, allowing at
most one such a class-(i, j) customer to be at station j at any instant). First, we
again study the stability of three-station network in detail, and then formulate
stability result for any number of stations N ≥ 2 with no proof. As depicted in
Fig. 3, we denote by λi the arrival rate of class-i (exogenous) customers with
mean service time mi and service rate µi = m−1i . Also we keep notation mi,j and
µi,j for mean service time and service rate, respectively, of (i, j)-class customers.

The cumulative service time devoted to each customer class 1, 2, (1, 2) and
(2, 3) in interval [0, t] are defined as above (see (46)), while for classes 3 and
(1, 3) they are defined by

T3(t) =

∫ t

0

1{Z3(u)≥1 , Z2,3(u)=0, Z1,3(u)=0} du,
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µ1
λ1

µ2
λ2

µ1,2

station 1

station 2

µ3
λ3

µ2,3

station 3

µ1,3

Figure 3. A type-II cascade network with three stations

T1,3(t) =

∫ t

0

1{Z1,3(u)=1} du .(59)

In the used above notation, the network equations associated to this model are
similar to the modifications of equations (5)-(12) considered in section 5. For
instance, instead of (47) we have now

A1(t) = E1(t)− (A1,2(t) + A1,3(t)) , A2(t) = E2(t)− A2,3(t) , A3(t) = E3(t).
(60)

Moreover, corresponding expressions in (48) related to station 3 should be, re-
spectively, replaced by(

T3(t) + T2,3(t) + T1,3(t)
)

+ Y3(t) = t,

W3(t) = Υ3

(
Z3(0) + A3(t)

)
+ Υ2,3

(
Z2,3(0) + A2,3(t)

)
+ Υ1,3

(
Z1,3(0) + A1,3(t)

)
−
(
T3(t) + T2,3(t) + T1,3(t)

)
,

D1,3(t) ≤ A1,3(t) ≤ D1,3(t) + 1 .(61)

The associated fluid equations are analogous to that of Section 5, mutatis mu-
tandis, taking into account that

Ā1(t) = λ1 t− (Ā1,2(t) + Ā1,3(t)) , Ā2(t) = λ2 t− Ā2,3(t) , Ā3(t) = λ3 t ,

W̄3(t) = m3 (z̄3 + Ā3(t)) +m2,3 (z̄2,3 + Ā2,3(t)) +m1,3 (z̄1,3 + Ā1,3(t))

− (T̄3(t) + T̄2,3(t) + T̄1,3(t)),

Ā1,3(t) = D̄1,3(t) .

We observe that for any t ≥ 0 ,

Z̄1,2(t) = Z̄2,3(t) = Z̄1,3(t) = 0 ,

Ā1(t) + Ā1,2(t) + Ā1,3(t) = λ1 t, Ā2(t) + Ā2,3(t) = λ2 t, Ā3(t) = λ3 t,
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W̄1(t) = m1 Z̄1(t) , W̄2(t) = m2 Z̄2(t) , W̄3(t) = m3 Z̄3(t) .

As before, we denote ri = µi/µi−1,i, i = 2, 3. Only to keep analysis simple, in the
following stability statement we impose an extra condition (62) in comparison
with type-I network.

Theorem 4. Assume that in the three-station type-II cascade network, conditions
(1)-(4) hold for all exogenous inputs and all service times, and moreover,

r2 =
µ2,3

µ1,3

.(62)

Then the network is stable if conditions (54)-(56) hold.

Proof. The proof of Theorem 4 is similar to that of Theorem 2, and thus we will
only discuss the main differences. First, we obtain W̄ (t) = w̄ + X(t) + Ȳ (t),
where

X1(t) = m1 Ā1(t)− t , X2(t) = m2 Ā2(t) +m1,2 Ā1,2(t)− t,
X3(t) = m3 Ā3(t) +m2,3 Ā2,3(t) +m1,3 Ā1,3(t)− t

= (m3 λ3 − 1) t+ (m2,3 λ2 +m1,3 λ1) t−m2,3 Ā2(t)−m1,3 (Ā1(t) + Ā1,2(t)) .

At the second step we take
θ1 = m1

(
λ1 − (µ1 + µ1,2 + µ1,3)

)
,

θ2 = m2

(
λ2 − (µ2 + µ2,3)

)
,

θ2 = m3

(
λ3 − µ3

)
.

One can check that θ = (θ1, θ2, θ3) < 0 by the assumptions of Theorem. Finally,
the Lyapunov function is taken as

f(t) =
m1,3

m1

W̄1(t) +
m2,3

m2

W̄2(t) + W̄3(t), t ≥ 0 ,

which, by assumption (62), can be written exactly as in Theorem 2:

f(t) =
m2,3

m2

m1,2

m1

W̄1(t) +
m2,3

m2

W̄2(t) + W̄3(t), t ≥ 0 .

After a simple algebra we can rewrite function f as

f(t) =f(0) +
m2,3

m2

m1,2

m1

(θ1 t+ Ȳ1(t)) +
m2,3

m2

(θ2 t+ Ȳ2(t))

+ (θ3 t+ Ȳ3(t)) +
(
2 +

m2,3

m2

)
t, t ≥ 0.

Then, by Lemma 5.2 [9], we obtain that function f is non-increasing and

f(t) = 0 for t ≥ f(0)
C

, where constant C is given by (57). �
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Remark 5. If µ1,3 = µ2,3 and µ1,2 = µ2, then equality (62) holds with r2 = 1.
In this case, the assumptions of Theorem 4 are weaker than the assumptions of
Theorem 2. In this sense the three-station type-II cascade network is more effi-
cient than the corresponding type-I network.

Above obtained result allows us to extend (with no proof) previous analysis to
type-II N -station cascade system. For simplicity, we assume that the system is
homogeneous, that is, regardless of class, all customers served at the same station
have the same service rate. In other words, we assume that

µj = µi, j, i = 1, . . . , j − 1; j = 2, . . . , N.(63)

Thus, in the homogeneous network rj ≡ 1.

Theorem 5. Assume that conditions (1)-(4) hold for all exogenous inputs and
all service times in the homogenous type-II N-station cascade network. Then
sufficient stability conditions for this network are:

λi <
N∑
j=i

µj , i = 2, . . . , N,

N∑
i=1

λi <
N∑
i=1

µi.(64)

Finally, we note (as above) that since in the homogeneous system ri = 1,
i = 2, . . . , N , then the assumptions of Theorem 5 are strictly weaker than the
assumptions of Theorem 3. In other words, the homogeneous type-II N -station
cascade system is more efficient than the corresponding homogeneous type-I sys-
tem.

7. Conclusion

In this paper, we present a stability analysis of a wide class of cascade networks
with two different types of interactions between servers: type-I cascade networks,
where each free server i can assist to serve customers waiting in the preceding
queue i− 1 only, while in type-II networks, each server i can help any preceding
queue 1, . . . , i− 1. We first study two- and three-station networks in detail. This
analysis then allows to formulate with no proof the stability results for general
N -station networks.

To analyze type-II cascade networks, we consider homogeneous network where
service rate at a given server does not depend on customer class. Stability con-
ditions obtained in the work are consistent with that have been found for two-
station network by other methods in [14] and [20]. The key element of analysis
is the construction of the relevant Lyapunov function, which then is used to
establish positive recurrence of the basic Markov process describing stochastic
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dynamics of the network. As the main tool, a solution of a Skorokhod problem is
applied to fluid limits obtained, in turn, by application of functional strong law of
large numbers to initial equations describing stochastic behavior of the network.
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