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Preface 

Over the past decades, an information world that envelops computers, the internet, wireless 

communication and global positioning system has emerged. Electronic devices have found a place 

in almost every aspect of our life and it is impossible to envisage a life without them. It is beyond 

our imagination as to how the semiconductor industry has evolved since its inception in the mid-

twentieth century. This exhilarating growth was fueled by curious minds of scientist and 

engineers. To quote Shockley “accidents (inventions) favor the prepared mind”, best describes 

the growth and the development of the electronics industry. In 1947, the team of John Bardeen, 

Walter Houser Brattain and William Bradford Shockley at Bell laboratories invented the first 

working point-contact transistor. This was a pivotal point in the history of electronics era, the 

introduction of transistor paved the way for many other devices and concepts, Metal Oxide Field 

Effect Semiconductor (MOSFET) being the more common and important one.  

For many years, transistors were made as individual components and circuits based on individual 

transistors became too large. The integrated circuit, invented in 1960 made it possible to make 

and handle many devices in a single operation. These opened doors to cost reduction in electronics 

and increasingly larger systems. Since the 1960’s the number of transistors per unit area has been 

doubling each year as a consequence of shrinkage in transistor sizes. Decade after decade, the 

transistor sizes have kept on reducing, leaving one wonder, how long can this continue. It appears 

now that this miniaturization has found its limits. For example, reduction of channel lengths in 

devices has given rise to a whole new set of problems known as short channel effects (SCE). New 

materials and novel architectures have been/are being developed to address these issues. 

Variability of transistor characteristics has become a major concern associated with the scaling 

and integration of CMOS. Variability is the main factor restricting the scaling of supply voltages, 

which have for the last generations remained virtually constant. The statistical variability of 

transistor characteristics, that has been previously limited to analog design domain, has become a 

prominent concern in ultra-scaled devices. The statistical variability in scaled CMOS devices is 

introduced by the inevitability in the discreteness associated with charge and matter, atomic scale 

non-uniformity of the interfaces and the granularity of materials used in the fabrication of 

integrated circuits. Among different variability sources, Interface traps (IT), Random Dopant 

Distributions (RDD), Line Edge Roughness (LER) and Poly Gate Granularity (PGG) have been 

identified as the most prominent ones. As device dimensions are reduced, variations in the number 

and spatial distribution of dopants and IT can cause significant fluctuations in the device electrical 

characteristics. Apart from the increasing variability, the imminent difficulties related to statistical 

aspects of reliability will reduce the life span of integrated systems. 

As a consequence of the pertaining issues and technical hitches, the numerical analysis and 

simulations have become popular. This has been supported considerably by the enormous 

progress in technology and performance of digital computers. Technology computer-aided design 

(TCAD) is an electronic design automation (EDA) tool that models the semiconductor device 



 

 

operation based on fundamental physics. Simulation and optimization of the device before 

manufacture, though complex and time consuming, are nonetheless cost-effective. The cost of 

electronic product development, research and development, can be reduced by taking advantage 

of TCAD tools. TCAD tools and simulations have been increasingly used to study and analyze 

the impact of various sources of statistical variability in nano-scale devices. Simulations are being 

used to understand current variability mechanisms and also predicting the levels of variability in 

modern devices. With the aid of advanced computer simulations, researchers are able to identify 

the influence of individual and combined variability sources on the device performance. To this 

extent we can find many works addressing the variability in the device performance due to RDD, 

MGG and LER using TCAD simulations. However, there has not been many works that focus on 

understanding the role of interface traps (IT) in the device variability. Moreover, the tools that are 

used to perform the variability simulations have been developed in-house (some of them are now 

available commercially) and are computationally demanding. Thus, simulations that are not very 

expensive in resources and time could go a long way in helping to form a better understanding of 

the device variability. Following this line, in the work presented here, we use commercially 

available TCAD tools to perform the simulations to evaluate the variability in the transistor 

performance attending to the number and spatial distribution in the interface traps in nano-scale 

MOSFET’s. 

In chapter 1, the fundamental concepts of MOSFET, the basic component of the microelectronic 

industry is introduced. Among other things, the evolution of MOSFET over the years and the 

challenges/limitations in the path of its evolution are also presented. The concept of variability 

and different sources of variability are presented.  

Chapter 2 is devoted to describe in detail the principles of TCAD simulations that are mainly used 

in the academia and industry. Here we also discuss how TCAD simulations are being used to 

study the variability in device performance in nano-scale devices. As this work focuses on the 

device variability perpetuated by interface traps, we also discuss how interface traps are simulated 

using TCAD. 

Chapter 3 starts by outlining the methodology used in this work to perform TCAD simulations to 

address the variability in device performance perpetuated by spatial variation of interface traps. 

The results of 2D simulations focusing on the influence of the location (along the channel) of 

interface traps on device performance is presented. In this chapter, the variability of the threshold 

voltage due to the spatial distribution of discrete traps is analyzed. 

In chapter 4, the 2D simulations are extended to 3D, where the spatial distribution of the traps is 

considered along the 2D interface. In this chapter, the variability in the threshold voltage 

perpetuated by the spatial distribution and number of interface traps along the length and the width 

of the channel is studied in detail.  

Chapter 5 deals with the influence of the spatial distribution of interface traps on the variabilities 

of both the threshold voltage and on-current of the device. 

Finally, the main conclusions are summarized in chapter 6.
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1. Variability in CMOS technologies 

The primary focus of the work presented in this thesis is to study the variability in the electrical 

characteristics of MOS structures due to interface traps. Therefore, this chapter introduces the 

concept and relevance of variability studies related to MOS devices. However, to have a better 

understanding of the concepts related to variability, in first half of this chapter, the fundamentals 

of MOS structure are discussed and then in the latter half of the chapter the challenges of variability 

in MOSFET devices are outlined. 

1.1 MOSFET: Structure and electrical characteristics 

The semiconductor industry has come a long way since the invention of the transistor in 1947. 

There has been an exponential growth of the industry which is now worth billions of dollars. This 

growth is fueled by the continuous advancement in the design of new devices and technological 

innovations. Early transistors were the so-called Bipolar Junction Transistor (BJT) which allowed 

faster speeds but were plagued by high power consumption. This limitation motivated researchers 

and scientists to look for transistors that had low power dissipation and this led to the development 

of Metal Oxide Semiconductor Field Effect Transistor, commonly referred by the acronym 

MOSFET. 

The basic principle of MOSFET is the control (or modulation) of current conduction along the 

semiconductor surface by means of an applied electric field. Lilienfeld had described and patented 

the first field effect transistor, but probably could never make it work. The first functional 

CHAPTER I 
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MOSFET based on the silicon substrate was demonstrated by Kahng and Atalla [1]. MOSFET is 

a unipolar device, that is, only one type of carrier is responsible for the current flow. Depending 

on the type of the carrier that contributes to the current flow, MOS transistors can be classified 

into two types: the n-MOSFET (electrons as carriers) and the p-MOSFET (holes as carriers). 

Figure 1-1 shows the schematic of a traditional MOSFET structure of n-type. A converse structure 

can be imagined for a MOSFET of p-type by substituting P for N and N for P. 

 

In the figure, different regions of the MOS structure have been outlined. An nMOS transistor (as 

shown in the figure) is fabricated on a p-type semiconductor substrate which is typically silicon, 

however, devices with other materials (such as InGaAs, Ge) with faster carrier mobility have also 

been fabricated [2]. Two n-type regions are made in the substrate to enable current flow between 

them. The region with the lowest applied potential is called Source and that with the highest 

potential is called drain. A thin layer of the insulating material (or stack of different materials), 

known as the gate oxide, covers the region between the source and the drain. This layer is topped 

by a metal electrode (Conductor plate) called gate. Historically, the insulating material was 

predominantly SiO2, however, due to performance and technological demands (will be outlined 

later) different insulator materials (or stack of materials) have replaced SiO2.  

In the most common operation mode of nMOSFET, the source (VS) and substrate (VB) terminals 

are grounded and the drain is biased to a positive voltage (VD). When the gate is also biased at 

zero volts (VG=0) then, there is no current flow from source to the substrate as they are at same 

potential (VS=VB=0). The back to back diodes that exist between the source and the drain prevent 

the carrier flow from source to drain. However, under a positive gate bias (VG>0), free holes are 

repelled from the region under the gate creating a depletion region. The depletion region is then 

filled by the negatively charged electrons (which are in the majority in source and drain regions) 

that are attracted to the positive gate bias. For a large enough gate voltage (namely, the threshold 

voltage) a large number of electrons are accumulated near the surface underneath the gate, and an 

electron-rich layer called channel is created under the gate oxide. The channel is referred as an 

 

Figure 1-1: Schematic of an n-MOSFET. 



Variability in CMOS technologies 

 

 

  3 

 

inversion channel as the surface in this region has inverted from p-type to n-type. This channel 

forms a continuous electron bridge between the source and the drain enabling current flow (when 

a voltage is applied between source and drain) between these two electrodes. Channel length (‘L’ 

in Figure 1-1) is the length of this inverted channel under the gate and is an important transistor 

parameter. One of the central requirement for a field-effect-transistor (FET) is zero (ideal) or 

negligible gate leakage current. This is done by electrically isolating the gate from the substrate by 

placing a barrier for the electron (or hole) flow and in MOSFET, an insulator, with a thickness tox, 

provides this barrier. 

The performance of a MOS device is evaluated by studying the so-called performance parameters 

(such as threshold voltage mentioned earlier) of the device from the electrical characteristics. So, 

in the following, an outline of the electrical characteristics (ideal) and extraction (or definition) of 

performance parameters of an n-MOSFET are discussed. The electrical characteristics of 

MOSFET under normal operation are influenced by the biases applied at its (four) terminals. In 

most applications, the source and bulk contacts are grounded (or biased at 0V) and depending on 

the application, gate and drain contacts are biased at different voltages. 

In order to study the influence of the gate bias, let’s have a look at the typical characteristics (I-V) 

of a nMOSFET. Figure 1-2 plots the transfer characteristics (drain current vs gate voltage) of a 

typical nMOSFET. It shows the plot of drain current (ID) in both linear (red, circles) and 

logarithmic scale (black, square) as a function of gate voltage (VG), for a positive drain bias (VD). 

The characteristics (shown in Figure 1-2) were obtained for a device with a channel length of 

250nm and an oxide (SiO2) thickness of 2nm. In the example shown the drain is biased to 0.3V 

while the gate is ramped from 0 to 2V. We can see from the plot (with a linear scale, red circles) 

that there is no current below a particular gate voltage, called the threshold voltage (Vth)
1. 

However, when we use the logarithmic scale (black squares), it is clear that there is a non-zero 

current (known as ‘off-current’) which varies exponentially with the gate voltage below the so-

called threshold voltage. This current flow between the drain and source (below threshold voltage) 

is known as subthreshold current [3] and is governed by the diffusion-dominated current [4] 

transport. The dependence of the subthreshold current on the gate voltage is characterized by a 

parameter called the subthreshold slope (SS) and is defined by the equation 1-1. 

 

𝑆𝑆 =
𝑑𝑉𝐺

𝑑(log10 𝐼𝐷)
 

1-1 

 

The subthreshold slope (SS) is expressed in millivolts per decade of the current and is typically of 

70-100mV/decade (in the example shown it is 80mV/decade). The subthreshold slope along with 

the threshold voltage is an important parameter in the transistor design. Above the threshold 

voltage, the drain current increases linearly with the gate voltage; i.e. the transistor operates in the 

linear region. The magnitude of drain current (ID), depends on the density of electrons in the 

channel, which in turn depends on the gate voltage. Hence, an increase in the gate voltage would 

                                                 
1 There are different ways of experimentally calculating the threshold voltage and they are 

discussed in the later sections. 
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result in an increase of the drain current by increasing the number of electrons being attracted to 

the surface. 

 

In order to understand the influence of the drain bias, let’s consider a situation where the channel 

is already formed (VG > Vth). The drain contact is biased at 0V, which meant that there is no current 

flow between the source and the drain as both the contacts are at the same (0V) potential. Now, 

let’s slowly increase the drain voltage. Due to the existing biasing conditions (VG>Vth, VD>0 and 

VS=VB=0), the channel is tapered as the voltage drop at the drain end is lower than the one at the 

source end. As the drain bias is increased further, the channel becomes more and more tapered and 

at a point where VG-VD=Vth, the channel depth at the drain end is almost zero. At this point, the 

channel is said to be pinched off, and increasing the drain bias any further has a negligible effect 

on the current (source to drain). The current is saturated and the device is said to be operating in 

the saturation region. The drain bias that causes this saturation is referred to as VDsat (VDsat= VG-

Vth) and the saturated value of the current is known as saturation current (IDsat). Figure 1-3 shows 

different regions of the transistor operation in the plot of output characteristics. The expressions 

of drain current in triode (or linear region) and saturation region are shown in equations 1-2 and 

1-3 respectively. 

 

𝐼𝐷 = µ𝑛𝐶𝑜𝑥

𝑊

𝐿
[(𝑉𝐺 − 𝑉𝑡ℎ)𝑉𝐷 −

1

2
𝑉𝐷

2] 
1-2 

𝐼𝐷,𝑚𝑎𝑥 =
µ𝑛𝐶𝑜𝑥𝑊

2𝐿
(𝑉𝐺 − 𝑉𝑡ℎ)2 

1-3 

 

 

Figure 1-2: Drain current as a function of gate voltage. The two curves show identical data plotted in linear scale (blue 
circles, right y-axis) and logarithmic (black squares, left y-axis). The characteristics were obtained for a device with a 
channel length of 250nm and an oxide (SiO2) thickness of 2nm.  



Variability in CMOS technologies 

 

 

  5 

 

Here, L is the effective length of the channel, W is the width of the gate, Cox is the oxide 

capacitance and µn is the electron mobility. 

 

Definition and extraction of the MOSFET performance parameters 

As stated in the previous sections, the performance of a MOSFET is usually characterized by its 

threshold voltage (Vth) and often also by on-current (Ion). The measurement of on-current is 

straight forward as it is defined as the drain current for a particular gate voltage (usually at high 

VD) [5]. However, Vth definition is a bit complex as there are several different definitions and 

measurement methods [6]–[8], each of them focusing on different aspects. Essentially, the 

threshold voltage can be understood as the gate voltage at which the transition between weak and 

strong inversion takes place in the MOSFET channel. The theoretical definition of Vth is based on 

the strong inversion condition at which the surface potential is twice the bulk Fermi potential. 

However, this definition is not practical as the surface potential is not a measurable parameter, 

hence, more practical methods are needed to measure (extract) Vth. The two most commonly used 

methods to extract Vth are the so-called “Extrapolation in linear regime (ELR)” and the “constant 

current (CC)” methods. In ELR method, a linear extrapolation of the IDVG curve at the maximum 

slope (also known as transconductance peak, gm) is determined and the zero intercept (ID = 0) of 

this line is defined as Vth. Figure 1-4(left) shows the extraction of Vth based on the ELR definition. 

For a better visualization, the inset in the figure shows the zoom of the curve delineated by the 

blue dotted box. In the CC method, a current value is selected and Vth is the gate voltage that 

corresponds to this selected (fixed) current. With the changes in the device dimensions, the value 

 

Figure 1-3: Output characteristics of an n-channel MOSFET, showing different operation regions of transistor. 
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of this fixed drain current is usually scaled by the ratio of W/L, where W and L are the channel 

width and the length respectively Figure 1-4 (right) shows the extraction of Vth based on the CC 

definition. 

 

Both the methods have their merits and limitations. The main drawback of ELR method is that it 

is only valid for the linear region of operation (low VD) and the maximum slope point might be 

uncertain as the IDVG curves can deviate from the ideal straight line behavior even slightly above 

Vth and thus can significantly influence the calculation. Moreover, the ELR method is very 

sensitive to parasitic source/drain resistances [9]. On the other hand, using CC, Vth can be 

determined very quickly but is totally dependent on the arbitrarily chosen value of the drain 

current. Depending on the analysis required, in this work, Vth is defined using either ‘ELR’ or ‘CC’ 

method. 

1.2 MOSFET Evolution: Past, Present and Future. 

Since the invention of the first transistor almost half a century ago, the world has seen an 

unprecedented growth of the semiconductor industry. This growth has had an enormous impact on 

the lives of most of us. The sustained growth of the semiconductor industry is fueled by scaling 

which is the continuous shrinkage of transistor size and dimension. This race of transistor 

miniaturization started with the publication of a paper by Gordon Moore in which he made an 

important observation that the transistor density on a chip would double every 10 to 24 months 

[10]. This observation has since been dubbed “Moore’s Law” and has been the central driving 

force of the semiconductor industry. Moore’s law has also been viewed by many as a “self-

fulfilling” prophecy because industries have set this standard as an objective rather than a 

consequence. Figure 1-5 shows how the number of transistors per chip has increased over the years. 

  

  
Figure 1-4: The figure on the left shows the extraction of Vth using ELR method. The intercept of the red line (with circles) 
on to the X-axis (Gate voltage) is the threshold voltage. The figure on the right shows the extraction of Vth using constant 
current method, here the current was fixed at 1µA. 
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This growth in the transistor density has helped the electronic industry to grow at an exponential 

rate and large part of this growth is due to the fact that transistors can be scaled to increasingly 

smaller dimensions. There are many motivations behind scaling, prominent among them are the 

increased packaging density and faster devices. The International Technology Roadmap for 

Semiconductors provides a taxonomy of scaling, which are Geometrical Scaling, Equivalent 

Scaling and Design Equivalent Scaling [2]. Geometrical scaling refers to the continued shrinking 

of the transistor feature sizes (horizontal and vertical) in order to improve density and performance. 

Equivalent scaling, which occurs in conjunction with geometrical scaling, refers to the 

improvements in the device structure (alternate device architectures) and other non-geometrical 

techniques (use of new and alternate materials). Design Equivalent scaling, which also occurs in 

conjunction with geometrical and equivalent scaling, refers to the improvement of design 

technologies that enable an increased performance, low power consumption, high reliability and 

low productivity costs. From a technology perspective, the continuous increase in the transistor 

density was made possible by dimensional (geometrical) scaling, the benefits of which were 

demonstrated in the works by Dennard [12]. The team led by Dennard described how the steady 

reduction of transistor feature dimensions (gate length, gate insulator thickness) could 

simultaneously improve switching speed, power consumption and transistor density. According to 

Dennard, scaling rules were governed by two scaling methods: constant field scaling and constant 

voltage scaling[12], [13]. Constant field scaling warrants a reduction in the power supply voltage 

as the minimum feature size is reduced.  While the idea of constant voltage scaling was to keep 

the supply voltage at certain predetermined voltage nodes (5V, 3.3V…) as device dimensions are 

scaled down. In practice, constant voltage scaling is more useful than constant field scaling as the 

scaling of voltages require multiple power supply arrangements thus becoming impractical in 

many scenarios. The electronic industry has not followed the set of rules, known as Dennard’s 

scaling law, as demand for faster devices drove down transistor gate length faster than Dennard’s 

 

Figure 1-5: Transistor density per chip over the years [11] 
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Law [14]. And despite its merits, miniaturization of devices has also brought a host of issues. In 

the following, we discuss the challenges that arise as a result of device scaling and how these 

challenges are confronted with technological advancements.  

Challenges to MOSFET evolution 

Scaling of the devices resulted in a reduction of the device dimension in lateral and vertical 

directions. Lateral scaling meant a reduction in the channel lengths, which gave rise to the so-

called short-channel effects (SCE). The evolution of MOSFET scaling is a continuous battle 

against the short-channel effects. For instance, for devices with very short channels, the distance 

between the source and drain is also very short and becomes comparable to the depletion layer 

widths of the source/drain junctions. Due to this short distance, the potential at the drain contact 

reduces the peak value of the energy barrier in the channel. This effect, known as drain-induced 

barrier lowering (DIBL), leads to a decrease in the threshold voltage with channel lengths. To 

mitigate these effects silicidation of the S/D junctions and lightly doped drain/source (LDD) 

structures with pocket halo implants and super-steep retrograde body doping were used [15][16]. 

The reduction in the distance between the source and the drain also weakens the gate control as 

current sneaks through the part of the channel that is farthest from the gate. Having shallow 

junctions reduces the influence of the drain on the channel and prevents the junction electric fields 

from penetrating deeper into the channel. However, it also increases the resistance of these regions 

and doping cannot be increased (to increase conductivity) beyond certain limits. For the realization 

of CMOS circuits, it was necessary to integrate n-MOS and p-MOS devices close to each other 

and the use of metal gates made it difficult to find materials with complimentary work functions. 

Polysilicon (poly-Si) gates allowed the modification of the work function by doping and hence 

were more suited for large-scale integration [17]. However, a depletion layer is formed at the 

interface to the dielectric when a voltage is applied to the gate and an undesired voltage drop occurs 

within this interface. This effect, known as ‘polysilicon depletion’ leads to a reduced electron 

concentration at the interface resulting in an increase of the effective dielectric thickness and 

increased threshold voltage [18]. 

Vertical scaling of devices reduced the thickness (tox) of the gate oxide, which resulted in an 

increased the gate capacitance and gave more control of channel to the gate [4]. The gate oxide 

thickness scales with almost the same factor as channel length scaling. However, it also increases 

the gate leakage (gate current) due to quantum mechanical tunneling. Quantum mechanical 

tunneling comes into effect when the energy barrier between the gate and the semiconductor 

becomes too small [19]. It is estimated that gate leakage current increases approximately 30 times 

every technology generation, as opposed to 3-5 times increase of channel leakage current [20]. For 

example by the 90nm node the thickness of the gate oxide reached the orders of Angstroms [21] 

and at these thicknesses, the gate leakages were too dominant to be neglected. One solution to this 

problem was to use dielectric materials which have a higher dielectric permittivity [22]. These 

materials allow the use of higher physical thickness (tox) but give lower electrical thickness (teq) 

than SiO2. In devices with high-k dielectrics, the insulator is usually a stack consisting of a layer 

of high-k dielectric on top of a layer of SiO2. In these devices, the oxide thickness is referred as 

equivalent oxide thickness (EOT), which is the equivalent thickness of SiO2 layer that is needed 

to obtain the same capacitance as the one obtained by the use of high-k stack. The mathematical 
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expression for EOT is given by equation 1-4, where K and t are the dielectric constant and physical 

thickness, respectively, of the materials indicated in subscript (high-k and SiO2).  

 

𝐸𝑂𝑇 = 𝑡ℎ𝑖𝑔ℎ−𝑘 ∗
𝐾𝑆𝑖𝑂2

𝐾ℎ𝑖𝑔ℎ−𝑘 
 

1-4 

 

Several different binary metal oxides such as Ta2O5, TiO2, ZrO2, Al2O3, HfO2 and their silicates 

have been extensively studied to be a suitable replacement for SiO2 [23]. Among the many 

materials studied, HfO2 is believed to be the most promising candidate [24], [25]. In 2007, Intel 

successfully introduced devices with HfO2 in their 45nm technology node [26]. The combination 

of high-k and poly-Si gate is not suitable for high-performance logic applications due to high 

threshold voltage resulting from Fermi level pinning at the poly-Si/high-k interface [27]. A 

solution is to use metal gates instead of the poly-Si gates. Moreover, the use of metal gate also 

eliminates the poly depletion, resulting in an improved performance [26]. 

In 90nm node and beyond, as transistor channel lengths dropped to 45nm, strain engineering found 

a large acceptance as a promising technique to improve CMOS performance. The mobility of 

carriers in silicon is enhanced if a biaxial tensile strain is applied to it [28]. In early 2003, Intel was 

the first to fabricate chips with strain engineering in their 90nm node generation [29]. The silicon 

channel in these transistors had been physically squeezed to boost speed and reduce the power 

consumption. To improve device performance, non-silicon high-mobility compound 

semiconductors, such as Ge and III-V have also been studied [30]. 

As stated earlier, the introduction of high-k material helped to control the gate leakage current due 

to tunneling of carriers, however, the leakage from the source to drain (punch-through) was still a 

challenge in short channel devices. A direct method to address the punch-through was to use 

devices with fully or partially depleted substrates. The absence of free carriers (except in the 

channel) eliminated the punch-through [31]. Depleted-substrate devices are realized by using 

silicon-on-insulator (SOI) substrates. Figure 1-6 shows a cross-section of a SOI MOSFET. It 

consists of standard MOSFET with a substrate that is insulated from the wafer by a layer of 

insulator (typically SiO2, ‘BOX’ in the figure). Based on the thickness of this insulator BOX, SOI 

transistors are classified into two types: Partially Depleted (PD) and Fully Depleted (FD). An SOI 

is considered as partially-depleted (PD) SOI if the silicon film (typically 100nm or more) on the 

box layer is thicker than the depletion region depth beneath the gate oxide and is considered fully-

depleted (FD) SOI if the silicon film is thin enough (typically 50nm or less) or the doping 

concentration is low enough to be fully depleted. FD-SOI is also often referred as ultrathin body 

silicon-on-insulator, or simply UTB SOI. SOI technology provided the foundation for new device 

structures with multiple gates on a single device. For example, a solution to address the punch-

through was to use the UTB SOI structure and turn the thin silicon channel on its side by 90 

degrees, creating a 3-D device with a “fin” that juts out of the device plane. The channel of this 

new type of MOSFET resembled the ‘fin’ of a fish, hence the name FinFET [32]. The devices with 

multiple gates are known as multi-gate field effect transistors (MuGFETs) [33] and different multi-

gate structures are shown in Figure 1-7. 
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Figure 1-7 (f) shows the structure of a nanowire FET with an all-around gate which provides 

superior control of the channel than conventional planar structures [35]. Recently, Intel has 

developed technologies to manufacture radically new 3D tri-gate transistors at 22nm and below to 

ensure the continuation of transistor growth for the foreseeable future [36], [37]. However, due to 

their small diameters, any variations in the dimensions due to fabrication imperfections can 

degrade the charge transport characteristics [38]. One of the fundamental limits of MOSFETs is 

the lack of scalability of the subthreshold slope (SS) below 60mV decade-1 at room temperature 

[39]. Researchers have suggested using impact ionization effects and quantum-tunneling effects 

to improve this limitation but these techniques have not proven to be very reliable [40], [41]. On 

the other hand, carbon nanotube FETs with surround-gate geometry have shown to improve 

subthreshold slope and devices with channel lengths scaled down to 9nm have shown the absence 

of SCE [42]. Graphene FETs have shown to have higher carrier mobility than carbon nanotube 

FETs and they are being extensively studied [43], [44]. 

 

Figure 1-6: Cross-section of a SOI MOSFET [34] 

 

Figure 1-7: Different structures using SOI technology: (a) Single gate SOI, (b) double gate planar SOI, (c) double gate non-planar 
FinFET, (d) tri-gate FET (e) quadruple-gate (gate-all-around) FET and (f) nanowire (surrounding gate) FET[34] . 



Variability in CMOS technologies 

 

 

  11 

 

Apart from the technological limitations and the challenges, evolution of MOSFET devices has 

been and still is confronted by reliability and variability. The channel doping required to control 

SCE in sub-32nm bulk MOSFETs is expected to be around 1018 cm-3 and above [45], [46]. These 

extreme levels of doping have a twofold consequence: they severely degrade the mobility due to 

impurity scattering and increase the variations in threshold voltage due to random dopant 

fluctuations [47], [48]. The increasing random dopant distributions (RDD), line-edge roughness 

(LER), non-rectangular gate and defects (or traps) along the silicon/insulator interface can cause 

significant statistical variations in Vth and, in-turn, affect the stability and performance of the 

device (or circuit). The issues surrounding variability are an important part of this thesis and are 

discussed in depth in the following sections. 

1.3 Variability in MOSFETs 

Variation is the deviation of the obtained value of a parameter from its design intent. While 

variation is certainly not new, the continued decrease of the feature sizes has made the management 

of this variation very challenging. Due to the continuous scaling of the transistor dimensions and 

the rapid introduction of sub-nanometer technology nodes (32nm and 22nm), the variability of 

transistor characteristics (Vth, Ion) have become a major concern associated with the further scaling 

and integration of CMOS devices [49], [50]. Figure 1-8 shows as an example, the experimental 

threshold voltage (Vth) distribution measured in 8000 devices in an array.  Variations in the device 

parameter (or parameters) resulting from the stochastic nature of many physical processes involved 

during fabrication is referred as static variability (SV). 

On top of static variability, device parameters can change during circuit operation and hence might 

cause a fully functional circuit (of which the device is a part) to fail or be less functional. Such 

variability can be categorized as time-dependent variability or dynamic variability. There are 

diverse kinds of variability, which are different in their origins and behavior. Variability in 

 

Figure 1-8: (left) Measured histogram of threshold voltage fluctuation and (right) ID-VG curves for three devices in the array 
with their threshold voltage at -3σ, nominal and 3σ [51]. 
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integrated circuits is usually classified by its correlation between multiple transistors placed at 

different positions as shown in Figure 1-9. The categories from (a) to (d) in the figure represent 

the systematic variability associated with the manufacturing process of the device. These 

variations, known as systematic variations, stem from the changes in the manufacturing apparatus 

(wafer-to-wafer, and wafer level), lithography equipment and lithography steps (die level, layout 

dependent). Systematic process variation has been of interest to semiconductor manufacturers as 

it is a strong driver of yield. The management of systematic variation is critical to maintaining 

competitive yield over multiple technological nodes [52]. The category (e) in Figure 1-9 represents 

Random Variability and is one of the most serious challenges to be confronted in order to continue 

scaling down of FETs. Variability is the main factor restricting the scaling of the supply voltage, 

which has remained virtually constant for the last many technological generations. 

Random Variability refers to a kind of variability that exhibits no correlation between neighboring 

devices. Because of random variability, the transistor characteristics are statistically dispersed and 

hence random variability is also referred as statistical variability [54]. The statistical variability of 

transistor characteristics has become a major roadblock associated with CMOS scaling and 

integration [55], [56]. 

1.4 Statistical Variability 

As outlined earlier, statistical variability exhibits no correlation between neighboring devices and 

such an absence suggests that it is caused by some microscopic perturbations. These microscopic 

perturbations, which are exacerbated by scaling are introduced by discreteness of charge and 

matter, such as random placement of discrete charges, atomic scale irregularity of gate dielectric 

and so on [57]. Though statistical variability has been under investigation for a long period of time, 

it has only become industrially relevant as devices reached the deep sub-micron regime. As a 

matter of fact, it has been demonstrated that the magnitude of purely statistical variability in the 

 

Figure 1-9: Variability categories and their impact [53]. 
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45nm technology has exceeded that of systematic variability [53], [58]. The dominant sources of 

statistical variability are random dopant fluctuations (RDF) [59]–[61], polysilicon/metal gate 

granularity (P/MGG) [55], [62]–[64]line edge roughness (LER), line width roughness (LWR) [65] 

and interface traps [66]–[70]. For 45nm technology, the random dopant fluctuations are known to 

be the principal physical sources of fluctuation among the most important ones (RDF, LER/LWR, 

MGG/PSG) [59]. Fully depleted thin –body silicon-on-insulator (FD-SOI) have shown to exhibit 

lower Vth variability associated with RDF and LER [71]. The 3D FinFET structure introduced by 

Intel in their 22nm technology was in response to reducing the statistical variability in nanoscale 

transistors. However, in these devices, there are new important sources of statistical fluctuations, 

such as, fin edge roughness (FER) and high-k/metal gate granularity which are associated with 

FinFET  fabrication process [56].  

Apart from being a serious concern for device scaling and integration, the statistical variability has 

also shown to adversely affect the yield and reliability of SRAM [49], [50], [72]. Owing to its true 

random nature, statistical variability generates performance differences in otherwise identical 

transistors. Statistical variability is impossible to reduce due to its atomistic nature and would be 

present even in a hypothetical “ideal” fabrication process where process and systematic variability 

are absent. This warrants the inclusion of statistical variability during the transistor and circuit 

design process. In the following sections, a brief discussion about different sources of statistical 

variability in modern CMOS devices is presented. 

1.4.1 Random Dopant Fluctuations 

Random dopant fluctuations (RDF) also referred as random discrete dopants distribution (RDD) 

results from the discreteness of dopant atoms in the channel of the transistor. Transistor channel is 

doped with dopant atoms to control its threshold voltage. With each technology generation, the 

transistor area is reduced, resulting in the exponential decrease of the number of dopant atoms in 

the channel. RDF is believed to be the dominant source of statistical variability in bulk transistors 

below 22nm technology node [49]. Figure 1-10 shows the cause of RDF variability in (left) ideal, 

(center) real and (right) scaled transistor. The problem was pointed out in the early seventies 

[47][73] and first treated analytically and numerically in [74]. The random fluctuations of the 

relatively small number of dopants and their discrete microscopic arrangement in the channel will 

lead to significant variations in the threshold voltage and drive current of nominally identical 

devices. The first order effect of random dopant fluctuation is a random shift in the threshold 

voltage of a device and studies have shown that the RDF induced Vth distribution is close to 

Gaussian, with deviation in the tails of the distribution (for a sufficiently large sample size) [75]. 

Although most works concerning RDF focus on the electrostatic effect on the threshold voltage 

[75]–[77], random dopants are also known to cause transport variability as a result of variations in 

ionized impurity scattering [78]. 

1.4.2 Line-edge and Line-width Roughness (LER and LWR) 

Line-edge and Line-width roughness (LER/LWR) stem from the imperfections in the photoresist 

during the lithography and etching processes, affecting the shape of the edges of the transistor 

critical dimensions. LER refers to the distance between the edges of one side with respect to the 

nominal line, while LWR refers to the width variation from one side of the rectangular shape to 
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the other. Figure 1-11 shows the definition of LER and LWR as found in the literature. LER/LWR 

causes the channel length and width to vary in such a way that the transistor edges are no more 

rectilinear as drawn in the layout. LER/LWR are associated with increases in the sub-threshold 

current [80], [81] as well as degradation in threshold voltage characteristics [65], [82]. In larger 

devices LER and LWR caused little worry but for channel lengths below 85nm, they become 

critical factors for mismatch studies [81]. As channel lengths are shortened LER does not scale 

accordingly, becoming a larger fraction of the gate [65], [83]. A worrying effect of LER/LWR is 

the degradation of Ion/Ioff ratio, due to enhanced short channel effects seriously impeding the device 

and circuit performance [84]. In [81] the combined effect of LER and RDF on current fluctuations 

was investigated and was demonstrated that these two sources of variability act in a statistically 

independent manner. Furthermore, it was shown that as devices are scaled to shorter dimensions 

(around 14nm) LER supplants RDD as the dominant variability source [65]. LER effects have 

shown to be the dominant source of variability in multi-gate devices such as FinFETs [56]. 

 

 

 

Figure 1-10: (left) An Ideal structure  with continuous doping, (center) real transistor showing silicon lattice and dopants, (right) 
scaled transistor (channel length of 4.2nm) emphasizing a small number of random dopants [79]. 

 

Figure 1-11: Definition of LER and LWR [81] 
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1.4.3 Poly-silicon/Metal Gate Granularity 

In transistors with polysilicon gate, the polycrystalline granular structure of the polysilicon gate 

has been identified as an important source of variability [85]–[87]. Figure 1-12 is an AFM image 

of the polysilicon sample showing the grains; the average grain size (grain diameter) extracted 

using this image is 210nm.  

There are many contributors to the variability within the polysilicon, such as penetration of dopants 

from the high doping regions in the gate into the channel through the gate oxide [89], extension 

and pocket definition variations due to implantation variation through polysilicon grain with 

different orientations [90], [91]. However, Fermi-level pinning due to the high density of defect 

states at the grain boundaries is likely to be the most significant source of fluctuations within the 

polysilicon [85], [92]. The Fermi-level pinning at the grain boundaries facing the polysilicon/gate-

oxide interface induces fluctuations in the surface potential within the channel of the MOSFET. 

Depending on the location of the grain boundaries in the gate with respect to the channel, variations 

in the threshold voltage and current characteristics from device to device are generated. 

In modern transistors high-k dielectric and metal gate are used to suppress the tunneling current. 

The use of metal is due to the incompatibility of polysilicon with high-k dielectrics [93] but it also 

increases the on-current by eliminating the poly-depletion [23]. The metal gate also eliminates the 

PGG (polysilicon gate granularity) and offers an improved screening of the mobile carriers (in the 

gate) from the RDF induced potential fluctuations in the channel, thus improving the RDF induced 

variability. However, the method of gate deposition determines the extent of statistical variability 

introduced [94]. In the “gate first” process technology, the gate metal is deposited before any high-

temperature annealing process and during the high-temperature processing, the normally 

amorphous metal becomes polycrystalline [95]. This results in the formation of grains of differing 

metal work function associated with metal gate granularity. Both of these effects (PGG and MGG) 

have a serious impact on the device performance and the effect is highly dependent on the material 

grain size with respect to the overall gate size [94]. 

 

Figure 1-12: AFM image of the polysilicon sample showing grains [88]. 
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1.4.4 Area dependence 

The variations in device parameters (mainly on Vth) are gaining importance with every 

technological node, as the stochastic spreading becomes increasingly pronounced with 

diminishing device dimensions. These undesired Vth variations introduce device mismatch and, in 

analog circuits, device mismatch between identically designed devices is the key limitation to the 

accuracy of the circuit [96]. For this end, the mismatch in MOS transistors has been extensively 

studied for more than three decades. Transistor mismatch was modeled using an approach in which 

the threshold voltage fluctuations in the whole device volume or surface stem from the random 

number of discrete entities controlling the Vth. These entities can be channel doping impurities, 

interface oxide charges and material granularities. The randomness of these numbers are governed 

by Poisson distribution law [47], [97].  

It was demonstrated in [98] that the electrical parameter fluctuations in MOS transistors have a 

dimensional dependence. The rule, which is since then referred as Pelgrom’s law, states that the 

variability of threshold voltage has an inverse relationship with the device active area. For 

example, the threshold voltage mismatch, ΔVth, between identical transistors with the active area 

(Width * Length) is given by equation 1-5 and upon simplification yields equation 1-6 [97], [98] 
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Here σVth (∆Vth) is the standard deviation in the threshold voltage (threshold voltage shift), and 

AVT is referred to as the Pelgrom’s slope, an important merit parameter. AVT is linearly dependent 

on the inversion layer thickness (tinv) and square-root of depletion width (WDEP) and channel 

doping (NSUB). Pelgrom’s law was further discussed by Mizunu, where they verified 

experimentally that the Vth mismatch is given by a Gaussian function and this distribution results 

from the random doping fluctuations in the depletion region [99]. In this work, it was shown that 

the σVth (threshold voltage variation) depends on the fundamental process parameters (gate oxide 

thickness, channel dopant concentration) and is given by equation 1-7. 
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Here the key features are a linear dependence on the oxide thickness Tox, an inverse square root 

dependence on the effective channel area (effective length (Leff) * effective width (Weff)) and an 

inverse fourth-root dependence on the channel doping (N). It can be seen that matching improves 

with decreases in the channel doping and gate oxide thickness but worsens with the scaling of the 

device dimensions. The limitation of the equation is that it assumes that the only contribution to 

the random variation between two matched devices is random dopant fluctuation (RDF) while in 

practice it is known that additional effects also contribute to the measured variation [100]. 

1.5 Time-dependent variability 

As it was discussed in the earlier sections MOSFETs are being scaled aggressively to reach their 

physical limits. However, the supply voltage at which these devices are operated has mostly 

remained constant over the generation. This non-scalability of the supply voltage has led the ever 

so shrinking (in dimensions) devices to be operated under extremely high electric fields. While the 

consequent increase in the internal electric field has increased the carrier velocity, thus increasing 

switching speeds, it has also presented major reliability problems to the long-term operation of the 

device. With the scaling of the devices, the reliability problems outweigh the benefits of higher 

electric fields.  

The sources of variability that were discussed in the earlier section (statistical variability) were all 

static in nature, i.e. they occur during the fabrication of the device and do not depend on their 

operating conditions. However, transistor parameters can degrade as a function of time depending 

on the applied operating conditions (i.e. current/voltage for a period of time (short/long)) as well 

as operating temperature. This device degradation can partially or completely affect the 

functionality of circuit of which the device is a part. In other words, the degradation of a circuit’s 

device (or devices) can cause the circuit parameters to vary partially or completely. These 

degradations are time and context variant and they aggravate the induced (static) statistical 

variability. As these variations depend on the operation (which is time-dependent) of the device, 

the associated variability is often referred as time-dependent variability. Therefore, to manage such 

sources of variability, it is imperative to have a better understanding of device degradation.  

The degradation of device parameters over time is called aging and among different aging 

mechanisms in MOSFET, Bias Temperature Instability (BTI), Hot Carrier Injection (HCI) and 

Time-Dependent Dielectric Breakdown (TDDB) are noteworthy [101]–[105]. MOS structures also 

suffer from the random discrete fluctuations in drain current as a function of time, which resembles 

a Random telegraph noise (RTN) [106]. Performance degradation is usually monitored by 

estimating the shift in the ID-VG characteristics with respect to the fresh (i.e. before the application 

of stress) characteristics by the measurement of ΔVth at a certain ID as shown in Figure 1-13. It can 

be seen from the graph that a shift in the threshold voltage, ∆Vth, is measured as the difference in 

the voltages (Vt2 – Vt1) corresponding to a drain current ID. Fixed-charges and defect states in the 

oxide or at the insulator/substrate interface in the device are known to contribute (as will be 

explained in the following sections) towards the different aging mechanisms [107]–[110] In the 

following section, we discuss in brief about RTN, different prominent aging mechanisms (such as 

HCI, BTI) and the aging facilitator: interface traps 
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1.5.1 Random Telegraph Noise (RTN) 

In short channel devices, the MOSFET drain current (ID) exhibits random discrete fluctuation or 

switching events as a function of time. These back and forth switch of channel current between 

two values resembles a telegraph signal with random timing hence the name Random telegraph 

noise (RTN) [106]. The variations in drain current due to RTN is schematically represented in 

Figure 1-14. RTN is due to the transient nature (capture and emission) of some lingering charge 

traps (in the oxide and at the interface) even when the devices have not been previously electrically 

stressed and can be modeled as transient changes in the threshold voltage Vth [111]. The effective 

Vth shift is shown to have an inverse relationship with channel area and to be significant in highly 

scaled devices and circuits such as SRAM and Flash memories [112]–[115]. When a trap emits an 

electron, becoming neutral, the effective threshold voltage (Vth) decreases and the channel 

becomes more conductive resulting in an increase in the drain current. And after a time (capture 

time, tc), the trap captures an electron, resulting in an increase of the effective Vth and decrease in 

the drain current. It stays in this state for a time (emission time, te) until the electron is emitted and 

the cycle is repeated. The process is represented in Figure 1-15. The figure clearly shows the 

process where electrons are captured by empty traps (black circles) or released from a filled trap 

(blue circle). 

 

 

Figure 1-13: Performance degradation in any type of MOSFET is usually measured as a shift in the ID-VG characteristics 
giving rise to a change in Vth (ΔVth). 
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1.5.2 Bias-Temperature Instability (BTI) 

In ultra-scaled devices, BTI is considered as one of the most severe device degradation 

mechanisms. BTI happens when the gate of MOS structure is heavily biased while keeping the 

other contacts grounded and under these conditions the transistor parameters are known to degrade 

[117][118]. Based on the type of the MOSFET and the polarity of the voltage applied to the gate, 

BTI is classified into four categories: NBTI/pMOS, PBTI/pMOS, NBTI/nMOS and PBTI/nMOS. 

For p-channel MOSFETs, the degradation is called negative bias temperature instability (NBTI) 

and for n-channel MOSFETs, the degradation is called positive temperature instability (PBTI). 

Figure 1-16 shows the bias condition for the most discussed BTI combination: NBTI/pMOS (left) 

and PBTI/nMOS (right). 

 

Figure 1-14: Time domain measurements of a stationary random telegraph noise (RTN). The low Vth state corresponds to the 
state where the trap is empty (electrically neutral) and high Vth corresponds to the state where the trap is occupied (electrically 
charged) [116]. 

 

Figure 1-15: Trap-detrap of electrons at the Si-SiO2 interface 
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Bias Temperature Instability (BTI) is observed as an increase in the absolute values of threshold 

voltage (Vth) and off-current (Ioff) and in the decrease of the absolute values of on-current (Ion) and 

transconductance (gm). The mechanism is accelerated by temperature and voltage bias, regardless 

of the current flow [119]. It is widely believed that the physical phenomenon responsible for BTI 

is related to the generation and/or activation of states in the Si/SiO2 interface and trapped charges 

in the oxide. BTI was first articulated in 1966 by Miura et al in which they linked the generation 

of charge due to the electrochemical reaction to the presence of strong electric field at the Si/SiO2 

interface [120]. However, since then BTI was largely forgotten until it became prominent as 

transistor scaling reached 60nm technology and below. In [117]  the impact of BTI across nMOS 

and pMOS in several scenarios was studied and it was demonstrated that pMOS devices are more 

susceptible to BTI, regardless of the gate bias (positive or negative). As in digital circuits p-type 

MOSFETs are negatively biased, Vth degradation was only attributed to NBTI in pMOS and hence, 

BTI was often referred as only NBTI. However, with the advent of MOS structure using high-

k/MG, PBTI/nMOS has started to gain prominence to a level similar to NBTI and have also 

accelerated the BTI degradation [121]. During the BTI stress, the oxide electric field (Eox) is 

nearly homogenous along the channel due to the presence of only the vertical electric field. Figure 

1-17 shows the dependence of the threshold voltage on the oxide electric field (which is a function 

of applied voltage) for PMOS (left) and NMOS (right) devices for Intel’s 45nm high-k/metal gate 

technology [122]. It can be seen from the figure that PBTI in NMOS is much worse than NBTI in 

PMOS with HKMG (high-k/metal gate) technology. Further evidence to this can be seen from 

Figure 1-18, where the BTI degradation is represented as the degradation of saturation-current as 

a function of stress time. We can see that the degradation of the saturation current follows a power 

law (ΔID ~ tn) and the value of n is lower in case of PBTI in NMOS compared to NBTI in PMOS. 

One of the most interesting characteristics of BTI is its recovery behavior. The threshold voltage 

(Vth) increases when the device is under stress but when the stress is removed, the degradation 

relaxes [123], [124] and Vth partially recovers. An increasing opinion in the scientific community 

 

Figure 1-16: Bias condition for the two most important BTI configurations. In both cases the gate is biased to a voltage for 
strong inversion, (left) is for NBTI/pMOS and (right) is for PBTI/nMOS. 
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is the presence of two components to BTI: a fast, universally recovering component and a slowly 

recovering or permanent component [117], [123], [125], [126] as shown in Figure 1-19. 

 

 

 

 

Figure 1-17: Dependence of Vth in response to the electric field due to (left) NBTI in PMOS and (right) PBTI in NMOS. The curves 
correspond to the 45nm HKMG technology [122]. 

 

Figure 1-18: Time evolution of degradation in (left) PMOS NBTI and (right) NMOS PBTI [122]. 
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We can see from the figure that the threshold voltage (VT in the figure) degrades while the stress 

is being applied, however, once the stress is removed, a partial recovery is observed in the 

threshold voltage. The physical mechanisms to the origin of these two components (recovering 

and permanent) are still unclear. Some attribute interface states (Pb centers) to be responsible for 

the permanent component and oxide charges (E´centers) for the recoverable component [117]. 

While there are others of the opinion that interface traps are solely responsible for BTI [125], 

[127]. The partial recovery (after stress removal) of transistor characteristics is attributed to the 

de-trapping of charges from the trap centers. However, the fast NBTI relaxation makes the 

characterization of the failure mechanism extremely difficult warranting the need for special fast 

evaluation techniques [128]. In [129], a new ultra-fast technique was developed to accurately 

characterize the recovery of NBTI degradation. Numerous works have tried to explain the 

underlying physical phenomena for BTI indicating the contribution of defects, their number, 

spatial distribution and energies [104], [117], [121], [130]–[133]. However little or no consensus 

has been achieved in understanding the underlying physics and the research continues. Until 

recently, the reaction-diffusion (RD) theory was the most accepted theory to explain the 

experimental and theoretical aspects of NBTI. RD model is based on the assumption of the 

generation of traps at the Si/SiO2 interface when the stress is applied and the subsequent annealing 

of these traps with the stress removal [134], [135]. However, the recovery process of NBTI cannot 

be explained by the diffusion-limited process suggested by RD model [134], [136], [137]. As 

suggested in [137], a two-stage model can be used to explain the entire process of NBTI 

(degradation and recovery) over a wide range of bias voltages and stress temperature. A detailed 

look of BTI degradation in small devices, shows that recovery proceeds in discrete steps whose 

properties are fully consistent with the charge trapping observed in the context of random telegraph 

 

Figure 1-19: BTI as a function of time illustrating both degradation and recovery [122]. 
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noise (RTN) [101] as shown in Figure 1-20. We can see from the figure that in small area devices, 

traces of RTN can be observed in the discrete recovery of BTI.  

 

Most effects of the bias stress (BTI) can be accounted for by the same sort of traps that cause RTN 

[101], [138]. The only difference is that bias stress measurements activate traps that require higher 

voltages and have longer time constants (tc and te). BTI (specifically NBTI) can be considered as 

the non-equilibrium response of the defects, while RTN is a consequence of their quasi-stationary 

behavior [138]. 

 

1.5.3 Hot Carrier Injection (HCI) 

MOSFET is essentially a voltage controlled resistor, made by the inversion layer induced by the 

gate voltage. When the gate to substrate voltage (VG) is relatively high compared to the source to 

drain voltage (VD), the resistivity along the channel is almost constant and the current (ID) varies 

linearly between the source and the drain. If, however, VG is comparable or lower than VD, the 

inversion layer is much stronger at the source end than at the drain end (of course VD>VS).  The 

voltage drop due to the channel current is concentrated on the drain side and carriers gain a 

significant amount of energy from this field. The electron (or hole) kinetic energy, which is written 

as a function of temperature, is much higher than the lattice temperature and hence, these energetic 

electrons (or holes) are referred as “hot-carriers (electrons or holes)”. The energetic carriers may 

lose their energy via impact ionization and contribute to substrate current. Some of these hot 

carriers can gain enough energy to break Si-H bonds at the interface; some hot-carriers can gain 

 

Figure 1-20: Traces of RTN can be found in the discrete recovery of BTI in small area devices. The traces can contain temporary 
RTN (tRTN), which disappears after a certain amount of time (see three selected traces above). The extracted step heights 
(brown) are subtracted from the raw data (red) to yield the noise trace (blue) [101]. 
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enough energy to surmount the energy barrier at the Si/SiO2 interface and can be injected into the 

oxide. Once injected, they can be trapped or create more defects in the bulk of the oxide. The 

trapped charges at the interface or (and) the insulator bulk cause time-dependent shifts in the 

measured device parameters, such as the threshold voltage (Vth), transconductance (gm), linear 

(Id,linear) and saturation (Id,sat) drain current [139]. In time, substantial degradation can result in the 

partial or complete failure of the device. As holes are much “cooler” than electrons, hot-carrier 

effects in n-MOS transistors are more significant than in p-MOS transistors [140]. Figure 1-21 

shows the basic process of hot carrier generation when appropriate voltages are applied to the gate 

and drain terminals. 

 

Under HCI, a lateral electric field is also added by the application of a voltage between source and 

drain. To this extent, HCI can be related to BTI but more complex due to the additional lateral 

field. Hence, an in-depth knowledge of BTI is essential for understanding HCI. The worst HCI 

degradation for a MOSFET occurs at a condition that maximizes the bulk or substrate current (IB). 

In long channel planar devices, the most degrading channel hot-carrier (CHC) condition is when 

the gate bias is 50% of the drain bias (VG = VD/2) [140], [141]. However, for short channel nMOS 

devices it was found that the most CHC degradation condition corresponds to the high vertical 

field (VG = VD) and this change is believed to be due to the loss of gate control over the channel 

[105]. In devices with high-k dielectrics, the shift may be attributed to the increased SiO2 bulk 

defect contribution resulting from an increased equivalent oxide thickness (EOT) or due to the 

high-k bulk defect contribution in case of thin EOT [105], [142]. CHC stress can cause a significant 

degradation in the performance of strained MOSFETs [143]. In the case of Tri-gate/FinFET 

devices, hot-carrier degradation has varying trends in literature with some reporting an increased 

and some reporting decreased degradation for narrow fins [144]. This may be attributed to the 

 

Figure 1-21: Basic process of hot-carrier generation in a MOSFET 
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complex hot-carrier mechanisms for FinFETs/Tri-gate devices. However, the use of Tri-gate 

devices with proper design and process optimization provided significantly improved performance 

against HCI [145]. 

1.6 Interface traps and its role in device variability 

Interface traps are a prominent variability source as they can be a static source of variability and a 

source of dynamic variability. Interface traps that exist after the fabrication process can be a static 

source of variability. Although the number of defects in deeply-downscaled devices is very few, 

their relative impact has become intolerable [101]. In atomistic devices, random dopant 

distribution (RDD) was identified as the main source of time zero variability in the form of RTN 

fluctuations in ultra-scaled devices [146]. Low doped channel device is used to reduce the 

variability, however, it was shown that in these devices, the adverse role of RDF is taken over by 

charged interface traps [68]. In addition to that, stress during the operation (BTI, HCI) induces 

interface state generation, causing time-dependent variability. Hence understanding the role of the 

interface traps as a source of variability could provide a deeper insight into the overall device 

variability.  

Interface traps provide doping, enhance recombination and increase leakage through insulators. 

Hence, the presence of these defect centers, or traps, in semiconductor substrates may significantly 

influence the electrical characteristics of the device. The fundamental concept of interface states 

was put forward by Bardeen in 1947 [147]. Bardeen used the term ‘trap’ to indicate that the 

electronic states are electronic bound states whose bound electron wave functions are localized in 

all three space dimensions at these trapping centers [148]. Interface traps are also sometimes 

(actually in the initial years) referred as surface traps. However, the term interface trap is most 

appropriate as no practical surface is bare. To understand the origin of interface traps, let’s consider 

a silicon crystal along a crystallographic plane, as shown in Figure 1-22. 

 

We can see from the figure that the silicon atoms located at the surface are only bonded to the 

silicon atoms in the layer below and the forces experienced by the silicon atoms at the surface are 

 

Figure 1-22: Silicon Surface. 
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different to those experienced by the ones below. This perturbation of the surface layer of atoms 

produces potential wells at the semiconductor surface. The potential well contains quantum states, 

formerly in the valence band or conduction band, but now in the forbidden gap. These quantum 

states in the silicon band gap are called interface states or interface traps. When silicon surface is 

oxidized, all the valence electrons of the surface silicon atoms are satisfied by the silicon-oxygen 

bonds and the interface trap density drops to a low value as shown in Figure 1-23 (left). Each 

electrically active interface state leads to degradation of the important transistor parameters. 

Therefore, it is mandatory to increase the quality of the interface as much as possible and this is 

done by annealing the interface with hydrogen atoms. Therefore, the dangling silicon bonds are 

passivated by hydrogen forming Si-H bonds as shown in Figure 1-23 (right). With hydrogen 

passivation, the amount of electrically active interface states is reduced to an acceptable level. 

Ironically, these Si-H bonds are the cause for device degradation [104] and a source of variability. 

 

There have been several works that have been carried out to study the various aspects of interface 

trap behavior. As early as in 1989, researchers have investigated in [149] the effect of interface 

traps and bulk traps in SiO2 on hot-carrier-induced (HCI) degradation in MOSFET’s. They found 

a strong correlation between device degradation and density of generated interface traps, indicating 

that the generated interface traps most significantly cause device degradation. In [150] an interface 

trap-assisted tunneling and thermionic emission model are used to study the increased drain 

leakage current in off-state n-MOSFET’s after HCI stress. Traps at Si/high-k interface have 

degraded the performance of devices with the high-K dielectric material [151], [152]. Modern 

devices such as Tunnel FET’s also suffer from performance degradation due to interface traps 

[153]. More recently, researchers have studied the impact of interface traps in tunneling FET’s in 

comparison with modern MOSFET’s [154]. They found that although Vth shifts and subthreshold 

swing (SS) degradation induced by interface traps have similar trends, the impact on Ion is different 

because of conduction mechanism. 

Owing to the important role of interface traps on the performance of devices, appropriate 

characterization of interface states has always been of utmost importance. Charge pumping method 

is known to be one of the most powerful methods of qualitatively characterizing the interface state 

  
Un-Passivated Si-SiO2 surface Passivated Si-SiO2 with hydrogen atom 

forming Si-H bonds 

  
Figure 1-23: Un-passivated (left) and passivated (right) Si-SiO2 surface 
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properties of MOSFETs [155]–[157] Due to the considerable influence of interface traps on the 

performance and reliability of nanoscale devices, quantitative analysis of the interface states (trap 

density, spatial and energy distribution) is becoming more important. For example, the leakage 

current in DRAM cells is strongly dependent on the local electric field at the location of the traps 

[158]. This makes it extremely important to characterize the spatial distribution of interface traps 

and to simulate the localized electric field in these devices. In [159], a novel approach is presented 

to capture the impact of non-uniform energy distributions of interface traps in the calculations of 

surface potential (ψs). In the work presented in this thesis, we make use of TCAD simulations to 

study and analyze the contribution of the interface traps (attending to the number and spatial 

distribution of traps) towards the overall variability of the device performance. Since, we use 

TCAD simulations to carry out this study, next chapter is dedicated to discuss the fundamentals 

related to TCAD simulations and how they can be used to perform variability analysis. 
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2. TCAD Fundamentals and application in 

variability studies  

As it was highlighted in the end of the last chapter, the primary focus of this thesis is studying the 

interface traps related variability in MOS structures by means of TCAD tools. Hence having a 

better understanding of the TCAD concepts is of paramount importance. The first part of this 

chapter discusses the basic concepts of TCAD simulations, its advantages and limitations. In the 

later part of this chapter, we discuss how TCAD tools are used to perform studies associated with 

variability in modern devices. 

 

2.1 Semiconductor Device Modeling and Simulation 

From the previous chapter, we have seen that there has been a continuous and an exponential 

growth of the semiconductor industry that is now worth billions of dollars. This steady growth has 

put an immense pressure on the industry to deliver products to the market in a short time. This has 

led to an intense development in the field of numerical simulation of the semiconductor process 

and device structures. In the absence of simulations, engineers are forced to rely on a large number 

of experimental data, impacting the development costs and time to market [2]. Simulation is the 

imitation of some real thing and the act of simulating something generally demands the 

representation of certain key characteristics or behavior of a selected system. Numerical analysis 

is based on fundamental, physical partial differential equations that represent a semiconductor 

device. The field of using simulations to study, model and analyze semiconductor process and 

CHAPTER II 
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device operation is often referred as Technology Computer Aided Design (TCAD). TCAD tool is 

an electronic design automation tool that models the semiconductor device operation and 

fabrication based on fundamental physics through the aid of computer simulations. The key 

features of a simulator include the acquisition of valid source information about the device (or 

circuit being simulated), selection of key characteristics and behaviors, use of simplified 

approximations and assumptions within the simulation and finally validating the simulation 

outcome. Simulations provide the physical insight to optimize the process and maximize the yield. 

However, the accuracy of the simulation depends on the device models used in the simulators. 

According to International Technology Roadmap for Semiconductors, development costs are 

reduced by about 40 percent by the efficient use of TCAD tools [160]. TCAD simulations have 

evolved from being traditionally used for research and development (to understand underlying 

physical concepts that are otherwise impossible to measure) to be increasingly used in 

manufacturing for advanced process control and yield improvement. Each technology generation 

has driven the device density higher, thus increasing the complexity of fabrication. This has fueled 

the development of simulation tools that can efficiently point in the right direction for technology 

during the development phase. TCAD tools are also being used more efficiently for exploring new 

device architectures and optimizing process flows. In the microelectronics industry, TCAD is 

widely referred to as process CAD and device CAD. Process CAD refers to the simulation of 

semiconductor device processing (fabrication) steps. Device CAD refers to the numerical 

simulation of the device operation to evaluate the electrical characteristics. These concepts will be 

addressed in the later sections of this chapter. In the next section, a historical overview of the 

different TCAD tools is presented. 

Historical Overview of TCAD 

During the last few decades, TCAD has evolved from being a one-dimensional (1D) simulator to 

full two-dimensional (2D) and three-dimensional (3D) simulation of today’s complex circuits and 

devices. This evolution is the result of contributions from a large number of researchers over the 

years. Gummel reported the results of 1D simulations of BJT [161], where iterative methods to 

sequentially solve partial differential equations (PDE) in a drift-diffusion system were used. This 

work of Gummel was further developed and applied to p-n junctions by Mari [162] and to Read 

diode by Gummel and Scharfetter [163]. The first 2D numerical solution of Poisson’s equation for 

MOSFET structure was reported simultaneously in the works of Loeb and Schroeder [164], [165]. 

The first finite element analysis of the semiconductor equations was reported in [166] and helped 

the development of more general purpose TCAD tools based on the reported method. In the early 

1980’s, as the device sizes became smaller and designs became more complex, 2D numerical 

simulations became increasingly inadequate leading to the developments of 3D numerical 

simulators [167]. Following that, the ability to perform 3D simulations were incorporated into 

almost every available 2D simulator programs [168], [169]. After the success of CAD tools to 

simulate the electrical characteristics, there was a growing interest in the research community for 

tools that could simulate the fabrication process. In the late 1970’s researchers from Stanford 

University developed the tool SUPREM that was used as 1D process simulator [170]. The works 

of Professor Dutton and Professor Plummer led to the foundation of TMA which was the first 

supplier of commercial TCAD software. In 1998, TMA was acquired by Avant, which was later 

in 2001 acquired by Synopsys [171]. Currently, Silvaco [172] and Synopsys are the major 
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providers of commercial TCAD tools. In this thesis, we use both Synopsys TCAD (only in the 

initial period) and Silvaco TCAD. 

2.2 Process and Device simulations 

In the microelectronics industry, TCAD is widely referred to as process simulator (process CAD) 

and device simulator (device CAD). In order to simulate the performance of a device structure, it 

is essential to represent the key characteristics (or behavior) of the device (and/or fabrication 

process) by means of physics based models. Since TCAD simulators use different physical models 

to represent device behavior (and/or fabrication process) they are often referred as physically-

based simulators. 

Process simulation 

The first step in performing a simulation is the creation of the device structure and this is achieved 

by the use of a process simulation tool. Process simulation or process CAD refers to the front-end 

process modeling that includes the numerical simulation of the physical effects of IC processing 

steps used to fabricate transistors (or other devices) up to metallization. It is used to simulate the 

semiconductor processing steps like oxidation and diffusion, ion implantation, deposition, 

annealing and etching. Process CAD also generates the input file needed for device simulations 

and the scheme is shown in Figure 2-1. 

 

Synopsys TCAD package includes Sentaurus process for 2D and 3D process simulations. Silvaco 

TCAD tools include ATHENA for 2D process simulation and Victory process for 2D/3D process 

simulation. Athena provides general capabilities for numerical, physically-based, 1D/2D 

simulation of process steps. Victory process is a general-purpose 1D/2D/3D process simulator with 

automatic switching between different modes (1D/2D/3D). In order to use process simulator, one 

needs to provide all the process steps involved. If the process steps are not available, then the 

device structure can be created through computer-aided design and process emulation steps. 

However, even for this procedure, it is essential to supply certain fundamental characteristics of 

the device (material properties, oxide thickness, doping etc.,). For example, Synopsys TCAD also 

includes Sentaurus Structure Editor (SSE), which is a 2D/3D device structure editor and a 3D 

process emulator. SSE can be used to create structures for which the fabrication process is 

unavailable. In process emulation mode, Sentaurus Structure Editor translates processing steps into 

geometrical operations (different device regions are created by drawing geometrical operations 

such as, drawing a rectangle or a polygon). Using Sentaurus Structure Editor, device structures can 

be created interactively using a graphical user interface (GUI) or in batch mode using Scheme 

scripting language. Silvaco TCAD provides the tool ATLAS to create the device structure in a 

 

Figure 2-1: Scheme of the process simulation using process CAD to generate the input file (device structure) for device CAD. 
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batch mode (command line input) and the tool DEVEDIT can be used to edit the device 

interactively. The created structure can be analyzed using the visualization tool that is included in 

the package. 

Device simulation 

Device simulation or device CAD refers to the numerical simulation of the device operation. 

Device CAD includes a set of physical device models that describes the carrier transport in 

materials. Physical device models account for the physics of the device operation and provide 

greater insight but usually require a lengthy analysis. The scheme of device CAD is shown in 

Figure 2-2. 

 

Synopsys TCAD tools include Sentaurus device for 2D and 3D device simulations. Sentaurus 

device is a numeric semiconductor device simulator that is capable of simulating the electrical, 

thermal and optical characteristics of various semiconductor devices. Silvaco TCAD tools include 

ATLAS for 2D/3D device simulations and Victory Device for 3D device simulations. Physically 

based device simulators predict the electrical characteristics associated with the specified structure 

and bias conditions. To accurately analyze an arbitrary semiconductor structure that is intended as 

a self-contained device under various operating conditions, a mathematical model has to be given. 

As we will see, these mathematical models are described onto 1D/2D/3D grid (mesh) of the 

structure. 

2.3 Device Simulators: Physical Background 

Since in this work devices were created using CAD procedures instead of process simulators, only 

the workings (physics) of device simulator are discussed in detail. As outlined earlier, physically-

based device simulators predict the electrical characteristics that are associated with the specified 

structure and bias conditions. This is achieved by approximating the device operation described 

by a mathematical model onto a two or three-dimensional grid also referred as device mesh. The 

mesh consists of a number of mesh points known as nodes (N). The dimensions of the mesh of the 

simulated structure have a great influence on the simulated results (outputs) and these are discussed 

in section 2.4. Years of research have resulted in mathematical models represented by a set of 

differential equations. These mathematical models consist of a set of fundamental equations 

linking the electrostatic potential and the carrier densities within some simulation domain. These 

equations consisting of Poisson’s equation, continuity equations and transport equations are 

discretized on the simulation grid (2D or 3D) to simulate the carrier transport through a structure. 

 

Figure 2-2: Scheme of device simulation using device CAD to generate electrical characteristics. 
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Poisson’s equation relates the variations in electrostatic potential to local charge densities. The 

continuity and transport equations describe the way the carrier densities (electrons and holes) 

evolve as a result of transport processes, generation and recombination processes. Due to the 

importance of these equations in any physically-based simulators, they are briefly discussed below. 

Poisson’s Equation 

The electric field is defined as the negative gradient of the electrostatic potential, Ψ(x), or in one 

dimension as the negative derivative of the electrostatic potential. 

 

𝑑𝛹(𝑥)

𝑑𝑥
= −𝐸(𝑥) 

2-1 

 

From Gauss’s law, we can draw the relationship between the charge density and the electric field. 

 

𝑑𝐸(𝑥)

𝑑𝑥
=

𝜌(𝑥)

𝜖
 

2-2 

 

Substituting the equation 2-2 into 2-1, we get the relationship between the charge density and 

electrostatic potential and is given as 

 

𝑑2𝛹(𝑥)

𝑑𝑥2
= −

𝜌(𝑥)

𝜖
 

2-3 

 

Equation 2-3 is referred as Poisson’s equation, it relates the variations in electrostatic potential to 

local charge densities. Device physics has established the existence of three different mechanisms, 

which add to the space charge term in Poisson’s equation, in addition to the ionized donor and 

acceptor impurities. These are interface fixed charge, interface trapped charge and bulk trapped 

charge. Interface fixed charge are always completely occupied. Interface traps (similarly bulk 

traps) can be categorized as donor traps and acceptor traps. A donor trap can be either positive or 

neutral like a donor dopant. A donor trap is positively charged (ionized) when empty and neutral 

when filled (with an electron). An empty donor trap which is positive, can capture an electron or 

emit a hole. A filled donor trap which is neutral, can emit an electron or capture a hole. An acceptor 

trap can be either negative or neutral like an acceptor dopant. It is neutral when empty and 

negatively charged (ionized) when filled (with an electron). A filled acceptor trap can emit an 

electron or capture a hole. An empty acceptor trap can capture an electron or emit a hole. Hence 

the total charge caused by the presence of traps is subtracted from the right-hand side of Poisson’s 

equations (see eq.2-3) and is given as: 

 

𝑄𝑇 = 𝑞(𝑁𝑡𝐷
+ − 𝑁𝑡𝐴

− ) 2-4 



TCAD fundamentals and applications in variability studies 

 

34 

 

 

 

Where 𝑁𝑡𝐷
+  and 𝑁𝑡𝐴

−  are the densities of ionized (charged) donor-like and acceptor-like traps 

respectively and are described by eq. 2-5 and eq. 2-6. 

 

𝑁𝑡𝐷
+ = 𝑁𝐷 ∗ 𝐹𝑡𝐷 2-5 

 

𝑁𝑡𝐴
+ = 𝑁𝐷 ∗ 𝐹𝑡𝐴 2-6 

 

 

The ionized trap density depends on the total trap density and probability of ionization. In eq. 2-5 

and eq. 2-6, 𝐹𝑡𝐷 , 𝐹𝑡𝐴 are the ionization probability for donor-like and acceptor-like traps, 𝑁𝐷 is the 

total density of traps. The probability of ionization of acceptor-like or donor-like traps is a function 

of different trap characteristics such as, capture cross-section and trap energy and is given by the 

eq. 2-7, where 𝜎𝑛 and 𝜎𝑝 are electron and hole trap cross-sections respectively, and 𝐸𝑡 is the trap 

energy. 

 

𝐹𝑡𝐴 𝑜𝑟 𝐹𝑡𝐷 = 𝑓(𝜎𝑛, 𝜎𝑝, 𝐸𝑡) 2-7 

 

 

The energy of the trap (Et) is located in the forbidden gap of the material in which they (traps) 

exist. In the case of interface traps, one of the materials that form the interface can be considered 

as a reference from which the energy of the trap is measured. For donor type trap, the trap energy 

is measured from the valence band while for acceptor type trap, it is measured from the conduction 

band. The trap cross-section (σn/σp) is the effective physical size of the trap in the material. 

Carrier Continuity Equations 

The continuity equation relates the changes in the carrier density over time with the carrier fluxes 

and generation and recombination of carriers. The continuity equation is based on the conservation 

of mobile charges [173] and is: 

  

𝜕𝑛

𝜕𝑡
=

1

𝑞

𝜕𝐽𝑛

𝜕𝑥
− 𝑅𝑛 + 𝐺𝑛 

2-8 

𝜕𝑝

𝜕𝑡
= −

1

𝑞

𝜕𝐽𝑛

𝜕𝑥
− 𝑅𝑝 + 𝐺𝑝 

2-9 

 

Here the equation 2-8 and equation 2-9 correspond to the case of electrons (n) and holes (p) 

respectively. Where Gn and Gp are the electron and hole generation rates, Rn and Rp are the electron 
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and hole recombination rates, Jn and Jp are the electron and hole current density, q is the magnitude 

of the charge on an electron.  Recombination is a process by which an electron occupies an empty 

state associated with holes resulting in the loss of the carrier. At the end of a recombination process, 

energy is released and depending on how the energy is released we have different recombination 

processes. For radiative recombination, the energy is released in the form of a photon; in a non-

radiative recombination, the energy is transferred to one or more phonons; the energy is transferred 

as a kinetic energy to another electron for Auger recombination [173]. In band-to-band 

recombination, an electron moves from conduction band to the valence band associated with a 

hole. In trap-assisted recombination, electrons first fall into trap energy in the band gap and then 

complete the recombination process by falling from the band gap to the valence band of a hole. 

This two-step recombination process assisted by a trap is known as Shockley-Read-Hall (SRH) 

recombination. The process of recombination, when reversed, causes generation process instead 

of recombination and a single expression can be used to describe both processes. However, carrier 

generation due to light absorption does not involve recombination and this process is known as 

ionization. 

Carrier transport 

Current inside a semiconductor (or any material) is defined as the rate of flow of charge carriers. 

The two main means of carrier flow inside a MOSFET structure are drift current and diffusion 

current. When an electric field is applied to a semiconductor, the electrostatic force causes the 

carriers to accelerate due to the field. The flow of charge carriers under an applied electric field is 

known as carrier drift, resulting in drift current. Due to collisions with impurities, the velocity of 

the carriers reaches a constant value, known as saturation velocity (v). The other means of current 

known as diffusion current is the result of movement of carriers due to thermal energy. This 

movement (or diffusion) of carriers happens due to a density gradient, created as a result of 

variation in doping density. The total current is the sum of the drift and the diffusion currents and 

equations 2-10 & 2-11 show the total current density (as the sum of drift and diffusion components) 

for electrons and holes.  

 

𝐽𝑛 = 𝑞𝑛µ𝑛𝐸 + 𝑞𝐷𝑛

𝑑𝑛

𝑑𝑥
 

2-10 

𝐽𝑝 = 𝑞𝑝µ𝑝𝐸 − 𝑞𝐷𝑝

𝑑𝑝

𝑑𝑥
 

2-11 

 

In the above expressions, Dn and Dp are the diffusion constants, the terms µn and µp correspond to 

the electron and hole mobility respectively. Mobility is an important property of carriers and is 

deterministic in the performance of different devices, therefore, a better understanding of factors 

that influence carrier mobility is very crucial for device engineers. Carriers are accelerated by the 

applied electric field but they lose the momentum as a result of various scattering processes. These 

scattering processes include lattice vibrations, other carriers, surfaces and material imperfections. 

Since the effects of all these microscopic phenomena are lumped into the macroscopic mobilities 

introduced by the transport equations, they (mobilities) depend on the local electric field, lattice 

temperature etc. 
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Mobility modeling is consequently an important aspect of any device simulator and the device 

simulators must represent the mobility and its degradation as accurately as possible. In the simplest 

case, the mobility is a function of the lattice temperature, however, this is only valid for devices 

under a low electric field or with a low level of doping. Under such conditions, the mobility is 

dependent on the phonon scattering and impurity scattering. However, with high doping densities 

the mobility degradation due to impurity scattering is very high and models that describe mobility 

as a function of doping (apart from lattice temperature) should be considered. The carrier mobility 

is further degraded when operating at high electric fields. The mean drift velocity of carriers is 

saturated and the influence of impurity scattering on energetic carriers is reduced. Hence, when 

simulating devices with high electric fields, proper mobility models that take into account the 

velocity saturation should be considered. One of the most important parts of simulating a MOS 

structure involves the appropriate modeling of carrier mobility in the inversion layer. Mobility 

modeling in inversion layers introduces additional complications as the carriers in inversion layers 

are subjected to surface scattering, extreme carrier-carrier scattering, and quantum mechanical size 

quantization effects. So, when performing a simulation of MOSFET structure these effects should 

be taken into account to have more accurate results. Synopsys and Silvaco provide a wide range 

of mobility models and the choice of the appropriate model depends on the device being simulated 

and its bias (and temperature) conditions. 

Quantum simulations 

As device features are approaching nanoscale dimensions, the wave nature of electrons and holes 

can no longer be neglected. Hence, the physical models that describe their behavior inside device 

simulators must incorporate the necessary quantum effects. When the quantum nature of the 

electrons (holes) is neglected, carrier transport can be described by Boltzmann’s transport 

equation. There are several approaches that can be used by modern physics-based simulators to 

incorporate quantum effects. One common method is coupling a Schrödinger-Poisson solver to the 

Boltzmann’s transport equation. Here the carrier concentration is calculated quantum-

mechanically and used in Poisson’s equation to obtain the electrostatic potential, which is again 

used in the Schrödinger’s equation until convergence is reached. The resulting quantum-

mechanical carrier concentration is used to derive correction factors for the solution of 

Boltzmann’s transport equation. The other method is to model the confinements of carriers 

associated with local potential using density gradients. The density-gradient model, based on the 

Wigner function allows a local representation of quantization effects. Thus is more suitable in 

simulators than the Schrödinger-Poisson solver (which depends on non-local quantities such as 

dielectric thickness). It has been reported that while the density-gradient method correctly models 

the carrier concentration in the inversion layer of a MOSFET, it fails to accurately reproduce the 

tunneling current [174]. Silvaco and Synopsys provide a suite of models with varying capabilities 

to incorporate quantum effects inside the device being simulated. The use of appropriate models 

depends on the purpose and conditions of the simulation. It has to be noted that a careful approach 

has to be employed in choosing the quantum models, as simulation time and convergence 

complexity is greatly influenced by the quantum models. 
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2.4 Numerical solution methods and Device mesh 

TCAD simulators are based on Finite Element Method (FEM) which uses iterative method for 

solving. In an iterative method, we start with a guess for the solution and then successively renew 

this guess, getting closer to the solution at each stage. This iteration is usually performed until 

convergence is reached with the desired accuracy. The supremacy of most iterative methods lies 

in their ability to achieve this convergence efficiently. However, any particular iterative method is 

confronted by two entangled issues, speed and convergence. For example, to achieve convergence 

a large number of iterations are needed which adversely affects the speed of the solver. Conversely, 

a high-speed solver may not achieve a convergence. For semiconductor devices, different solution 

methods are used depending on the situation and it is also possible to use several different 

numerical methods (in conjunction) to obtain a solution. Hence, it is imperative for the numerical 

solvers included in TCAD simulators to find an appropriate balance between speed and 

convergence. There are three different numerical solution techniques commonly used for obtaining 

solutions for semiconductor devices and they are (i) GUMMEL (de-coupled) (ii) NEWTON (fully-

coupled) and (iii) BLOCK. The GUMMEL method solves for each unknown in an equation while 

keeping the other variables constant and repeats until a stable solution is achieved. Hence, it is also 

referred as a de-coupled method. In NEWTON method, the total system of unknowns is solved 

together. In BLOCK method, the solutions are obtained by combining the fully-coupled and de-

coupled techniques. Each method has its own merits and demerits and the choice of the method 

depends on the requirement of the simulations. For example, Gummel iteration converges 

relatively slowly but often tolerates poor initial guesses. However, NEWTON iteration will 

normally converge quickly so long as the initial guess is close to the final solution. Several 

strategies such as reducing the bias step in the event of non-convergence, loosen the requirement 

of a good initial guess. There are different parameters that are available for users by which one can 

modify the solution techniques. Much efforts have been put into developing reliable criteria for 

convergence and the default parameters work well for nearly all situations and most users will 

never need to change them.  

As outlined earlier, TCAD simulations are based on finite element analysis of semiconductor 

equations that describe the device process and device operations. In physically based simulators, 

the real semiconductor device is represented in the simulator as ‘virtual’ device whose physical 

properties are approximated onto a two or three-dimensional non-uniform grid (called mesh), 

consisting of a number of grid points (N) called nodes. The layout of the mesh in a simulation is a 

very important aspect in determining the accuracy of the simulations. The problem of optimal 

mesh structure versus computational time and accuracy is always a dilemma in the world of TCAD 

simulations. For simulation accuracy, the number of grid points (nodes, N) allocated in the 

simulated structure must be maximized. However, for the computational efficiency, the number of 

nodes (N) must be minimized. Although optimal mesh generation is not exactly deterministic, one 

can always follow certain guidelines and heuristics for defining satisfactory meshes [175]. Denser 

meshes are allocated in regions where there is a rapid change in the values of potential, doping, 

etc., and the coarse mesh is applied in a region where these (doping, potential, etc.,) quantities do 

not change rapidly. Apart from the optimization techniques, certain consideration such as 

minimizing the number of obtuse triangles must be observed. It is often a good practice to ensure 

that the simulations results are not very sensitive to the device mesh being considered. In other 

words, the simulated structure must be robust so that the device performance (simulated) is 

independent of the grid density. To show this point as an example, Figure 2-3: top left shows the 
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simulated structure with a very fine grid spacing in the semiconductor under the gate insulator. It 

can be seen that the fine mesh also extends into the deeper regions of the substrate. In order to 

reduce the number of grids and thus reduce the simulation time, re-meshing of the structure is 

done. Figure 2-3: top right shows the same structure with a reduced number of grid points. Finer 

mesh is used in the gate insulator and the interface under the gate while a coarser mesh is 

considered for the other regions. The re-meshing reduced the total number of grid points by 40% 

and improved (faster) the simulation time by 40%. Figure 2-3: bottom compares the results (ID-

VG) of the simulations before (Figure 2-3: top left) and after (Figure 2-3: top right) the re-meshing. 

The curve (a) corresponds to the mesh structure in Figure 2-3: top left and the curve (b) corresponds 

to the mesh structure in Figure 2-3: top right. It can be seen that the re-meshing has not changed 

the results but has improved the simulation time significantly. This ensures that the chosen mesh 

is robust to have device performance independent of the grid density. 

 

Once the device mesh is defined, the different physical models that describe the mechanisms that 

happen inside the device need to be included in the simulator. The simulated structure can be a 2D 

or a 3D (real) structure based on the requirement of the simulation. 3D simulations take longer 

time than 2D but are useful in analyzing certain critical physical phenomena (corner effects, width 

  

 
 

Figure 2-3: The simulated MOSFET Structure on the top left corresponds to a very fine mesh in the channel and also deep 
in the substrate. The structure on the top right corresponds to an optimized meshing of the structure with a fine mesh 
only in the channel, this resulted in reduced number of mesh points. In the plots (below), the curve (a) (squares, black) 
corresponds to the device with mesh shown at top left and curve (b) (circles, red) corresponds to the device with mesh 
shown at top right. The plots show that the re-meshing of the structure has improved the simulation efficiency without 
modifying the results. 
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effects, etc.). In most cases the results from 2D simulations would suffice and do not warrant the 

need 3D simulations. It has to be noted that in general, a 2D simulation is, in fact, a 3D simulation 

of a device with a width of 1µm, with a very coarse mesh (in fact only two grid points at 0µm and 

1µm) along the width. 3D simulations involve structure with a definite width and a definite number 

of grid points along the width. The typical simulation flow that is employed by device simulators 

is outlined in the following section. 

2.5 Typical Simulation flow 

In order to evaluate device characteristics, a simulator follows a typical flow which is shown in 

Figure 2-4. It shows different steps involved in the simulation of a device structure, from its 

creation to obtaining the electrical characteristics. 

 

As shown by the first block, the typical design flow starts with the creation of a device structure 

either by a process simulator tool or through computer-aided design (CAD) operation and process 

emulation steps. In order to create the structure, the geometrical information such as device 

dimensions should be provided. Along with the device geometry, device specific information such 

 

Figure 2-4: Simulation flow that is typically employed for a TCAD simulation. 
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as doping, electrode definition and mesh definition must also be provided. While specifying the 

device geometry, a defined width can be specified to create a 3D structure other than the 2D 

structure with default width. The constructed device is intelligently meshed and passed on to the 

device simulator to perform device simulations. 

The entire process of performing device simulation is outlined by the second, third and fourth 

blocks in Figure 2-4. Inside device simulators, material type is assigned to different regions and 

different appropriate physical models are included. The inclusion of different physical models 

depends on the nature and intent of the simulations. They can range from simple carrier transport 

models such as drift-diffusion models to more complex quantum models. Device simulators 

numerically simulate the electrical behavior of a single semiconductor device or several devices 

combined in a circuit. Hence, appropriate numerical solvers are also specified within the device 

simulator (3rd block). Terminal currents, voltages and charges are computed based on the set of 

physical equations that are included in the different physical models and at the operating conditions 

(temperature and bias), these are represented by the 4th block in Figure 2-4. Finally, as shown in 

the 5th block, different graphing tools are used to plot and visualize the electrical characteristics of 

the simulated device (circuit). The visualization tools can also be used to visualize various other 

electrical quantities such as current density, the electric field across different regions etc. The 

magnitude and distribution of these electrical quantities are usually stored by default at the final 

biasing condition of the device. However, the simulator can also be forced to store them at 

intermediate or at every bias step. In the following sections, the simulation procedure used by the 

two different TCAD packages (Synopsys and Silvaco) is outlined. 

Simulation using Synopsys TCAD 

For the creation of the device structure through process simulation, Synopsys TCAD package 

offers Sentaurus Process or Taurus TSUPREME-4 tool. To create device through computer aided 

design operations, Sentaurus Structure Editor (SSE) is used. Once the device structure is created, 

meshing is done before the device can be numerically solved to determine the electrical properties. 

In Sentaurus TCAD meshing can be done using three different meshing tools: Sentaurus Mesh, 

Noffset3D, and Mesh. All these tools generate high-quality spatial discretization using a variety of 

mesh generation algorithms. The methods and the choice of the tool to be used depends on the 

geometry of the device. Noffset3D is usually used to mesh 3D structures and Sentaurus Mesh is 

more suitable for 2D structures. Sentaurus device is used to simulate the electrical characteristics 

of the device. Sentaurus device offers both the 2D and 3D device simulations to be performed on 

the structure. Tecplot SV is used to visualize the output from the simulation in 2D and 3D, and 

Inspect tool is used to plot the electrical characteristics. 

Simulations using Silvaco TCAD 

Similar to Sentaurus TCAD, the first step in the simulation with Silvaco TCAD is the device 

creation. However, unlike Sentaurus TCAD, in Silvaco TCAD, the mesh is required to be defined 

before the structure is created. The mesh definition can be done within the tool used to create the 

device structure. Like Synopsys, the device structure can be created using the process simulator 

tool within the Silvaco TCAD package. Silvaco TCAD provides the tool ATHENA for process 

simulation. ATHENA is a framework program that integrates several smaller programs into a more 
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complex process simulation tool. Silvaco also provides the tool ATLAS that can be used to create 

the device using computer aided design (CAD) and process emulation. The tool ATLAS is also 

used for performing device simulations to obtain the electrical characteristics of the test 

(simulated) structure. ATLAS is very often used in conjunction with the process simulator ATHENA 

taking advantage of the automatic interface between them. ATHENA predicts the physical structure 

that results from the processing steps and the resulting physical structure is used as input by 

ATLAS, which then predicts the electrical characteristics for a specified bias and temperature. 

Therefore, it is possible to determine the effect of process parameters on device characteristics by 

the combination of ATLAS and ATHENA. However, it is much difficult to control the actual device 

performance in ATHENA process simulator environment in comparison to ATLAS device simulator 

environment. While a slight change in the individual parameters can affect the entire structure 

created using ATHENA, the device structure, material and doping concentration can be controlled 

precisely when creating a device through ATLAS. A device constructed through ATHENA is more 

difficult to characterize, however, the device is much closer to a real fabricated transistor. The tool 

Tonyplot is used to visualize the 2D/3D simulated structure and its electrical characteristics. 

2.6 Limitations and challenges of TCAD simulations 

As described in the previous sections, to perform any physically based simulation, we need to 

provide the following information 

 Physical structure to be simulated. 

 The physical models to be used. 

 The bias conditions for which electrical characteristics are to be simulated. 

Whether a device is created using a process simulator or with CAD operations, the creation 

procedures need to be calibrated to define a structure that is as close to the real device as possible. 

If CAD operations are used, then the doping profile of the virtual (simulated) device must match 

that of the actual device. If process simulators are used to create the structure, then in addition to 

the doping profiles, the process coefficients of the appropriate models that describe different 

process steps (oxidation, diffusion, etc.) must be well calibrated.  It is a tedious task to tune a large 

number of undefined coefficients present in the empirical-based models in the process simulator. 

Moreover, this tuning procedure has to be repeated if any changes were made to the process recipe. 

There is always skepticism about the ability of TCAD simulations to accurately predict the 

experimental results. This is largely due to the fact that device simulations are based on 

mathematical models derived from Maxwell’s equations as outlined in the earlier sections. These 

equations are valid for a number of applications, especially for silicon devices. However, 

conditions do exist where their validity is not guaranteed (or at least in doubt). For example, when 

device dimensions are in nanoscale and quantum effects become dominant. The more sophisticated 

results in physics are too complex to give rigorous and sufficiently simple models for the purpose 

of device simulations. Aggressive research is being carried out to address this challenge and to 

develop newer and more reliable models [176]. The main limitation of these simulators is that all 

the relevant physics must be incorporated into the simulator and as we are venturing (by continuous 

scaling) into unfamiliar territories, the accuracy of available models is always contentious. 
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2.7 Variability studies using TCAD 

We have seen from the section 1.3 that variability related issues are one of the roadblocks in the 

path of MOSFET evolution and a cause of concern in future technology devices involving 

conventional and novel CMOS devices such as FinFETs [177][178], nanowire MOSFETs [179] 

to name a few. While significant statistical variability effects like threshold voltage [49][180] and 

ON-current variations [181], leakage increase [182], random telegraph noise [183] are well 

understood and factored in transistor design, the atomic scale effects that contribute to this 

variability are still being carefully studied. The statistical variations in deca-nanometer devices 

have led to a shift in the paradigm of numerical simulations as it is no longer sufficient to simulate 

a single device to represent one macroscopic design. The aim of numerical simulation shifts from 

predicting the characteristics of a single device toward estimating the mean values and the variance 

of device parameters such as threshold voltage, drive current, etc., for a whole group of 

microscopically different devices in the system [184]. 

There has been an increasing interest in using TCAD simulations to analyze the source of statistical 

variations in nano-devices [57], [185]–[187]. Simulation of variability has become extremely 

important in terms of understanding the current variability mechanisms and sources. Simulations 

are also used for predicting the levels of variability in modern devices [188], [189]. TCAD based 

transistor design can be used at the early stage of technology development to introduce accurate 

statistical variability that can be of great help to designers. As outlined in earlier sections, most 

important sources of statistical variability (SV) are Random Discrete Dopants or Random Dopant 

fluctuations (RDD or RDF), Line Edge Roughness (LER)/Line Width Roughness (LWR) and 

Metal Gate Granularity (MGG). TCAD simulations incorporating these variability sources will 

help to gain reliable estimates for the magnitude of intrinsic parameter fluctuations. Among 

different groups working in developing variability aware simulations, the group of Asenov from 

the University of Glasgow have made significant strides. To show some examples, Figure 2-5 (left) 

identifies the impact of the various SV sources on the threshold voltage of fresh devices. Figure 

2-5 (right) shows the impact of SV sources (combined and separate) on the on-current Ion from 

1000 devices. 

The RDD was generated from the continuous doping profile by placing dopant atoms on the silicon 

lattice sites in the S/D regions and in the channel. LER was introduced through 1D Fourier 

synthesis following the method described in [65] where random gate edges are generated from a 

power spectrum corresponding to a Gaussian autocorrelation function. The Poly-Gate Granularity 

(PGG) is simulated by randomly generating poly-grains for the whole gate region [55]. Since these 

simulations are ‘atomistic’, quantum confinement effects are needed to be considered by including 

density gradient (DG). From these pictures, we can see that RDF is inducing the largest dispersion 

in both Vth and Ion followed by MGG and LER. The plots shown in Figure 2-5 were obtained from 

the variability simulations performed  using in-house TCAD simulator  known as “GARAND”, a 

3D ‘atomistic’ simulator, which is now commercially available from Gold Standard Simulations 

(GSS) Ltd [190]. As of May 2016, GSS has been acquired by Synopsys and now is a part of 

Synopsys TCAD package [171]. 
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Interface trap simulations using TCAD 

On top of the SV sources that were discussed above, traps (in the oxide and/or interface) can 

capture carriers during the device lifetime and can be a variability source (discussed in chapter 1). 

These traps can be pre-existing traps [192] or generated over the course of device operation [127]. 

Due to the vital importance of interface traps in the performance degradation, the ability to simulate 

and analyze the impact of interface traps would be a great asset in predicting the device reliability.  

Now, there are different approaches that are used to simulate the influence of interface traps. 

Trapped charge at the interface can be simulated by modifying the doping concentration at the 

nearest nodes which in turn introduces electron charge in the solution of Poisson equation [193]. 

In another approach, the interface traps are simulated by adding a sheet charge directly at the 

interface which adds space charge directly to the Poisson equation [194]. In this work the approach 

of adding a space charge to the Poisson’s equation (described earlier) is used as it was much 

efficient (simulation time and accuracy of the results) than the former. 

TCAD tools are being increasingly used to analyze the influence of interface traps with varying 

objectives in MOSFET and advanced structures. For example, studies using TCAD simulations 

have helped in understanding the influence of interface traps density on the device characteristics 

(I-V) of different III-V MOSFET devices [149]. TCAD tools have been extremely useful in 

understanding the role of interface traps in device degradation. Experimental studies accompanied 

by TCAD simulations were used to understand the generation and recovery of interface traps in 

MOSFETs subjected to different electrical stresses [133]. TCAD tools have also been useful in 

studying degradation in advanced structures such as Tunnel FET, bend gate structure and silicon 

nanowire MOSFETs [67], [195], [196].  

As outlined in the earlier chapter, interface traps are an important variability source and with the 

scaling of devices, its prominence has only increased.  In nano-scale structures interface traps can 

cause fluctuations in the threshold voltage due to variation in the number of interface traps and the 

random position of the traps [154]. Therefore, it is increasingly relevant to investigate the 

variability in the transistor performance due to the variations associated with interface traps. 

However, among different works [49], [57], [61], [72], [75], [180], [181], [183]–[185], [189] 

  

Figure 2-5: Variation in the threshold voltage (left) and on-current (right) from 1000 devices due the impact of combined and 
separate SV sources [191]. 
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studying the variability in devices by means of TCAD simulations, one can hardly find works that 

investigate the device variability associated with interface traps. Moreover, it has to be emphasized 

that the ‘atomistic’ simulation studies typically used (as those in GARAND) to analyze the impact 

of statistical variability is computationally very demanding and requires the use of cluster 

computing. In this work, we use commercially available TCAD tools to study the variability in 

device performance perpetuated by interface traps (attending to their number and spatial 

distribution) in MOSFETs. As the simulations done in this thesis were not atomistic in nature, 

employing cluster to perform the simulation were not necessary and the results from the 

simulations were helpful in understanding the role of interface traps in the device variability. 
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3. Vth variability perpetuated by interface trap 

distribution: 2D simulations. 

 

As it was stated earlier, in small-area devices BTI induced Vth degradation and recovery in 

nanometer transistor proceed in discrete steps [132], [197], [198] due to augmentation of single-

charge effects in scaled device. Therefore, we can no longer consider interface traps as being 

continuously distributed but discrete in space. Hence, we perform simulations by considering traps 

to be distributed discretely along the interface of the device. Our aim is to understand the variability 

in the transistor performance (threshold voltage) perpetuated by the number and the spatial 

distribution of interface traps. In this chapter we present the adopted methodology and the results 

related to the 2D simulations where traps are located along the 1D interface. 

3.1 Device Structure and Simulation Methodology 

As outlined in the earlier chapter, the prime objective of this thesis is to study the influence of the 

number and spatial distribution of interface traps on the variability of the device performance of a 

MOS structure. In order to make the analysis, we need to first create a structure that would be used 

for electrical simulations. In this section, we discuss creating the device structure to be simulated 

and the methodology of simulation. 

CHAPTER III 
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Device Structure 

For the analysis, nMOS structures were simulated as the convergence at low voltages needed fewer 

iterations owing to the larger mobility of electrons in comparison to holes (in pMOS). However, 

the study can be also applied to pMOS structures. Figure 3-1 shows the schematic of the MOSFET 

structure that is created and analyzed using ATLAS tool within the Silvaco TCAD package. 

 

Here, different regions (and the material used) of the device structure can be identified. Due to the 

absence of process recipe, the device was created using the process emulator within the ATLAS 

tool of Silvaco. We first analyze the case of an nMOS structure with a gate length of 250nm (long 

channel) and then extend the study to shorter channel lengths. The simulated long channel device 

has following attributes (material and doping), that were obtained from an example template within 

ATLAS. 

 Oxide material was SiO2. 

 Oxide thickness was 2nm. 

 Source and Drain doping values were 1e20 cm-3 with an n-type (Arsenic) impurity 

 The doping profile for Source and Drain regions was a Gaussian profile with the peak value 

being 1e20 cm-3.  

 The doping profile used in the substrate was a constant profile of p-type (Boron) dopant 

with a doping concentration of 2e18 cm-3. 

Figure 3-2 shows the cross-section of the device with the 2D doping profile. The cut of the doping 

profile along the channel direction is also overlaid onto the device structure. From the figure we 

can see that the effective channel length (Leff) is measured from this cut and for reference is marked 

in the figure. The effective channel length is the length of the channel where the doping is almost 

constant. For the simulated structure, Leff is measured to be about 225nm. The origin of the x-axis 

in Figure 3-2 coincides with the left edge of the device. This device is electrically inactive and 

device (electrical) simulations are required to produce the electrical characteristics. The meshing 

used for the simulated structure is optimized (after several iterations) to obtain the desired accuracy 

 

Figure 3-1: Schematic of the device structure to be simulated in 2D. Different regions of the device can also be identified. 
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with the efficient use of the resources. The mesh density under the gate was chosen such that the 

distance between each node along the channel direction was 2.5nm. 

 

Simulation Methodology 

We intend to study the impact of the spatial distribution of interface traps on the device 

performance by monitoring the variations in device performance parameters (Vth and/or Ion). In 

order to achieve this objective, we needed to simulate a MOS structure with (charged) interface 

traps at discrete locations and analyze the impact of the trap location on device performance. To 

place the traps at discrete locations along the interface, the interface under the gate of the structure 

is divided into several discrete regions (also referred within this work as trap locations). This 

division is schematically shown in Figure 3-3. In the figure, we can see the schematic of a 2D 

nMOS structure (with a default width of 1µm) where the interface division is done only along the 

channel length. It can be seen from the figure that the division is only done along the effective 

channel length (Leff) and not the actual gate length (LG). The division was made such that each 

region encompasses only a single interface node (simulation node), this ensured the smallest 

possible division. As a first step, we perform device simulation without any interface traps and 

evaluate the performance parameter (Vth and/or Ion). This case (without traps or simply referred as 

‘pristine’) is considered as a reference and interface trap effects are measured by monitoring the 

variations in the performance parameters from this reference case. 

Since here, we are interested in studying the influence of trap location along the channel interface, 

we maintain the total interface charge (equivalently the number of interface traps) in the device 

always constant. For this, first we consider a predefined number of traps (charges) that are 

homogenously distributed along the entire interface and produce a shift in the performance 

parameters (as compared with the pristine case). Next the influence of trap location is then studied 

by equally distributing these traps at discrete trap locations (single or multiple) along the channel 

interface. So the number of traps (charges) in each interface trap location is scaled with the number 

of trap locations that are considered to be populated with traps. The influence of the spatial 

 

Figure 3-2: 2D cross-section of the simulated structure with doping profile. Cut of the doping profile along the channel 
direction is also overlaid onto the device structure. 
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distribution of trap location(s) on the variability of the device performance is analyzed by 

performing a set of simulations wherein each simulation the location of the trap region(s) is 

randomly chosen. The simulation schemes used for 2D and 3D simulations are explained in depth 

in the following sections. It has to be noted that unless stated otherwise, all simulations in the 

presented thesis were performed at T=25°C. 

 

Simulation scheme: 2D simulations 

We begin the analysis by considering the simple case of 2D simulations. Here we analyze the 

influence of the spatial distribution of the trap locations on the variability of device performance 

using 2D simulations, where devices have a default width of 1µm. Figure 3-4 shows the schematic 

of the interface division (top view) employed.  

 

 

Figure 3-3: Schematic of the device structure to be simulated with the interface divisions. 

 

Figure 3-4: Cross-section of the interface of the simulated 2D structure. It can be seen that since a 2D structure has a default 
width of 1µm, each interface division along the x-axis (along the channel length) is also extended over the entire width of 
1µm along the z-axis (along the channel width). However, each trap location encompassed only one interface node. 
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It can be seen that the interface division is done only along the channel length, which implies that 

each interface division (trap location) also has a width of 1µm. However, it is ensured that only a 

single interface node is encompassed by each trap location along the channel length. Hence, when 

traps are placed in each of this trap location (region) they are in fact spread across the entire default 

width. Figure 3-5 schematically shows the simulation scheme employed for 2D simulations. 

 

We first simulate the device structure with no interface traps (pristine case) and then extract the 

threshold voltage (Vth,0) and this is represented by the first block in Figure 3-5. Then, the device is 

simulated with a homogenous distribution (i.e. all regions are populated) of interface traps of 

density ‘Dit’ over the entire interface (represented by the second block) and the threshold voltage 

(Vth,H) is extracted. To study the influence of the spatial distribution of the traps along the interface, 

traps are placed at discrete trap location(s). Note that the case of homogenous trap distributions 

can be treated as a case where all the trap locations are simultaneously populated with traps of 

equal density (Dit). After this, the homogenous distribution is discretized by placing traps at 

discrete trap locations. Since we are interested in the impact of the spatial distribution, it has to be 

emphasized that when placing traps at discrete location(s), we intend to keep the total number of 

interface traps (or equivalently, charge) in the device constant and same as that in the case of 

homogeneous distribution. Hence, depending on the number of trap location(s) (referred as ‘NTL’) 

that is assumed to be populated with traps, the density of traps (referred as ‘DTL’) at each of these 

location(s) is given by equation 3-1. 

 

 

Figure 3-5: Simulation Scheme that is employed for 2D simulations. 
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𝐷𝑇𝐿 =
𝐷𝑖𝑡 ∗ 𝑁𝑇𝑜𝑡

𝑁𝑇𝐿
 

3-1 

 

Here NTot is the total possible interface trap locations across the entire interface. Recall, that we 

divided the interface (along the effective channel) into different trap regions such that only one 

interface node is encompassed by each region. Hence, the total possible interface trap locations 

(NTot) is same as the total number of interface nodes in the effective channel length (Leff). So in 

the case when traps are homogenously distributed along the entire interface, then the number of 

interface trap locations that are populated with traps (NTL) is same as the total number of possible 

trap locations (NTot) and this would result in DTL same as Dit. When a single trap location (simplest 

case) is considered the entire trap population (total number of traps) is concentrated in a single trap 

region along the channel interface and is reflected by the value of DTL.  

As done in the earlier cases (pristine and homogenous distribution) the threshold voltage (Vth,TL) 

is extracted at the end of the simulation. Since the interface trap spatial distribution can be varying 

across each device (leading to the observed variability in the device performance) we randomly 

generate the location(s) of the trap region(s) (fourth block left in Figure 3-5). This random trap 

location (XTL) is a one-dimensional entity as in 2D simulations there are no variations along the 

device width. Depending on the values of NTL, XTL can get only one value (single trap location) or 

many (multiple trap location) values. The influence of trap location is studied by performing 

interface trap simulations with DTL (fourth block, right) and extracting the threshold voltage 

(Vth,TL) at the end of each simulation and evaluating ΔVth (Vth,TL – Vth,0). Device variability is then 

evaluated by repeating the simulations with different values (generated randomly or non-

randomly) of XTL i.e. different location of the traps. It has to be noted that in order to understand 

the obtained results better, some intermediate simulations were done with the specific (not random) 

location for the traps along the interface.  

Simulation scheme: 3D simulations 

To consider the spatial distribution of trap locations along the device width, it is essential to 

perform 3D simulations with a defined width (other than the default width of 1µm in 2D). Figure 

3-6 shows the schematic of the interface division for a simulated 3D structure. In the similar 

manner as shown in Figure 3-3 the entire 2D interface (along the length and the width) was divided 

into different regions. However, for 3D simulations, the mesh is also specified along the width of 

the device. This meant that each interface division also has a defined width as opposed to the 

default 1µm used in 2D simulations (see Figure 3-4). It can be seen from the Figure 3-6 that as 

opposed to 2D simulations, the ability to also have a mesh along the channel width has facilitated 

the division of interface also along the width (z-axis). Using the similar approach as it was done 

earlier, the 2D interface is divided into many divisions and each interface trap location 

encompasses only a single interface node along the length and also along the width. The 

simulations scheme employed for 3D simulations is schematically shown in Figure 3-7 and follows 

the same procedure as 2D. It can be seen from the Figure 3-7 that in 3D simulations, the output of 

the generator is a 2D entity that corresponds to the x-coordinate (along the length) and the z-

coordinate (along width) of the trap location. As stated earlier, in order to understand the obtained 
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results better, some intermediate simulations were also done with the specific (not random) 

location for the traps along the interface. 

 

 

 

Figure 3-6: Cross-section of the interface of the simulated 3D structure. It can be seen each interface division encompasses 
only a single node along the length and along the width. 

 

Figure 3-7: Simulation Scheme for 3D simulations. 
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In the beginning, Sentaurus TCAD was used to implement the above-stated strategy. The version 

of Sentaurus TCAD that was used was A-2008.09. However, it was not possible to implement this 

simulation strategy using Sentaurus TCAD. Sentaurus TCAD did not offer the possibility of 

dividing the interface into multiple regions using Sentaurus device editor. However, this limitation 

may be related to the tool or due to the lack of information in the user manual. Maybe these 

limitations are improved in the latest version of Sentaurus TCAD. However, the strategy was 

implemented using Silvaco with a great ease. The implementation was achieved as Silvaco allowed 

the placement of traps in the device by the use of spatial coordinates. Hence, it was decided to use 

Silvaco to evaluate the influence of the interface traps distribution along the channel on the 

variability of the device performance. 

In order to evaluate the device characteristics and extract the performance parameters, it is essential 

to perform the electrical simulations of the structure that was created earlier (Figure 3-1). The 

ATLAS tool within the Silvaco package is used to perform device simulations and it is important 

to choose appropriate physical models to describe different physical phenomena. Hence, models 

that describe the carrier generation and recombination, carrier mobility, band-gap narrowing, etc., 

were included in device simulations. The drift-diffusion (DD) model is used to simulate the carrier 

transport inside the device. One of the most important decisions of TCAD simulations is to 

consider models that properly simulate the carrier mobility. Models should consider the carrier 

acceleration under the applied field and at the same time should consider the loss of momentum 

due to scattering processes and inside the inversion layer. In our simulations, we use the Lombardi 

CVT model, which takes into account the mobility degradation due to various scattering effects. 

The variability in the device performance is analyzed by simulating several scenarios and they are 

explained in the following sections. In the rest of this chapter, 2D simulations are considered and 

the performance is analyzed by evaluating the Vth. 

3.2 Electrical characteristics of devices without interface traps and 

with homogenous distribution of interface traps 

As outlined in Figure 3-5, as a first step we perform device simulation of the MOS structure (see 

Figure 3-2) without any interface trap. As stated, in this chapter we perform the study by 

considering only 2D simulations, the case of 3D simulations is discussed in chapter 4. Using the 

physical models that were outlined in the above, we perform the device simulations to extract the 

pristine characteristics of the MOSFET. We first simulate the characteristics of the device without 

any interface traps and then compare them with characteristics obtained from the simulation of the 

device with a homogenous distribution of interface traps. Here we focus only on the variations in 

the threshold voltage by monitoring Vth. 

Pristine device electrical characteristics 

The plots in Figure 3-8 (left) show the IDVD characteristics of the pristine (i.e., without traps) device 

(Leff = 225nm) without any interface traps at three different gate (VG) biases of 1.0V (black 

squares), 2.0V (red circles) and 3.0V (blue triangles), all the while the drain was (VD) ramped to 

3.0V. The plots in Figure 3-8 (right) show the transfer characteristics (IDVG) corresponding to the 

pristine device. In the figure the transfer characteristics at three different drain biases can be 
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identified, namely, 0.1V (black, squares), 0.2V (red, circles) and 0.3V (blue, triangles). The 

performance parameter, the threshold voltage (Vth), is obtained from the IDVG plots using the ELR 

method (described in section 1.1) for a drain bias of 0.3V. The threshold voltage for the pristine 

case was found to be 0.6 V and is used as a reference to calculate the change in the device 

characteristics when devices with traps are considered. 

 

Homogenous Trap distribution 

In line with our objective, we proceed to perform interface trap simulations to analyze the impact 

of their spatial distribution on the device characteristics. The plots in the pristine case serve as a 

reference to measure the change in the characteristics perpetuated by interface traps. The parameter 

‘threshold voltage shift’ (ΔVth) is used as a measure to monitor the change. ΔVth is the difference 

in the threshold voltages of devices with and without traps (pristine device). 

To simulate the effect of interface traps accurately, we need to assign reasonable values to the 

parameters that define the trap properties (such as density, cross-section, energy, etc.). There is a 

lot of ambiguity in the literature regarding the nature and number of interface traps that can exist 

at the interface between silicon and its oxide (SiO2). This is largely due to the differences in 

processing and stress conditions that have been used for trapping studies. However, one can get a 

fair idea from different literature works. We consider the following attributes to interface traps 

with the respective values. 

 Nature and density of the traps: Most of the trap states that are electrically active in SiO2 

are neutral traps. They are uncharged prior to capturing an electron and their density (Dit) 

in interfaces is about 1012 cm-2 [199]. In our simulations, we want to simulate the influence 

of very few discrete traps. So the chosen value of the trap density for the simulations done 

in this work use densities in the same range. 

 Trap capture cross-section: The capture cross-section can be assumed as the area of 

influence of the trap and is in the order of 10-13 to 10-18 cm-2, usually less than 10-14 cm-2 

  
 

Figure 3-8: The plots on the left correspond to the IDVD characteristics of the pristine (fresh) device with an effective channel 
length (Leff) of 225nm. The plots on the right correspond to the IDVG characteristics of the pristine (fresh) device with an 
effective channel length (Leff) of 225nm 
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[200], [201]. The atomic dimensions of the trap cross-section make the trap a highly 

localized potential well. To study the influence of this cross-section, several simulations 

with a different value for the cross-section (10, 100 and 1000 times) were performed. 

However, they did not have any effect on the device performance (by monitoring Vth). 

Hence, a value of 10-15 cm-2 was chosen to be consistent with those in the literature. 

 Trap Energy: It has to be remembered that we are interested in traps that create unwanted 

energy bands in the forbidden gap. And as we are simulating traps that capture electrons 

(in other words acceptor traps), their energy (Etrap) is measured from the bottom of the 

conduction band. So having an energy Etrap=0 means the trap is located at the conduction 

band edge of silicon and higher values of Etrap mean the trap is located deeper in the energy 

band. In our simulations, after several trial simulations with different values for trap 

energy, the energy of the trap was chosen as 0.25 eV from the silicon conduction band. 

This value places the trap above the Fermi level so that they are empty and are available to 

trap an electron. 

With the chosen physical models and trap parameters, we move towards performing the 

simulations of the device structure with interface traps. In order to understand the first-hand impact 

of the interface traps, we first consider the case of interface traps being homogenously distributed 

all along the interface. When traps (with a density Dit) are homogeneously distributed over the 

entire interface (in the effective channel), then they (with the same density Dit) are placed at every 

node along the interface. To evaluate the influence of traps on the device performance, simulations 

were performed with different values of trap densities (Dit). We know that interface traps (when 

charged) add space charge directly to the Poisson’s equation and thus modify the electrostatic 

potential. This modification results in changes in the electrical characteristics of the device Figure 

3-9 (left) shows the IDVG plots of the device structure without traps (pristine) and with a 

homogenous trap distribution (with different densities) along the entire interface. 

 

  
 

Figure 3-9: The plots on the left correspond to IDVG characteristics of the structure (Leff) without traps and for devices with 
different densities of traps that are homogenously distributed along the channel and with a drain bias of VD = 0.3V. The 
plots on the right shows the Vth shift as a function of trap density as obtained from the left figure. The fresh threshold 
voltage (0.6V) for the case of VD = 0.3V is considered as reference. 
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We can see from the plots that the introduction of interface traps resulted in the shift (lower 

currents, higher Vth) of the device characteristics. This change in the device parameters is also 

reflected in device Figure 3-9  (right) where the threshold voltage shifts (ΔVth) are plotted as a 

function of Dit. For these plots, the pristine threshold voltage (0.6V) at 0.3V of VD is taken as a 

reference to calculate the ΔVth. It can be seen from the plots that the introduction of traps along 

the interface has led to the change in the drain current, being more significant for higher values of 

Dit, for example in case of Dit = 3e12 cm-2, the drain current decreases by about 32µA from its 

pristine value. Note that interface traps can introduce a significant increase in the threshold voltage 

which can be as high as 50% for large enough Dit (3e12 cm-2). Next the influence of trap 

distribution is analyzed by localizing the traps at discrete sites along the interface. In the following 

section, we discuss the influence of discrete trap distributions.  

In line with our objective, we proceed to perform the simulations to analyze the influence of trap 

location on the device performance. For the sake of simplicity, we start with the case of single trap 

location (NTL = 1), i.e. only one trap location is populated with traps at each simulation instant. 

We then move onto the case of multiple trap locations along the interface. At the end of each 

simulation, the threshold voltage (Vth) is extracted and the variability introduced due to the spatial 

distribution of trap location is analyzed by performing a simulation with a random location for the 

trap region (see Figure 3-5). It has to be recalled that traps were placed only at the interface along 

the effective channel length (Leff, also referred in the work as just channel length) and not the entire 

gate length (LG). 

3.3 Single trap location 

As stated earlier, the interface division is made such that only one node is encompassed by each 

region and with a node separation of 2.5nm, it would mean that the total number of possible trap 

regions (NTot) in a device with effective channel length of 225nm and width of 1µm is 90 (225/2.5), 

each with the same size (2.5nm X 1µm). The value of the homogenous trap density is used to 

determine the value of DTL from the equation 3-1 which is also stated below. 

 

𝐷𝑇𝐿 =
𝐷𝑖𝑡 ∗ 𝑁𝑇𝑜𝑡

𝑁𝑇𝐿
 

 

With the value of Dit considered as 3.4e10 cm-2, using the above equation (substituting NTL = 1 

and Ntot = 90) DTL was found to be 3e12 cm-2. Although a homogenous distribution of traps with 

this Dit (3.4e10 cm-2) resulted in a ΔVth of 3mV (device Figure 3-9), it was meaningful, as it has to 

be recalled that in 2D simulations the device has a default width of 1µm, which meant that in the 

device with an effective channel length of 0.225µm, the traps were distributed over a large area 

(0.225µm x 1µm). Moreover, using a higher value of Dit resulted in a value of DTL that had an 

adverse effect on the simulation time and convergence. The pristine threshold voltage (see Vth 

definition) of 0.6V corresponding to VD = 0.3V is used as a reference. The shift of the threshold 

voltage (ΔVth) from this reference due to the presence of interface traps is used as an indicator to 

measure the trap influence.  
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From the previous chapters, we understand that an interface trap behaves as a localized potential 

well. It adds space charge directly to the Poisson’s equation (see eq.2-4)  and modifies the 

electrostatic potential locally and contributes to the threshold voltage shift. This can be visualized 

from the simulations. Figure 3-10 shows the (zoom of the interface region) potential profile 

(contour of the electrostatic potential) along the interface in the simulated structure without traps 

(Figure 3-10: left) and with traps at a specific location (marked by the rectangle in Figure 3-10: 

right). The contour maps were obtained when the gate is biased to a value that is close to the 

threshold voltage (in a pristine device) and drain is biased at 0.3V. Here we can observe that the 

placement of traps has modified the potential contour lines and this modification is more 

pronounced in the proximity of the traps. 

 

To understand how each trap location modifies the device performance, simulations were done by 

varying the location of the interface trap along the channel interface. Figure 3-11 shows the plots 

of IDVG corresponding to three different scenarios: pristine (black, squares), homogenous (red, 

circles) and traps at a discrete location (blue, triangles) along the channel. The discrete trap location 

corresponds to a device with traps located close to the drain of the channel. It has to be noted that 

although homogenously distributed traps yielded a very low ΔVth (a shift of 3mV), when the same 

number of traps are localized in a small region they assert a significant change in Vth (ΔVth of 

22mV for the case of Figure 3-11). The influence of the trap location on the device performance 

(ΔVth) is analyzed by plotting ΔVth as a function of the trap location that causes the shift and this 

is shown in Figure 3-12. In Figure 3-12 ΔVth is plotted as a function of the distance of the trap 

location from the source edge. 

For a clearer view of the device edges, doping profile is overlaid onto the same plot. Here ‘0’ along 

the X-axis corresponds to the source edge of the channel and ‘225’ corresponds to the end (drain 

edge) of the channel. By plotting the ΔVth as a function of the location of the traps in the channel, 

we can clearly observe that ΔVth is almost always (except when the traps are located at the channel 

edges) always larger than the same number of traps were homogenously distributed. The smaller 

values were obtained when the traps were located at the channel extremes. We can also observe 

that when traps are located close to the drain edge, they tend to provoke a higher shift in the 

threshold voltage. In fact, the maximum shift in Vth happens when traps are located at a region 

close to the drain edge of the channel, which in this case is at 175nm from the source edge. To 

  
 

Figure 3-10: Zoom of the potential profiles along the interface in the simulated structure (left) without traps and (right) in 
the presence of traps. 
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understand the result better, we investigate the device band profile which is plotted in Figure 3-13. 

Figure 3-13 (a) shows the profile of the conduction band of the device without traps and when 

traps are located at two different locations (25nm and 100nm). The conduction band (CB) profiles 

were obtained for a gate voltage of 0.5V (close to the threshold voltage in a pristine device) and 

drain voltage of 0.3V. 

 

 

 

Figure 3-11: IDVG plots corresponding to the Pristine (black, squares), Homogenous (Red, circles) and traps at a discrete 
location (blue, triangles) for the device with Leff =225nm. Localized traps evoke larger change in the device characteristics. 

 

Figure 3-12: ΔVth as a function of distance of the trap location from source edge for a device with 225nm effective channel 
length. ΔVth is overlaid onto the 1D cut of the doping profile. It can be seen that the maximum ΔVth is obtained when traps 
are located at the drain edge of the channel. 
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Here the x-axis represents the distance from the source edge of the channel in nm, with x=0 being 

the source end of the channel and x=225nm being the drain end of the channel. The black curve 

represents the case when traps were located at x= 25nm and the red one corresponds to the case 

when traps were located at x = 100nm. The blue curve (with circles) corresponds to the profile of 

the conduction band when there are no traps (pristine device). Recall that a simulated 2D structure 

has a default width of 1µm. which means that the influence of the trap is extended over the entire 

device width and this is shown in Figure 3-13 (b). We can see that placement of traps has created 

an increased height of the barrier to carrier flow from source to drain. It can also be seen from the 

plot that the trap at x=100nm (0.1µm) creates an extra offset (shaded zone) of the barrier in 

comparison with the potential barrier obtained when the trap is located at x=25nm. Then the effect 

of the trap which is to create an additional opposition to the carrier flow has a dependence on the 

trap location in the channel, being larger when closer to the drain. However, it should be noted that 

the maximum height of the barrier has no dependence on the trap location.  

The importance of the trap location can be demonstrated further in Figure 3-14, where traps at 

different locations are compared. Also shown is the CB profile when there are no traps in the 

device. In the figure, the cut of the band profile is made for the entire device (not just in the 

channel) and the portion that forms the effective channel is clearly marked. It can be seen that 

when traps are located close to the drain end (in this case at 175nm) of the channel, then the 

resulting increased barrier is extended over the entire length. This results in a larger value of the 

threshold voltage. From these results, we can conclude that the location of interface traps along 

the channel has a significant influence on the threshold voltage (or its shift). In order to study the 

influence of the spatial distribution of traps on the variability of the device performance, different 

devices (100) were simulated with different spatial distribution of traps i.e., changing the location 

of the traps randomly. Figure 3-15 shows the variability in the threshold voltage shift across the 

100 simulated devices. 

  
 

Figure 3-13: The plots on the left correspond to the CB edge for two different trap location (red and black) and also without 
traps (blue dotted). The plot on the left correspond to the same plot as on the left but shown in 3D with the default width 
of 1µm. 
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The x-axis in Figure 3-15 corresponds to devices with the different spatial position of traps and y-

axis plots the shift in the threshold voltage (ΔVth) from the pristine value. It can be seen from the 

figure that there is large variability in the ΔVth resulting from variations in the location of the traps. 

Influence of drain bias 

Up until now, the influence of the trap location was analyzed when the drain was biased to 0.3V. 

However, simulations were performed to evaluate if the Vth change abetted by interface traps has 

any dependence on the drain bias. So simulations at different drain biases were considered. Three 

different values of drain biases (apart from 0.3V which was already simulated) were chosen 

 

Figure 3-14: CB edge for six different trap locations along the channel, also included in the plot is the band profile 
corresponding to the device without traps (pristine). 

 

Figure 3-15: Variability in the ΔVth across devices with varying distribution of traps. 
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(VD=0.2V, 0.4V and 0.5V) and the simulations described earlier were repeated. The plots in Figure 

3-16 show ΔVth as a function of the trap location for different values of drain biases. It has to be 

noted that, the drain voltage seems to influence the Vth when the traps are located in the central 

region (between 25 and 200nm) of the channel while being ineffective when the traps are at either 

(source/drain) edges. However, it can be seen that irrespective of the applied drain bias, the 

maximum shift in the threshold voltage always happens at the same location, i.e. close to the drain 

edge. 

 

3.3.1  Channel length dependence 

The simulation performed until now considered a device with a gate length (LG) of 250nm (Leff = 

225nm), however, as discussed in chapter 1, channel lengths of modern devices can be much 

smaller. Hence to have a realistic understanding, TCAD simulations are used to extend the analysis 

to smaller channel lengths. In the following sections, we discuss the simulations that correspond 

to shorter channel lengths. 

Device Structures and Simulation Setup 

Device structures with channel lengths ranging from 90nm (apart from the case of 225nm which 

was analyzed earlier) down to 30nm were simulated and the case of 50nm is studied in depth. The 

device structure that was simulated before (225nm) used a doping profile that was calibrated to 

the standard fabrication process of long channel devices. However, as simulation ventured into 

smaller channel lengths it was decided to use doping profiles that were well calibrated to a standard 

fabrication process of short channel devices. Hence, the devices with shorter channel lengths 

(90nm and below) were created using the well calibrated MIT template [202] with the same 

physical oxide thickness of 2nm that was considered for the long channel device. Figure 3-17 

 

Figure 3-16: Vth shift as a function of the trap location, for different drain voltages. It can be seen that the influence of drain 
bias on Vth is significant when traps are located in the central region (between 25 and 200nm) of the channel. However, 
the location of the traps that leads to a maximum ΔVth is always the same (close to the drain edge). 
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shows an example of defining Leff from the cut of the doping profile. The x-axis in the figure 

corresponds to the coordinates of the simulated structure, ‘0’ being the channel center. 

 

The effective channel length defined between the points where the source/drain dopings fall to 

2e19 cm-3 (also marked in Figure 3-17). Also marked are the channel extremes referred here as 

source edge (at the source side) and drain edge (at the drain side). Devices with different effective 

channel lengths (defined between where the source/drain dopings fall to 2e19 cm-3) were created 

by varying the doping profile defined by the template. We use the same strategy that was employed 

in the case of long channel devices to perform simulations of devices with different gate lengths. 

The physical models used in the simulation are the same ones that were considered for the case of 

long channel device. However, the effect of band gap narrowing was also included to describe the 

carrier statistics. This was done as in shorter gate lengths the band gap separation decreases with 

the increase in the doping. Although this decrease is also observed in large devices, the effect is 

more pronounced in nanoscale devices [203]. 

In order to evaluate the influence of the trap location on the Vth, we divide the interface into many 

smaller regions according to the strategy outlined in section 3. With respect to the mesh employed, 

the separation between nodes at the interface is 1nm, then the total number of interface nodes (NTot) 

is same as the channel length (for example, for a 50nm long channel device NTot =50). As with the 

long channel device, the trap density that was used to populate the trap region is derived from a 

chosen uniform trap density (Dit). In this case, a Dit of 5e11 cm-2 over the entire channel is 

considered as a reference. This value is higher than the one that was chosen earlier (for LG = 

250nm) and this was done to have meaningful comparisons when moving to 3D, where the device 

width is reduced and lower Dit would have reduced the number of traps to be of any significance. 

Also, this value of the homogenous density (Dit = 5e11 cm-2) is compatible with that in the current 

technology nodes and implies a measurable change in the Vth. Then to keep the total charge in the 

device constant, the trap density (DTL) at each trap location is calculated according to the equation 

3-1 which is also listed below for reference. 

 

Figure 3-17:  Cut of the doping profile of the simulated structure. The effective channel length (Leff) is defined between 
where the source/drain dopings fall to 2e19 cm-3. The channel edges are delimited by source and drain edge. 
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𝐷𝑇𝐿 =
𝐷𝑖𝑡 ∗ 𝑁𝑇𝑜𝑡

𝑁𝑇𝐿
 

 

As it was done in the case of a long channel, we first start our analysis by simulating the device 

structure without traps (pristine or reference) and with homogenous distribution of interface traps. 

The results of the simulations with traps are then compared with the pristine case to measure the 

shift in Vth. 

Pristine characteristics and homogenous trap distribution 

Although the devices with various channel lengths will be analyzed, unless otherwise stated, the 

case of Lg=50nm will be described in detail as an example. The threshold voltage is extracted using 

a constant current method as opposed to the maximum slope method that was used in the case of 

long channel device. The definition of Vth using a constant current (CC) method is more 

appropriate for short channel devices, as ELR method is sensitive to mobility degradation (see 

section 1.1) and greatly influences the Vth measurement. Figure 3-18 shows the IDVG curves 

obtained for devices without traps (squares) and with a uniform interface trap distribution (circles) 

with a density (Dit) of 5e11cm-2. The threshold voltage is defined as the gate voltage that 

corresponds to the drain current of 1µA.The characteristics shown in the figure (Figure 3-18) were 

obtained when the gate was ramped to 1.5V (VG) at a fixed drain bias of 0.3V (VD). Using the CC 

method, threshold voltages of 0.407V and 0.457V were obtained for the pristine (without traps) 

and uniform trap distributions, respectively. This meant that the introduction of uniformly 

distributed interface traps leads to a threshold voltage shift (ΔVth) of 50mV. 

 

 

Figure 3-18: Simulated transfer characteristics in case of pristine device and when traps are uniformly distributed 
throughout the channel in a device with Leff =50nm and Dit = 5e11 cm-2. 
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Discrete trap distribution: Influence of trap location 

The influence of the discrete trap locations in devices with shorter channel length is analyzed by 

starting with the simple case of single trap location (NTL = 1). The density at each trap location 

DTL is calculated using the equation 3-1 and substituting NTL, Dit, as 1 and 5e11 cm-2 respectively, 

where NTot = Leff/1nm. Table 1 lists the DTL that is used for different channel lengths.  Now, as it 

was done in the case of long channel device, the influence of trap location on ΔVth can be analyzed 

by plotting ΔVth as a function of the location of the traps along the interface in the device. 

  

The dependence of the Vth shift (ΔVth) on the trap location (measured from the source edge) for 

Leff =50nm is shown in Figure 3-19. The plot of ΔVth vs trap location is overlaid onto the channel 

doping as a guide to distinguish between regions (source, drain and channel). It can be seen from 

the plot that traps localized at a single location has produced a significant shift in the threshold 

voltage (max of about 300mV), six times larger than that observed in the case of homogenous 

distribution (50mV) (Figure 3-18). It is interesting to highlight that the larger ΔVth is obtained for 

devices where traps (along the interface) are located close to the center of the channel (at 22nm 

from the source edge), as for longer devices, larger drifts in the Vth (ΔVth) occur in devices where 

the traps (along the interface) are located close to the drain edge of the channel. 

As done before (for long channel) this behavior can be well explained by investigating the 

conduction band (CB) of the device as shown in  Figure 3-20. In this figure (Figure 3-20) we 

compare the CB edge of the devices with four different location of the traps along the interface. The 

band profile was extracted at a gate bias of 0.35V (close to the Vth of the pristine sample) and a 

drain bias of 0.3V, for a 50nm device. In Figure 3-20, the modification of the barrier corresponding 

to different trap locations (38, 31, 22 and 10nm from the source edge) can be clearly seen. The trap 

located at 22nm (close to the center) produces a barrier that is higher compared to the rest and this 

is reflected in Figure 3-19 where the maximum ΔVth happens when traps are located in a region 

close to the center. Then, the maximum ΔVth takes place at those channel positions where the barrier 

to be surmounted by the carrier is larger. 

 

Channel Length, Leff 
(nm) 

Density at each location 
(DTL, cm-2) 

30 1.50E+13 

35 1.75E+13 

40 2.00E+13 

45 2.25E+13 

50 2.50E+13 

55 2.75E+13 

60 3.00E+13 

65 3.25E+13 

90 4.50E+13 

  
Table 1: Interface trap density at each interface trap location for different channel lengths. 
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The simulations have shown that for a short channel device (Leff = 50nm), traps located close to the 

center (in contrast to the case of the long channel) of the channel have resulted in a maximum shift 

in the device threshold voltage. So in order to see if this trend is related to the variation in channel 

lengths, simulations were repeated for devices with different channel lengths and with DTL obtained 

from Table 1. The threshold voltage for different channel lengths was extracted using the CC 

method. However, the considered value of the fixed current was scaled with the gate length. Figure 

3-21 shows the location along the channel from the source edge (normalized to Leff) that 

corresponds to the maximum Vth, versus the channel lengths. We can see that for shorter channel 

lengths (less than 100nm) the location of the traps that correspond to the maximum Vth is from the 

source edge at a distance that is between 45%-60% of the channel length, which means that they 

 

Figure 3-19: ΔVth (circles) as a function of the distance of the trap location from the source edge overlaid onto the channel 
doping profile (squares). The plot corresponds to the device with channel length of 50nm with drain biased to 0.3V. 

 

Figure 3-20: Conduction band edge corresponding to different interface trap locations along the channel. The bands were 
obtained at VG=0.35V and VD=0.3V. 
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are located in a region that is closer to the center of the channel. For larger channel lengths this 

maximum Vth happens at a location that is closer to the drain edge (distance is greater 80% of the 

channel length). Then from these results, it can be concluded that, as channel lengths are reduced, 

the location (measured from the source edge) that leads to the maximum Vth (or ΔVth) moves closer 

to the source edge of the channel. 

 

Vth Variability 

As it was done for the long channel device, we perform simulations of a set of 100 devices (with 

effective channel length of 50nm) that are nominally identical but each with a different location of 

trap region in the device. The 100 simulated devices are identical to each other with the only 

difference of having a different location of trap region. Figure 3-22 (left) plots the variability in 

Vth and (right) plots the variability in ΔVth across the 100 simulated devices. In the plot of Vth (left) 

the value of average Vth (0.579V) is also shown (red horizontal line). The standard deviation of 

Vth (σVth) across 100 devices was found to be 0.139V. In all the simulations the gate was biased 

to 1.5V for a fixed drain bias of 0.3V. We can see that changes in the location of the traps along 

the interface introduce a large variability in Vth (ΔVth) of the set of devices. 

Influence of drain bias 

It was outlined earlier (in chapter 1), that as channel lengths are reduced, the influence of drain 

potential on the channel region is substantial. The effect known as Drain-Induced Barrier lowering 

(DIBL) is similar to the punch-through effect, which is often referred as “subsurface DIBL”. In 

the weak inversion regime, there is a potential barrier between the source and the channel region 

and the height of this barrier is a result of a balance between the drift and diffusion current between 

these two regions. The application of higher drain bias can reduce the height of this barrier leading 

to an increased drain current. Thus, the drain current is not only controlled by the gate bias but 

 

Figure 3-21: Relative distance from the source edge of the trap location that leads to max Vth, as a function of the transistor 
channel lengths. It can be seen that the location of the maximum Vth moves from a region closer to the drain end of the 
channel to the source end of the channel as channel lengths are reduced. 
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also by the drain bias. Figure 3-23 plots the cut of the conduction profile along the interface of the 

device with a channel length of 50nm for different drain biases. It has to be noted that these profiles 

are obtained for the device with no interface traps. We can clearly see from the figure that the 

increase of the drain bias results in a modification of the barrier (consequently reducing it). For 

device modeling, this parasitic effect of barrier height reduction can be accounted for by a 

threshold voltage reduction depending on the drain voltage [204]. Figure 3-24 plots the Vth 

(without interface traps) as a function of the drain voltage. Here we can see that as drain voltages 

are increased, there is a reduction in the measured Vth. Hence, we can state that the consequence 

of the barrier reduction observed in Figure 3-23 results in the decrease of the Vth that is observed 

in Figure 3-24. We have seen that the drain bias has a great influence on the device performance. 

Then, the drain bias can also influence the way localized traps modify the Vth. 

 

 

  
 

Figure 3-22: Variability in Vth (left) and ΔVth (right) across 100 simulated devices with varying location of the single trap 
region. In the plot of Vth (left) average value of Vth is also plotted as a red line. 

 

Figure 3-23: Conduction profile edge along the interface corresponding to different biases of the drain. 
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In order to understand the influence of the drain bias on the threshold voltage in devices with 

discrete trap distributions, we repeat the device simulations with interface traps and with NTL = 1 

for 50nm channel length device, considering different drain voltages. Figure 3-25 plots the shift in 

the threshold voltage (ΔVth) as a function of distance (from the source edge) of the trap location, 

for the different drain biases. From the plots in Figure 3-25, it can be seen that the Vth is not 

influenced by the drain bias when the traps are located close to the source edge. However, when 

traps are located in the center of the channel or closer to the drain edge, then we can see that the Vth 

is influenced by the drain bias. It can be seen that the ΔVth induced by these traps (located in the 

center or closer to the drain edge) decreases with the increasing drain bias. In any case, the location 

of the maximum ΔVth does not depend on the drain bias and always happened when traps are located 

along the channel center. 

 

 

Figure 3-24: Threshold voltage in a device without traps as a function of the drain bias. 

 

Figure 3-25: The variation of the ΔVth with trap location and at different drain biases. 
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3.4 Two trap locations 

Until now, we simulated device structures with traps located only at a single location along the 

interface. However, in reality, traps can be spread over multiple locations along the interface. In 

the following sections, we discuss the impact of traps simultaneously spread at multiple locations 

along the interface on Vth. We start with the simplest case of 2 trap locations and then extend our 

study to include more than 2 trap locations. For this analysis, we consider the device with an 

effective channel length (Leff) of 50nm that was used earlier in the above sections. Then the density 

at each trap location DTL is calculated using the equation 3-1 and substituting NTL, Dit, and NTot as 

2, 5e11 cm-2 and 50 respectively. In this case, DTL was found to be 1.25e13 cm-2. Like it was done 

earlier, to evaluate the variability in the device performance, we perform simulations of a set of 

100 devices with the different spatial distribution of traps (different positions of the 2 trap 

locations). Figure 3-26 (left) shows the plot of the threshold voltage (Vth) variability and on the 

right is the plot of the variability in the threshold voltage shift (∆Vth) across different simulated 

devices. Also in the plot of Vth, the average value (0.531V) is shown as a red horizontal line. It can 

be seen that there is a significant variability in the threshold voltage (σVth = 0.067) perpetuated by 

the spatial distribution of traps, although the total charge in the device remains constant. However, 

it can be observed that when traps are placed at two different locations, then there is a decrease of 

the average Vth (0.531V) and the σVth compared to the case of only one trap location (average Vth 

= 0.579V and σVth = 0.139V, see Figure 3-22). In order to understand further the origin of the 

observed variability and the relative values of Vth, let’s plot the Vth as a function of the relative 

distance between the two trap locations (Figure 3-27). 

 

In Figure 3-27, four regions of special interest can be distinguished, they are marked by small 

rectangles and assigned different quadrant names (Q1, Q2, Q3 and Q4). Q1 and Q3 correspond to 

devices where the trap regions are close to each other and resulting in larger (Q1) or smaller (Q3) 

Vth. However, the actual location of the traps along the interface is not clear from the picture. Q2 

corresponds to the devices where the separation between the traps is almost 50% of the channel 

length and resulting in intermediate values of Vth. This implies that one of the trap regions is located 

  
 

Figure 3-26: Variability in Vth (left) and ∆Vth (right) due to the spatial variation of the two trap locations across 100 
simulated devices. In the plot of Vth on the left the value of average Vth is shown as a red horizontal line. 
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close to the center and the other is located close to the channel edge (source/drain). Q4 corresponds 

to the devices where the separation between the trap regions is very large (almost the 80% of the 

channel length) and resulting in smaller values of Vth. This implies that for devices in the Q4, both 

the trap regions are located far from each other and close to the channel edges. 

 

In order to understand how the spatial distribution of traps lead to a different magnitude of Vth’s 

(seen in Figure 3-27), it is imperative to understand the role of each trap location towards the total 

Vth. Each Vth in Figure 3-27 corresponds to a device with traps at two locations, let’s call these 

locations ‘T1’ and ‘T2’. A device is chosen from Q1 (shown in Figure 3-27) and simulations are 

done with (a) traps only at T1 and (b) traps only at T2. The Vth from each simulation (a, b) is 

compared with the Vth of the device when traps were located simultaneously at T1 and T2. It has 

to be noted that in all the three scenarios (with traps at T1 and T2, only at T1 and only at T2) the 

number of traps in each location was always the same. For this, we choose a device from the 

quadrant Q1 with a Vth of 0.690V and with trap locations as shown in Figure 3-28 (left). In the 

figure, the map of the locations of the traps is overlaid onto the zoom of the interface (with potential 

distribution) along the channel region. For comparison the potential distribution in a device without 

traps is shown in the (right) Figure 3-28. This aids in visualizing the modification of the potential 

along the interface due to the presence of interface traps at the respective locations (T1 and T2). For 

the considered device (in Figure 3-28), traps were located at a distance of 24nm (T1) and 22nm 

(T2) from the source edge.  Simulation of a device with traps located only at T1 (24nm) lead to a 

Vth of 0.573V. While simulation of a device with traps located only at T2 (22nm) led to a Vth of 

0.576V. We can see from the values of Vth, that the traps at these locations (T1=24nm and T=22nm) 

have almost the same influence on the threshold voltage (evident from the similar values of Vth). 

Now, we repeat simulations with a device from Q4. Here the trap locations are very far (at the 

channel edges) from each other (thus the larger distance) with T1=2nm and T2=46nm. Figure 3-29 

shows the trap locations of the device from Q4 with Vth of 0.409V. Simulation of a device with 

traps located only at T1 (2nm) lead to a Vth of 0.408V. Simulation of a device with traps located 

 

Figure 3-27: Vth as a function of the separation between the trap locations (NTL=2) along the channel length. Four regions 
of interest (marked with squares) can be distinguished. 
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only at T2 (46nm) led to a Vth of 0.408V. We can see that the influence of these traps on the 

threshold voltage is similar and very small due to their position along the channel. 

 

 

Now, Q3 in Figure 3-27 corresponds to devices with a small separation of trap regions but with 

Vth’s similar to that of devices in Q4. Same approach (as used before) can be employed to analyze 

the behavior of the devices in this quadrant. Figure 3-30 shows the trap locations of a device from 

Q3 with Vth of 0.412V where T1=41nm and T2=46nm. Simulation of a device with traps located 

only at T1 (41nm) lead to a Vth of 0.411V. While simulation of a device with traps located only at 

T2 (46nm) led to a Vth of 0.408V. We can see from the values of Vth’s that among the traps at T1 

and at T2, dominant contribution towards the total Vth comes from the trap at T1. This is an 

interesting result as it suggests that there can be situations where traps located in a certain location 

assert a dominant influence on the device performance as compared to traps in other locations. This 

  
 

Figure 3-28 : (left) Potential distribution corresponding to the device with a Vth of 0.641V from Q1. Traps at the 
corresponding locations are also shown, for the example shown, traps are located at sites that are close to each other and 
located along the channel center. (right) Potential distribution of the device without traps. 

 

Figure 3-29: Potential distribution corresponding to the device with a Vth of 0.409V from Q4. In this case T1 is located at a 
site closer to the source edge and T2 is located at a site closer to the drain edge of the channel. 
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behavior can be verified by considering a device in the quadrant Q2 where one of the two traps 

locations is close to the center while the other is close to the channel edge (source/drain). Figure 

3-31 shows the trap locations of a device from Q3 with Vth of 0.565V where T1=7nm and T2=27nm. 

Simulation of a device with traps located only at T1 (7nm) lead to a Vth of 0.410V while traps 

located only at T2 (27nm) led to a Vth of 0.560V. These values of Vth’s also show that traps located 

close to the center of the channel (in this case T2) asserts a dominant influence on the total Vth to 

an extent of making the traps located close to the edge (T1, which in this case is close to the source 

edge) almost insignificant. 

 

 

 

The relationship ΔVth (Vth) as a function of the relative location of the traps can be visualized from 

Figure 3-32. The figure plots the contour map of the threshold voltage across the 100 simulated 

 

Figure 3-30: Potential distribution corresponding to the device with a Vth of 0.412V from Q3. In this case the traps are 
located at sites closer to the source edge of the channel. 

 

Figure 3-31: Potential distribution corresponding to the device with a Vth of 0.565V from Q2. In this case T1 is located close 
to the source edge and T2 is located close to the channel center. 
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devices as a function of the distance of T1 and T2 from the source edge. Here we can see that larger 

Vth’s happen when both the traps are located closer to the center of the channel. Moreover, the traps 

located at the device edges do not significantly contribute towards the total Vth. With this 

understanding, we move to study the case of multiple trap locations (NTL >2) and they are discussed 

below. 

 

3.5 Multiple trap locations 

In the same lines discussed earlier, the case of multiple trap locations (NTL >2) is considered. 

Recall that, according to equation 3-1, with the change in the number of trap locations populated 

with charge (NTL), the density of traps at each location (DTL) is scaled. As usual 100 devices (with 

Leff = 50nm) were simulated with NTL varying from 1 (single trap location) to 50 (uniform 

distribution) and DTL correspondingly varying from 2.5e13 cm-2 (single trap location) to 5e11 

(uniform distribution). Note that when NTL is 50 then DTL is same as the homogenous density Dit. 

Across the 100 simulated devices, the spatial distribution of the trap locations is varied randomly 

in each device to evaluate the variability of the device performance. For each value of NTL, the 

average Vth, and its standard deviation is evaluated from the 100 simulations, and plotted in Figure 

3-33 are the average Vth (black circle) and its standard deviation (red squares) as a function of NTL. 

The extreme values of NTL=1 (all the traps are concentrated at one location) and NTL=50 (uniform 

trap distribution) are included in the graph. It can be observed from the plot that, as NTL increases, 

both the average value of the Vth distribution and its standard deviation (i.e., the variability) 

decrease. These results can be explained taking into account that the total number of traps in the 

device is kept constant, regardless of how they are distributed in the device area. In other words, 

when the number of trap locations (NTL) increases, to keep the total number of traps constant, DTL 

at each trap location (NTL) must be decreased. Then, the charge at each trap location contributes to 

the total Vth by a smaller amount. In addition, only those traps that are close to the center of the 

channel will significantly contribute to Vth (as shown in the case of NTL = 2). So that, an overall 

 

Figure 3-32: Contour map of the threshold voltage shift for different locations of T1 and T2 measured from the source edge 
of the channel. It can be seen from the plot that larger ΔVth is obtained when both the traps are closer to the channel 
center. 
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reduction in Vth is expected and is shown in the figure. As for the variability, larger NTL would 

imply a smaller number of position combinations for the traps to be located at influential positions 

(close to the center), so that the randomness decreases. In the extreme case of a uniform distribution 

(NTL=50), the randomness disappears, so that σ=0, as Figure 3-33 shows. 

 

In the next chapter, we will extend the 2D simulations into 3D to include the additional variability 

along the width of the device. 

 

Figure 3-33: Average value (circles) of the threshold voltage and the standard deviation (squares) as a function of the 
number of trap locations. 100 devices where considered for each case. The extreme cases of NTL=1 (single) and NTL= 50 
(homogenous) are also included. 
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4. Vth variability perpetuated by interface trap 

distribution: 3D simulations. 

Until now the simulations done were in 2D which meant that the simulated structure had a default 

width of 1μm. However, to get more realistic results, simulations needed to be done in 3D, 

considering a device with a defined width. Hence, we perform TCAD simulations using the 

simulator tool Silvaco to study the influence of the number and spatial distribution of the traps on 

the Vth variability of 3D structures. In this chapter, we present and discuss the results of 3D 

simulations, and also study the dependence of the variability in Vth on the device geometry. 

 

4.1 Device Structure, Simulation Setup and Methodology  

As was done in the case of 2D simulations, the first step involves the definition of the device 

structure. It has to be recalled that when 2D simulations are performed, the device structure is, in 

fact, a 3D structure with a width of 1µm, however, in 3D simulations the width of the device is 

defined at a desired value. This implies that a mesh must be also defined in the direction along the 

width of the channel. As a result, the number of simulation nodes and consequently the simulation 

time increases. A 3D device structure is created by extending the 2D structure in the third (z-

direction) dimension. We use the 2D device structure with 50nm channel length that was used 

earlier (Chapter 3) and extend it into the third dimension. Figure 4-1 shows the simulated 3D 

CHAPTER IV 
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structure with the map of the 2D doping profile. The simulated structure shown in Figure 4-1 has 

a width of 20nm and a channel length of 50nm. The chosen dimension of the channel length 

ensured that the considered device is a short channel device, and the chosen thickness (width) 

ensured that the simulations can be completed in a reasonable time. The device attributes (such as 

doping, oxide thickness, material, etc.,) were the same as the 2D structure simulated before. 

 

As stated, 3D simulations require meshing the device structure also along the channel width. A 

fine mesh with a node separation of 1nm (same as in 2D) is used along interface parallel to the 

channel length (x-axis) and a node separation of 2nm is used along the interface perpendicular 

(width, z-axis) to the channel length. The adopted mesh structure meant that in the 2D interface 

there are 550 nodes (50 nodes along the length, across 11 nodes along the width). In order to 

analyze the influence of the location of the traps on the device performance (Vth), we proceed by 

dividing the interface into several smaller trap regions (as done in the case of 2D). However, unlike 

in 2D where the area of each trap region (location) was 1nm x 1μm (see Figure 3-4), in 3D the area 

of each trap region is 1nm (node separation along the length) x 2nm (node separation along the 

width, see Figure 3-6). We applied the same constraint that each trap region encompasses only one 

interface node, thus, the total number of trap locations is same as the total number of nodes (550). 

Following the methodology that was outlined in the Figure 3-7, we start our analysis by 

considering a reference device (Figure 4-1) and perform the electrical simulation without interface 

traps to evaluate the pristine characteristics. 

4.2 Device characteristics: pristine device and with homogenous 

interface trap distribution. 

As before, the cases of pristine (without traps) and a device with homogenous distribution where 

all the available interface nodes are populated with traps are used as reference. For the considered 

structure (W x L=20nm x 50nm) a uniform trap density (Dit) of 5e11 cm-2 (same as that considered 

 

Figure 4-1: 3D simulated structure of 50nm channel length and 20nm channel width. The doping profile is also overlaid on 
the device structure.  
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in 2D simulations) was chosen to study the influence of interface traps on device performance. 

Figure 4-2 shows the IDVG plots for the pristine device and that if a device with uniform distribution 

of traps, under a drain bias of 0.3V. 

 

The threshold voltages were obtained using the CC method with a fixed current of 1μA. From 

these plots, Vth,0 = 0.572V and Vth,H = 0.606V were obtained for the pristine and uniform trap 

distribution cases, respectively. It can be seen that the introduction of interface traps (Dit) led to a 

ΔVth of 34mV. Note that this shift is smaller than that observed in the case of 2D simulations 

(50mV) when same Dit (5e11 cm-2) was used. This is because the device width in 2D was 1µm, 

which meant a device with a larger area than the device considered (here) for 3D simulations 

(width=20nm). Larger area meant more charge (traps) in the device (with the same Dit) hence 

larger Vth. The results corresponding to that of the discrete trap locations are discussed in the 

following sections. 

4.3 Single trap location 

In 2D simulations that were discussed earlier, the locations of the trap were only varied along the 

length. However, when performing 3D simulations, the trap locations can be varied along the 

length and along the width. As it was done earlier (in 2D simulations), we start out analysis with 

the simplest case of single trap location (NTL = 1) and then move on the case of multiple trap 

locations. Since we are only considering a single trap location along the channel area, the influence 

of the trap location along the length of the device shouldn’t be any different from the ones observed 

in the earlier chapter (see Figure 3-19). In order to verify this, simulations were done by varying 

the location of the trap only along the channel length and fixing the location along the channel 

width. Recall that the device has the dimensions of 50 X 20 (L X W) and as it was done earlier (in 

the case of 2D simulations) the value of interface trap density (DTL) that is used to populate the 

selected number of trap location (NTL, which in this case is 1) is obtained from the equation 3-1. 

 

Figure 4-2: Simulated transfer characteristics in case of pristine device and when traps are uniformly (Dit=5e11 cm-2) 
distributed throughout the channel. 
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By substituting for NTL (=1), Dit (=5E11) and NTot (=550), DTL was obtained as 2.75e14 cm-2. As 

an example, Figure 4-3 shows the plots of Vth (left) and ΔVth (right) as a function of the trap 

location varied only along the length (from the source edge to the drain edge), with a fixed location 

along the width (which here was fixed at 6nm). As explained in section 3.2, ΔVth is the difference 

in the Vth of a device with traps and without traps (pristine device). It can be seen from the plot 

that similar to the one observed in Figure 3-19, the maximum Vth / ΔVth (0.591V / 0.0199V) 

happens when traps are located close to the channel center (in the shown case at 22nm). 

 

Now, to analyze the influence of the trap location along the width, we perform simulations by 

varying the location of the trap along the width, for a fixed position along the length. Again, as an 

example, Figure 4-4 shows Vth (left) and ΔVth (right) as a function of the trap location along the 

channel width for a fixed position along the channel length (which was fixed here at 25nm from 

the source edge). The initial increase and the final decrease in the values of Vth (ΔVth) as seen in 

Figure 4-4 are related to the border effect associated with the simulation mesh. Apart from the 

situations corresponding to the traps at the borders (where the increase/decrease is observed), the 

values of Vth/ΔVth (0.591V/0.0187V) at any location along the width is identical. This implies that 

the location of trap along the width does not induce a remarkable change in the Vth or its shift 

(ΔVth).  

To explain this observation, the band profile of the device is investigated and is plotted in Figure 

4-5. The figure shows the plot of the conduction band profile when traps are located at a single 

trap location (in this case at x = 22nm and z = 16nm) along the channel area.The CB (conduction 

band) profile was obtained at a gate voltage close to the threshold voltage in pristine case (0.572V) 

and drain bias of 0.3V. The plot in Figure 4-5 provides a visual aid into understanding the behavior 

that is observed in Figure 4-4. It has to be noted that unlike Figure 3-13  (b), where the barrier 

generated by the trap extends over the entire width, here the trap influence does not extend over 

the entire device width. Hence, contrarily to the 2D case, the generated barrier will not affect all 

carriers on their path to drain from source. Moreover, even those affected carriers can go around 

  

 

Figure 4-3: (left) Vth and (right) ΔVth as a function of the location of traps along the channel length, for a fixed trap location 
at 6nm (measured from the device edge) along the width of a 20x50nm (W x L) device. Using equation 3-1 DTL was found 
to be 2.75e14 cm-2. 
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the barrier along their path. The influence of the arbitrary trap locations along the 2D interface on 

ΔVth can be clearly seen from the Figure 4-6 where the contour map of ΔVth as a response to 

different positions of the trap location along the 2D channel area is represented. We can see from 

the plot that traps are very influential when they are located (along the channel length) close to the 

channel center, with smaller impacts when moving towards the source and drain edges. Their 

spatial variation along the channel width has no effect on the Vth (ΔVth). From these results, we 

can conclude that when considering NTL =1, Vth (ΔVth) is only influenced by the trap location along 

the channel length and moreover those that are located close to the channel center are the most 

influential. 

 

 

  
 

Figure 4-4: Vth (left) and ΔVth (right) as a function of the location of traps along the channel width, for a fixed position along 
the channel length (25nm from the source edge) for a 20 x 50nm (W x L) device. It can be seen that the location of the trap 
along the width has no influence on Vth or its shift (ΔVth). 

 

Figure 4-5: Conduction band profile with traps at single location (x = 22nm and z= 16nm) along the 2D interface. 
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Now, to study the variability in the device performance (Vth) due to the variations in the positions 

of trap location along the 2D interface, device simulations of a set of 100 devices with the different 

(random) location for the trap site (region populated with traps) are performed. At the end of each 

simulation, Vth is extracted and ΔVth is evaluated by calculating the difference from the pristine 

Vth (Vth
0 = 0.572V). Figure 4-7 plots the variability in Vth (left) and ΔVth (right) for the 100 

simulated devices.  

 

 

The plots in the figure (Figure 4-7) show a significant variability in Vth (left) and in ΔVth (right) 

due to the location of traps (σVth = 6. 5mV). From the results seen earlier (Figure 4-3, Figure 4-4 

and Figure 4-6) we can state that this variability in ΔVth is due to the variation of the trap location 

 

Figure 4-6: Contour map showing ΔVth as a function of the trap location along the 2D interface. It can be seen that traps 
are most effective when located along the channel center. 

  

Figure 4-7: Variability in Vth (left) and in ΔVth (right) due to the spatial variation of the trap location along the 2D interface 
across 100 simulated devices. Average Vth (0.581V) and average ΔVth (8.87mV) are represented by red lines in the plots. 
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along the channel length. Figure 4-7 also plots the average (horizontal red line) value of Vth and 

ΔVth across the 100 simulated devices and it corresponds to 0.581V and 8.87mV respectively. This 

average Vth is about 25mV lower than the Vth corresponding to the device when the same number 

of traps were homogenously distributed along the entire interface. This result is interesting as in 

2D simulations, we found that average Vth when traps were confined (to a single location) was 

higher than when the same traps were homogenously distributed (over the entire interface) (see 

Figure 3-22). This behavior is related to the difference in the way the simulator handles the 

influence of traps in 2D and 3D. As it was outlined earlier, in 2D simulations, the trap site is spread 

over the entire device width of 1µm. So, even though the number of traps in the trap site is same 

for 3D and 2D (this is maintained by the scaling of DTL, in 2D, DTL was 2.5e13 cm-2 and in 3D, 

DTL was 2.75e14 cm-2), these traps affect all carriers along the width in 2D, whereas in 3D they 

only affect the carriers along a confined region (both along the length and along the width). 

In order to understand this better, we perform simulations to reproduce the plots in Figure 4-3 but 

with different values of DTL. The resulting plots from these simulations are shown in Figure 4-8.  

 

From these plots (in Figure 4-8) we can see that chosen range of DTL’s does not modify the ΔVth 

significantly. It can be seen that although DTL is varied linearly (1.375e14, 2.75e14 and 5.5e14) 

the corresponding variation in Vth (ΔVth) is non-linear. For example, an increase in value of DTL 

by 4 times (from 1.375e14 cm-2 to 5.5e14 cm-2) has only resulted in an increase of Vth by a factor 

of 1.005 (from 0.590V to 0.593V). Also, the modification is more pronounced when traps are 

located close to the channel center. These results help us in understanding how Vth (or ΔVth) is 

modified with varying values of DTL. This understanding would be crucial in analyzing the results 

pertaining to NTL > 1, as DTL is scaled with increasing NTL. Next we move to the case of multiple 

trap locations (NTL > 1) starting with the simplest among them, the case of NTL = 2. 

 

  
 

Figure 4-8: Vth (left) and ΔVth (right) as a function of the location of traps along the channel length, for a fixed trap location 
of 6nm along the width and for different values of DTL. 
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4.4 Two trap locations 

In this case, the entire charge in the device is split and is placed at two different locations along 

the 2D interface. The density of traps at each trap location (DTL) was obtained as 1.375e14 cm-2 

from equation 3-1 (also shown below) by substituting for Dit (5e11 cm-2), NTot (550) and NTL (2). 

 

𝐷𝑇𝐿 =  
𝐷𝑖𝑡 ∗ 𝑁𝑇𝑜𝑡

𝑁𝑇𝐿
 

 

In order to understand the effect of splitting the charge on the Vth (or ΔVth) we start with special 

cases of non-random simulations and then move to random simulations. The non-random 

simulations are performed by considering traps at two different sites, say T1 and T2 along the 2D 

interface. Two different scenarios are considered, the location of T1 is fixed while the location of 

T2 is (a) varied along the channel length and (b) varied along the channel width. In the following 

sections, the results of these simulations are presented and discussed. 

T1 is fixed and T2 is varied along the length 

We start our analysis by considering a situation where T1 and T2 have the same fixed position 

along the width. However, the position of T2 is varied along the length while the position of T1 

along the length is kept fixed. Simulations were repeated with three different fixed length positions 

for T1 (i) close to the source edge (ii) close to the channel center and (iii) close to the drain end of 

the channel. It has to be noted that for all the simulated cases, the position of both T1 and T2 along 

the channel width was fixed at 6nm (from the device edge).  Figure 4-9 (left) plots the Vth and 

(right) plots the ΔVth as a function of the location of the mobile trap site (T2) for three different 

locations of T1 (5nm, 25nm and 36nm). These locations are close to the source end, close to the 

channel center and close to the drain end respectively. Several different observations can be made 

from the plots shown in Figure 4-9 we will outline and discuss the most notable ones. 

Vth’s (or ΔVth
’s) corresponding to the situation when T1 is fixed (along the length) at a position 

closer to the source/drain edge are much smaller than the Vth
’s (or ΔVth

’s) compared to the situation 

when T1 is fixed (along the length) at a position closer to the channel center. This observation can 

be understood by taking into context the results seen earlier, where it was shown that location of 

the trap (along the channel length) has an influence on the Vth of the device (see Figure 3-20 and 

Figure 4-3). We have also seen (Figure 3-19 ) that this dependence of the Vth on the trap location 

(along the length) is due to the height of the additional barrier created by the traps at the respective 

location, being more significant when traps were located at sites close to the channel center and 

less significant when traps were located at sites close to the channel edges. Based on these, it is 

reasonable that in Figure 4-9, we obtain a lower overall Vth (due to traps at T1 and T2) when T1 is 

fixed at locations close to the channel edges as compared to the situation where T1 is fixed at sites 

located close to the channel center. We can also observe from Figure 4-9 that the maximum Vth 

(ΔVth) happens when the position of either of the two locations are close to the channel center (so 

long as they are not too close to each other). This behavior is also understandable as traps when 

located close to the channel center, assert a significant influence on the threshold voltage. 
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The other interesting behavior that can be observed (from Figure 4-9) is that the Vth (ΔVth) tends 

to decrease when T1 and T2 are located close enough to each other and, this behavior is observed 

for all the fixed positions of T1 (5nm, 25nm and 36nm). In order to understand this phenomenon, 

we investigate the band profiles of the device corresponding to particular positions of T1 and T2. 

It should be noted that at both trap sites (T1 and T2), the value of DTL is kept the same (1.375e14 

cm-2). For our analysis, we consider three different positions of T2 while the position of T1 is fixed 

at 25nm along the length. The corresponding plots of the CB profile are shown Figure 4-10 In the 

figure, the plot corresponding to the CB edge for the device with no traps (fresh/pristine) is also 

overlaid. It has to be noted that these profiles were obtained at the gate voltage of 0.75V and a 

drain bias of 0.3V. In the figure, the top (left) plot corresponds to the situation when T2 is located 

at 3nm (from the source edge), top (right) corresponds to the situation when T2 is located at 15nm 

and bottom corresponds to the situation when T2 is located at 26nm. The shaded portion in the 

plots represents the additional barrier area created by the traps. The total effective barrier area for 

the case of plots at the top left was calculated to be ≈ 0.0173eV-nm, for the plots at the top right it 

was calculated to be ≈ 0.0187eV-nm and for the plots at the bottom it was calculated to be ≈ 

0.0177eV-nm. From these values, we can see that the effective barrier area is lower when (a) the 

traps sites are very far apart (either or both of them being located at the channel edges) or (b) the 

trap sites are very close to each other. The decrease of the Vth (ΔVth) as observed in Figure 4-9 can 

be correlated to the decrease of this effective barrier area. Based on this, it can be stated that the 

overall Vth due to both trap locations (T1 and T2) depends upon the effective barrier area created 

by traps (at these two locations), which in-turn depends upon the location traps along the channel 

length and the separation between them. 

It was stated earlier that, when moving from NTL = 1 to NTL = 2, we scaled the value of DTL by 0.5. 

This essentially implies that charge at a single location (when NTL = 1) is split and spread across 

two different locations (when NTL = 2). So, it would be interesting to observe how the splitting of 

the charge has influenced the Vth. In order to do this, we overlay the plots in Figure 4-9  (left, traps 

  
 

Figure 4-9: The plots correspond to (left) Vth and (right) ΔVth as a function of the position of T2 for three different positions 
of T1. T1 was fixed at a location close to the source end (5nm), close to the channel center (25nm) and close to the drain 
end of the channel (36nm). It is interesting to see that when traps are close enough to each other there is a reduction in Vth 
(ΔVth). 
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at two different locations) with the plots in Figure 4-3 (left, traps only at single location) and this 

overlap is shown in Figure 4-11. In other words, we are overlapping the plots of Vth vs trap location 

corresponding to the cases of NTL = 1 (with DTL = 2.75e14 cm-2) and NTL = 2 (with DTL = 1.375e14 

cm-2 at each location). Note that the x-axis in the plot corresponds to the position of the location 

that is varied, so in case of NTL = 2, this would correspond to the position of T2. This plot can help 

us visualize the effect on Vth as a result of splitting the charge and spreading it across different 

locations (in this case 2). In the figure, the plot corresponding to ‘ST’ represents Vth as function of 

trap location when NTL = 1. 

 

 

  

 
 

Figure 4-10: Profiles of the CB edges along the interface corresponding to cases when the position of T2 at 3nm (top left), 
15nm (top right) and 26nm (bottom), all the while the position of T1 is fixed at 25nm. The CB edge corresponding to the 
device with no traps is also overlaid to have a clear picture of the barrier. As T1 and T2 get closer to each other, there is a 
decrease in the barrier area (shaded region) thus resulting in a decrease of Vth (ΔVth). For all the cases, DTL = 1.375e14 cm2 
is kept at both T1 and T2. 
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From Figure 4-11, we can observe that the Vth when charge is split and spread at two separate 

locations is always greater than or equal to the Vth when the entire charge is confined at one trap 

site. Note that when the positions of T1 and T2 are same (both along the length and along the 

width) then the resulting Vth is same as that in the case of single trap location. In order to understand 

this behavior, Figure 4-12 (bottom) shows the CB profile with the position of T1 (with DTL = 

1.375e14 cm-2) fixed at 25nm (channel center) and the position of T2 (also with DTL = 1.375e14 

cm-2) located at 3nm (closer to the source edge), and compares this plot with the CB profile when 

traps (with DTL = 2.75e14 cm-2) were individually located only at 3nm (top left) and only at 25nm 

(top right). For comparison, the plot corresponding to the pristine device (without traps) is also 

included. The shaded portion in the plots corresponds to the additional barrier area created due to 

the traps. In the case of the plot at the top left (traps only at 3nm) the barrier area was calculated 

to be ≈ 0.012eV-nm, for the plots at the top right (traps only at 25nm), the total barrier area was 

calculated to be ≈ 0.0135eV-nm and for the plots at the bottom (traps are split across 3nm and 

25nm), the total barrier area was calculated to be ≈ 0.0173eV-nm. From these results, we can see 

that when traps were located simultaneously at T1 and T2 then the total barrier area is more than 

when they were located individually (at either only T1 or only T2). This increased barrier area 

results in an increased Vth (ΔVth). 

 

 

Figure 4-11: Comparison of Vth due to traps at two locations (Figure 4-9, left) with the Vth when the same number of traps 
were located at a single location (Figure 4-3, left). It can be seen that the Vth corresponding to the situation when the 
charge is split (DTL = 1.375e14 cm-2 at each location) is always greater than or equal to the Vth corresponding to situation 
when the entire charge was confined at one location (DTL = 2.75e14 cm-2 at each location).  
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On the other hand, we would also like to see if having traps simultaneously present at two different 

locations would result in a ΔVth that is superposition of ΔVth when traps were considered at these 

locations individually. To make this comparison, same density (DTL = 1.375e14 cm-2 at each 

location) is used if traps were placed at two locations or at a single location. Figure 4-13 compares 

the two cases, in the first case ((ΔVth (T1, T2), green circles) traps are placed at two different 

locations (T1 and T2, both with DTL = 1.375e14 cm-2) with the position of T1 is fixed at 25nm 

along the length and the position of T2 is mobile along the entire channel length. In the other case 

(ΔVth (T1), red squares), we consider traps only at a single location (T1 with DTL = 1.375e14 cm2) 

that is mobile along the entire channel length. In both the cases, the position of the trap locations 

along the channel width is fixed at 6nm. In order to check for the superposition, a data point from 

the green (circles) curve is selected and compared with the corresponding data points from the red 

(squares) curve. For example, from the green curve a ΔVth (0.019V) corresponding to the position 

of T2 at 5nm is considered. So as T1 is fixed at 25nm, ΔVth (25,5) = 0.019V, now this ΔVth is 

  

 
 

Figure 4-12: Top (left) corresponds to the CB edge when trap is only located at 3nm (closer to source edge) and top (right) 
corresponds to the CB edge when trap is only located at 25nm (channel center) from the source edge. The plot in the bottom 
corresponds to the CB edge when traps were simultaneously placed at two different trap locations, T1 (at 25nm) and T2 
(at 3nm). The shaded area in the plots represents the additional barrier area created by the included traps, also shown is 
the CB edge corresponding to the device without traps (pristine). When traps were located simultaneously at T1 and T2 
then the total barrier area is more than when they were located individually resulting in an increased Vth (ΔVth). 
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compared to the sum of the ΔVth corresponding to locations 5nm (0.002V) and 25nm (0.017V) 

from the red curve. From this we can observe two things (a) ΔVth (T1, T2) follows the superposition 

relation and (b) the trap closer to channel center (25nm) provides the significant contribution 

towards the total ΔVth (i.e., ΔVth (T1, T2) = ΔVth (T1) + ΔVth (T2)). Now, to confirm this trend, 

we consider a different set of data points from the red and green curves, and this time we consider 

a ΔVth (0.028V) corresponding to the position of T2 at 15nm from the green curve. This value is 

compared to the ΔVth corresponding to locations 15nm (0.013V) and 25nm (0.017) on the red 

curve. We can observe from this that (a) ΔVth (T1, T2) is less than the superposition (ΔVth (T1, 

T2) < ΔVth (T1) + ΔVth (T2)) and (b) the contributions of traps at both the locations are equally 

significant toward the total ΔVth. Based on these observations we can state that ΔVth due to the 

simultaneous presence of traps at T1 and T2, follows 

 

ΔVth (T1, T2) ≤ ΔVth (T1) + ΔVth (T2) 

 

This observation can be interpreted from the maps of the effective barrier area seen earlier (Figure 

4-10 and Figure 4-12), it can be stated that when T1 and T2 are located close enough to each other 

then it results in lower effective barrier area, which leads to a total ΔVth that is lower than the 

superposition of ΔVth when traps were individually located at these locations. However, the farther 

they are from each other, the total ΔVth is almost equal to the value of superposition of individual 

ΔVth‘s. 

 

 

Figure 4-13: (green circles, top) shows the ΔVth with traps simultaneously present at two locations (with identical DTL of 
1.375e14 at each location) with T1 fixed at 25nm and T2 mobile along the channel length. (red squares) shows the ΔVth 

with traps located only at single location (that is mobile along the channel length) but with a DTL = 1.375e14. In both the 
cases the positon of the trap locations along the channel width was fixed at 6nm. 
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T1 is fixed and T2 is varied along the width 

In order to investigate the behavior of having traps spread at two different locations along the 

channel width, we consider the second scenario where the position of T1 is fixed along the length 

and along the width, and the position of T2 is fixed along the length but varied along the channel 

width. Note that, as it was done earlier, at each location (T1 and T2) identical value of DTL 

(1.375e14 cm-2) is used. Figure 4-14 plots the Vth (left) and ΔVth (right) corresponding to the 

situation where the position of T1 was fixed at z=6nm (along the width and measured from the 

device edge) and x =25nm (along the length, measured from the source edge) while the position 

of T2 is varied along the channel width with a fixed position along the channel length at x=25nm. 

For comparison, the plots also show the Vth (identified by the label ‘Vth-ST’) when there is only 

one trap (with double DTL = 2.7e14 cm-2) located at different z’s. The plots on the right present the 

same relationship in terms of ΔVth. 

 

From the plots, we can observe that similar to one seen Figure 4-11, splitting the charge has 

resulted in an increase of Vth (ΔVth) when NTL is increased from 1 to 2. We also observe that Vth 

(ΔVth) is smaller when T1 and T2 are close enough as compared to when they are further apart. 

This observation is also similar to the one when trap location (see Figure 4-11) was varied only 

along the channel length. This increase/decrease of ΔVth can be understood on the same lines with 

the increase/decrease of the effective barrier area from the plots of the CB cuts profile as shown in 
Figure 4-15. In the figure, the plot at the top shows the band profiles corresponding to the situation 

where z-location of T1 is 6nm and z-location of T2 is 4nm (one node to the left of T1). The plot at 

the bottom shows the CB profile along the 2D interface corresponding to the situation where the 

z-location of T1 is 6nm and the z-location of T2 is 12nm (six nodes to the right of T2). In both the 

cases, the x-location of the both T1 and T2 is fixed at 25nm. The band profiles were obtained for 

the gate bias of 0.75V and drain bias of 0.3V. The shaded graph on the right of each 3D plot 

corresponds to the effective barrier area as a result of T1 and T2.  

 
 

 
Figure 4-14: (left) Vth and (right) ΔVth as a function of the position of mobile trap location (T2 along the channel width in 
case of 2 trap locations (TT)). In case of two trap locations (TT), the position of T2 was varied only along the width while 
the position of both T1 and T2 along the length was fixed at 25nm, also the position of T1 along the z was fixed at 6nm. It 
can be seen from the plots that similar to that seen in Figure 4-9 the splitting of charge has resulted in an increment of Vth 
(ΔVth). It can also be seen that when T1 and T2 are close enough to each other then, it results in lower values of Vth and 
ΔVth. 



Vth Variability-3D simulations 

 

 

89 

 

In the considered example, the effective barrier area for the case corresponding to the plot at the 

top (Figure 4-15) was calculated to be ≈ 0.921eV-nm and for the case corresponding to the plot at 

the bottom (Figure 4-15) was calculated to be ≈ 0.963eV-nm. It can be seen that the increased 

 

 
 

Figure 4-15: The CB profile along the 2D interface shows (top) the barriers created by traps at T1=6nm and T2=4nm and 
(bottom) the barriers created by traps at T1=6nm and T2=12nm. The shaded regions on the right of each plot corresponds 
to the effective barrier area created due to T1 and T2. When the locations are sufficiently separated, they result in an 
increased barrier area and in-turn results in an increased Vth (∆Vth) as seen from Figure 4-14. 
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barrier area resulted in an increased threshold voltage (Vth) or its shift (ΔVth), when the locations 

(T1 and T2) are sufficiently separated further apart. 

Once again, we would like to see if having traps simultaneously present at two different locations 

would result in a ΔVth that is superposition of ΔVth when traps were considered at these locations 

individually. To make this comparison, same density (DTL = 1.375e14 cm-2 at each location) is 

used if traps were placed at two locations or at a single location. Figure 4-16 compares the two 

cases, in the first case ((ΔVth (T1, T2), green circles) traps are placed at two different locations (T1 

and T2, both with DTL = 1.375e14 cm-2) with the position of T1 is fixed at 6nm along the width 

and the position of T2 is mobile along the entire channel width. In the other case ((ΔVth (T1), blue 

squares), we consider traps only at a single location (T1 with DTL = 1.375e14 cm-2) that is mobile 

along the entire channel width. In both the cases, the position of the trap locations along the channel 

length is fixed at 25nm.  

 

Upon investigating the values in Figure 4-16, we can observe that in cases when T1 and T2 are far 

apart, the overall ΔVth due to traps at T1 and T2 follows ΔVth (T1, T2) > ΔVth (T1) + ΔVth (T2), 

while in some other cases (when the locations are close enough to each other) it follows ΔVth (T1, 

T2) < ΔVth (T1) + ΔVth (T2). This can be understood by looking at the CB profile seen in Figure 

4-5 where we can see that in the absence of the traps the band profile is uniform along the channel 

width. This is understandable as the drain bias along the channel width is always the same. Also 

from the curve corresponding to ΔVth (T1) we can see that the influence of the traps on the ΔVth is 

always the same no matter where they are located along the channel width. Hence, when 

considering traps at 2 locations along the channel width, the overall Vth (ΔVth) depends on the 

additional effective barrier area, which (as seen from Figure 4-10, Figure 4-12 and Figure 4-15) 

depends on the distance between the trap locations.  

 

Figure 4-16: (green circles) shows the ΔVth with traps simultaneously present at two locations (with identical DTL of 1.375e14 
at each location) with T1 fixed at 6nm and T2 mobile along the channel width. (blue squares) shows the ΔVth with traps 
located only at single location (that is mobile along the channel width) but with a DTL = 1.375e14. In both the cases the 
positon of the trap locations along the channel length was fixed at 25nm. 
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We can see (from Figure 4-16) that when the trap locations are closer to each other, the overall 

ΔVth is less than the super position of the individual (ΔVth (T1, T2) < ΔVth (T1) + ΔVth (T2)), 

however, as the distance between the traps locations increases, the overall ΔVth starts to increase 

eventually becoming greater than superposition (ΔVth (T1, T2) > ΔVth (T1) + ΔVth (T2)). The 

value of the overall ΔVth reaches a maximum value at a critical separation between the trap 

locations (which in this case is 6nm) and then starts to decrease (but still greater than the 

superposition). For example, from the Figure 4-16 we can see that when considering traps 

simultaneously placed at 2nm (T2) and 6nm (T1), the overall ‘ΔVth (2,6)’ is 0.039V which is 

greater than the sum of the ΔVth (0.172V at 2 and 0.172V at 6, the sum being 0.0344V) when traps 

were located individually located at respective locations. And when considering the traps 

simultaneously placed at 12nm (T1) and 6nm (T2), the overall ‘ΔVth (12,6)’ is 0.040V, which is 

the maximum value of ΔVth. However, as the locations are separated further apart, the values of 

overall ΔVth tends to slightly decrease. We have seen from Figure 4-15 that this behavior is related 

to the effective barrier area created by the traps and this area becomes almost constant after a 

particular separation between the trap locations. Thus we observe the value of overall ΔVth to be 

almost saturated to the superposition (ΔVth (T1, T2) ≈ ΔVth (T1) + ΔVth (T2)) for larger 

separations. 

Up until now we only discussed the situations where traps were either aligned along the length or 

along the width. However, in reality, they can be randomly located at different angles to each other. 

Figure 4-17 shows a contour plot of Vth corresponding to the different locations (along the length 

and along the width) of T2 with respect to T1, which is fixed at 25nm (from the source edge) along 

the channel length and 2nm along the channel width.  

 

Due to the symmetrical nature of the structure, the results in the figure only correspond to the 

locations along the channel center (area of significant influence), where T2 is moved along the 

 

Figure 4-17: The figure shows the contour plot of the Vth corresponding to different positions of T2 (both along the channel 
length and channel width) with the position of T1 being fixed at 25nm (from the source edge) along the channel length and 
2nm along the channel width. 
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channel length from x = 25nm (channel center) to x = 30nm and along the channel width from z = 

0nm (device edge) to z = 10nm (channel center along the width). We can see from the figure that 

the overall Vth depends on both the relative separation of the traps and its position along the 2D 

interface. From the results presented so far, we have seen that the location of the trap along the 

length determines the additional barrier height which in combination with the separation between 

the trap locations determines the effective barrier area that in-turn influences the Vth. However, the 

height of the additional barrier created by traps along the width is always the same irrespective of 

their location. But the separation between the trap locations has an influence on the effective barrier 

area that in-turn has an effect on the overall Vth. Thus, it can be stated that the overall effect of 

traps along the interface on Vth (or ΔVth) is the combination of their individual locations (only 

along the length) and the effective barrier area (which depends on the relative distance between 

them) created by them. 

Vth Variability 

The variability in Vth was evaluated by performing simulations of a set of 100 devices with 

different combinations for the locations T1 and T2. Figure 4-18 shows the plot of Vth (left) and 

ΔVth (right) across 100 different simulated devices. 

 

The figure shows the average (horizontal red line) value of Vth and ΔVth across the 100 simulated 

devices and they correspond to 0.587V and 14.75mV respectively. It can be seen that there is an 

increase in the average values of Vth and ΔVth for the case NTL=2 as compared to the case of NTL 

= 1. These are coherent with the results shown earlier (Figure 4-11 and Figure 4-16) wherein Vth 

increased when NTL is increased from 1 to 2. Figure 4-18 also shows the variability (σVth = 

8.72mV) in the Vth (left) and variability in the ΔVth (right) due to the spatial location of traps. The 

increase (compared to 6.5mV in the case of NTL=1) in the value of sigma (σ) can be attributed to 

the probability of having traps at additional sites along the length and width. With this 

understanding, we now proceed to study the variability in Vth (ΔVth) due to multiple values of NTL 

(NTL > 2). 

  
 

Figure 4-18: Variability in Vth (left) and in ΔVth (right) due to different positions of the trap locations (T1 and T2) along the 
2D interface across 100 simulated devices. The average value is marked by the red line. 
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4.5 Multiple trap locations 

The influence of multiple trap locations along the entire channel area is studied for several different 

values of NTL. DTL is obtained from the equation 3-1 by substituting the values of NTL and Dit. 

Variability is analyzed by performing 100 simulations for each value of NTL with the random 

spatial distribution of the trap locations over the entire device area. As an example, Figure 4-19 

shows the variability in the Vth (left) and ΔVth (right) corresponding to NTL = 5. Also shown are 

the corresponding values of average Vth (0.602V, red line) and average ΔVth (29.76mV, red line). 

Also marked (by arrows) in the figures are the maximum and minimum values (of Vth and ΔVth) 

corresponding to NTL=5.  

 

From Figure 4-19 we obtain the values of minimum Vth as 0.579V (min ΔVth =7mV) and maximum 

Vth as 0.630V (max ΔVth =58.1mV) corresponding to NTL=5. As seen in the earlier cases (NTL=1, 

2), the average Vth (ΔVth) has increased with increasing NTL. We have already seen from earlier 

results for NTL=1 and NTL=2 that when traps are located in the center of the channel then they 

result in larger values of Vth (ΔVth). However, when traps are located along the channel edges then 

they are not very influential and hence result in smaller changes in the Vth. Moreover, we have also 

seen that when traps are very close to each other then, the resulting Vth is lower. So in order to 

investigate what distributions of traps lead to the marked (in Figure 4-19) maximum and minimum 

values of Vth (or ΔVth), we look at the corresponding spatial distribution of traps. Figure 4-20 plots 

the spatial distribution corresponding to these minimum and maximum values. In Figure 4-20 the 

plot on the left represents the spatial distribution of the traps that result in the minimum Vth and 

the plot on the right corresponds to the spatial distribution of the traps that lead to maximum Vth. 

From the maps, it is clear that max Vth is obtained when most of the traps are located close to the 

channel center and minimum Vth happens when most of the traps are located close to the channel 

edges. Similarly, the variability in ΔVth across the 100 simulated devices for NTL=10 is also 

evaluated. The corresponding values for average Vth and average ΔVth were found to be 0.613V 

and 43.18mV respectively. Again we observe an increase in the values of average Vth and average 

ΔVth as compared to those corresponding to lower values of NTL.  

  
 

Figure 4-19: Variability in Vth (left) and in ΔVth (right) due to the spatial variation of the trap locations along the 2D interface 
across 100 simulated devices for NTL = 5. Also marked in the figure are the corresponding maximum and minimum values 
among the 100 simulated devices. 
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In order to study the dependence of NTL on the variability of Vth, simulations were done with 

various values for NTL and, for each value of NTL, the average value of Vth and its standard 

deviation (σVth) from the simulations of 100 devices with varying spatial distribution of trap 

locations were evaluated (DTL was scaled accordingly). Figure 4-21 shows the average Vth and 

standard deviation (σ) in Vth as a function of the number of trap locations (NTL). Once again the 

extreme cases of single trap location (NTL=1) and that of uniform distribution (NTL=550) are also 

included. Two different behaviors for both σVth and average Vth can be observed in the graph and 

these behaviors depend on the value of NTL in the device. The standard deviation in Vth initially 

increases but after a certain NTL (>11) it starts to decrease, eventually reaching zero for 

homogenous distribution (NTL = 550). The behavior of the decrease of σVth with increasing NTL is 

also seen in 2D simulations (see Figure 3-33) however, the increase for small enough values of 

NTL is unique to 3D simulations. Similar behavior can be observed in the average Vth, however 

unlike in 2D, after a certain NTL (≈>50) the average Vth only decreases slightly (is almost 

saturated). 

So as to understand these behaviors, the two parameters (average Vth and σVth) are analyzed 

separately starting with the σVth. From the point of variability, in the 3D simulations considered, 

two sources of variability can be identified: (a) trap locations along the length and (b) trap locations 

along the width. This is the fundamental difference compared to 2D simulations, where the only 

source of variability was location of the traps along the channel length. Now, we have to recall 

that the simulated structure has a width of 20nm and based on the mesh used, we have 11 possible 

unique locations along the width. So for a large enough sample size (100 simulations), beyond 

NTL=11, we would not expect any additional variability due to the width. Thus, beyond this value 

(NTL > 11) the only source of variability is the location of traps along the channel length. And the 

shape of the curve of σVth in Figure 4-21 would be similar to the one observed in 2D simulations 

(Figure 3-33). For all values of NTL < 10, with each increase of NTL (from 1 to 10) we are adding 

an additional variability in the form of trap locations along the width. Thus, we would expect the 

curve of σVth to increase up until NTL < 11 and this is reflected in Figure 4-21. 

  
  

Figure 4-20: The map of the spatial distribution of the traps that lead to min Vth (left) and max Vth (right) for the 
corresponding NTL of 5. It can be seen that the max Vth happens when more traps are located close to the channel center 
while minimum Vth happens when more traps are located close to the device edges. 
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Now, let’s examine the other magnitude in Figure 4-21 which is the average Vth. We have seen 

from our earlier results that as we increase the value of NTL, irrespective of their spatial distribution 

(along length and width) there would be an increase in the threshold voltage due to increased 

effective barrier area (Figure 4-10, Figure 4-12 and Figure 4-15). However, we also observe a 

decrease in the Vth when traps are located close enough to each other (Figure 4-11 to Figure 4-15) 

and the reduction in the effective barrier area was identified as the reason for this decrease. 

Moreover, this reduction in Vth due to the proximity of traps with each other is observed both along 

the channel length and along the channel width. So with increasing NTL, the probability of traps 

being located closer to each other also increases, thus resulting in a decrease of the average Vth. In 

addition, in our study, we have always maintained the total charge in the device constant by scaling 

the value of DTL with increasing NTL. This would mean that with increasing NTL (resulting in the 

scaling of DTL), the influence of individual trap location should also decrease (see Figure 4-8 ). 

Eventually, this reduction in the influence would reflect in the overall decrease of the average Vth. 

Thus, the decrease in the average Vth with increasing NTL can be attributed to the combined impact 

of decreasing DTL and increasing the probability of traps being closely placed. It has to be remarked 

that, although the average Vth decreases with increasing NTL, the average Vth (with a minimum 

charge at each location) for a homogenous distribution (NTL = 550) reaches a value that is larger 

than when NTL =1. 

 

4.6 Dependence of Vth variability on device dimensions 

As stated in chapter 1, there has been a tremendous increase in efforts to analyze the threshold 

voltage variability dependence on the device geometry due to several statistical sources in modern 

MOSFET devices. However, most of these works focus on the variability sources such as RDD 

and LER [180], [205] and not much has been done with the focus on interface traps. In this section 

  

Figure 4-21: Average Vth and standard deviation as a function of the number of trap locations in the device (NTL). 3D 
simulations of 100 devices were performed for each case. 
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of the thesis, we present our analysis of the dependency of Vth variability on the device dimensions 

by considering the interface traps as the variation source. 

In order to perform the analysis, we consider the same device (doping, material and oxide 

thickness) that was used earlier but with varying dimensions of lengths and widths. Two sets of 

simulations namely ‘Set1’ and ‘Set 2’ are considered for each device dimension. The variability 

in Vth is evaluated by considering the following approach: 

 The device with a channel length of 50nm and a channel width of 20nm is chosen as a 

reference device in both ‘Set 1’ and ‘Set 2’.  

 For this reference device (L X W = 50nm X 20nm) the value of NTL is fixed at 100 and is 

referred as ‘NTL, Ref’. 

 The value of NTL for all other device dimensions is scaled according to the respective 

device area from the reference value (NTL, Ref). For example, for a device with the 

dimension 35nm X 10nm, the value of NTL was scaled to 35. The value of DTL was obtained 

from equation 3-1, using a Dit = 5e11 cm-2.  

 The threshold voltage (Vth) is defined using the constant current (CC) method, where the 

Vth is defined as the gate voltage for a fixed value of drain current. However, to make sure 

that we calculate the threshold voltage at the same electrostatic condition for all device 

dimensions, we scale the value of the fixed current according to the device area based on 

the following expression 

𝐼𝐷,𝐹 = 𝐼𝐷,𝑅 ∗  
𝑊𝐷

𝐿𝐷
∗

𝐿𝑅

𝑊𝑅
 

4-1 

 In the above expression, ID,F and ID,R corresponds to the fixed value of drain current (for 

the considered device) and the reference value of drain current (the fixed value of ID 

corresponding to the reference device). WD and LD are the channel width and channel 

length for the considered device while WR and LR correspond to the channel width and the 

channel length for the reference device. 

 In our study the value of ID,R for the reference device (LR X WR = 50nm X 20nm) was fixed 

at 1µA. So for a device with dimensions 35nm X 10nm (LD X WD), the fixed value of drain 

current to evaluate the Vth was found to be 0.714µA using the eq.4-1. It has to be noted that 

for the entire simulations (Set 1 and Set 2) the drain was always biased to 0.1V. 

 In ‘Set 1’ 50 simulations are performed with the value of NTL fixed across the entire set. 

Thus, the only source of variability in this set is in the form of the spatial distribution of 

NTL. 

 As the number of charged defects per device is Poisson distributed [104], [206] we perform 

a new set of simulations say ‘Set 2’. In ‘Set 2’ 50 simulations are performed with NTL 

varying as per a Poisson distribution with a mean that is equal to the corresponding value 

of NTL in ‘Set 1’. Thus apart from the variability in spatial distribution, an additional source 

of variability is introduced in the form of varying NTL. 
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The simulations were repeated for various device areas with channel lengths varying from 60nm 

down to 35nm and channel widths varying from 20nm down to 10nm. The dimensions of the 

devices (in nm) and the corresponding values of NTL are tabulated in below Table 2 for reference. 

 

Thus, based on our considerations, in ‘Set 1’, we have only one source of variability in the form 

of the spatial distribution of NTL, however, in ‘Set 2’ we have two sources of variabilities in the 

form of the value of NTL and its spatial distribution. Now, at the end of each simulation, Vth is 

extracted and the values of average Vth and σVth are evaluated for each set. In the following, the 

results of the simulations are presented and analyzed. To be clear, the plots and results 

corresponding to the case of ‘Set 1’ will be referred by ‘SD’ (“spatial distribution”) as the only 

source of variability, in this case, is in the form of spatial distribution. And the plots and results 

corresponding to the case of ‘Set 2’ will be referred by ‘NSD’ (“number and spatial distribution”) 

as in this case, apart from the existing variability in the form of spatial distribution, an additional 

variability is added in the form NTL. Figure 4-22 plots the Vth as a function of channel lengths (left) 

and channel widths (right) for a pristine device (without traps). As expected, we observe that the 

Vth decreases with channel lengths, an effect related to the ‘Short Channel Effects (SCE)’. We see 

that in the considered range the threshold voltage is independent of the channel widths, this could 

be due to the fact that all the devices being simulated have very narrow channel.  

Now, we perform simulations by introducing traps along the interface. Figure 4-23 plots the 

average Vth as a function of channel lengths on the left and as a function of channel widths on the 

right. For comparison, the threshold voltage corresponding to the pristine device is also plotted in 

the same graph (on left). As one would expect, we can see that the introduction of the traps has 

caused a shift (almost parallel) in the threshold voltage in the form of an increase in the average 

Vth. We can also see from the plots that the randomness in the value of NTL does not seem to have 

any effect on the average Vth as the plots corresponding to SD and NSD overlap. According to 

[98] the dependence of σVth on device area follows the Pelgrom’s rule, which states that σVth 

across several device areas is inversely proportional to the square root of the device area ( equation 

1-7). Then when the graph of σVth vs 1/√Area, known as ‘Pelgrom’s plot’ is plotted, a straight line 

Dim. (LXW) Area (nm2) NTL Dim. (LXW) Area (nm2) NTL 
35X10 350 35 50X14 700 70 

35X14 490 49 50X20 1000 100 

35X20 700 70 50X30 1500 150 

35X30 1050 105 55X10 550 55 

40X10 400 40 55X14 770 77 

40X14 560 56 55X20 1100 110 

45X10 450 45 55X30 1650 165 

45X14 630 63 60X10 600 60 

45X20 900 90 60X14 840 84 

45X30 1350 135 60X20 1200 120 

50X10 500 50 60X30 1800 180 
 

Table 2: Dimensions of devices that are used in the study and the corresponding values of NTL. The device with the 
dimension 50nmX20nm and with NTL of 100 is used as a reference. The value of NTL corresponding to all other devices scaled 
according to the area from this value. 
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is obtained. So, in order to verify if the variability (σVth) due to interface traps follows the 

Pelgrom’s rule, in Figure 4-24 we make a graph of σVth vs 1/√Area. In the figure, the plots 

corresponding to the SD case are represented by red circles and the case corresponding to NSD 

are represented by black squares. The linear fittings for the respective data are also shown in the 

figure. The linear fit corresponding to SD has a slope of 0.144V-nm and the linear fit corresponding 

to the NSD has a slope of 0.175V-nm. We can observe that larger variability is obtained in the 

case of NSD. This is reasonable as in this case, an additional variability in the form of NTL is 

introduced. 

 

 

  
  

Figure 4-22: (left) Vth in a pristine device (without traps) as a function of the channel length for different channel widths. 
(right) Vth as a function of channel width for different channel lengths. The extracted threshold voltage shows the expected 
dependency on the length and is independent of the channel width.  

  
  

Figure 4-23: (left) Average Vth (across 50 simulations) as a function of channel length for different channel widths. (right) 
Average Vth (across 50 simulations) as a function channel width for different channel lengths. ‘SD’ the simulations where 
only the spatial distribution is varied while ‘NSD’ indicates the simulations where both NTL and the spatial distribution are 
varied. For comparison the plots belonging to the pristine case is overlaid onto the average plot on the left. 
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Now, as area (A) can be expressed in terms of the device dimensions (A = L * W), to better 

understand the dimensional dependence of σVth, we examine the relationship of σVth on the device 

width and length separately. Figure 4-25 shows σVth as a function of channel length for different 

channel widths. The plots on the left (in Figure 4-25) correspond to the SD case and the plots on 

the right correspond to that of NSD, also shown are the corresponding linear fits (lines). The fit 

lines have a lower slope values with an average (across all the widths) of about -54.85µVnm-1 for 

the case of SD and 66.02µVnm-1 for the case of NSD.  

 

 

Figure 4-24: The plots correspond to σVth as a function of device area for the SD case (red circles) and NSD case (black 
squares). Also shown are the linear fits of the data with the slopes of 0.144 V-nm and 0.175 V-nm for SD and NSD 
respectively. 

  
  

Figure 4-25: (left) σVth in case of SD as a function of the channel length for different channel widths and (right) σVth in the 
case of NSD as a function of channel length for different channel widths. The variability in the threshold voltage (Vth) has 
a very small dependence on the channel lengths. However, the introduction of additional variability (in NSD) has resulted 
in an increase of σVth (compared to SD). 
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From these low slope values, it is evident that σVth has a very low dependence on the channel 

lengths. However, we can see that the values of σVth are larger for the case of NSD (NTL is varied 

according to Poisson distribution across the 50 simulations for each device area) as compared to 

the case of SD (where only the spatial distribution is varied). 

Similarly, we can examine the dependence of σVth on the channel width. For this, we plot σVth as 

a function of channel widths for different channel lengths and this is shown in Figure 4-26.In the 

figure the plots on the left correspond to the case of SD and the plots on the right correspond to 

that of NSD. The dependencies can be fitted by a power function with the value of average 

exponent (across all the lengths) as -0.53 for the case of SD and -0.46 for the case of NSD. Based 

on this, we can see that (from Figure 4-25) when considering interface traps as the only source of 

variability, the dependency of σVth on channel lengths is very small. This could mean that when 

considering only interface traps as the source of variability, the dependence of σVth on the device 

area is primarily from the channel widths.  

 

As outlined earlier, Pelgrom’s rule states that σVth is inversely proportional to the square root of 

the device area (A=L*W), which is written as follows 

 

𝜎𝑉𝑡ℎ  ∝
1

√𝐿 ∗ 𝑊
 

 

The influence of channel width (W) can be isolated by multiplying the above expression with √𝐿, 

thus the above expression can be rewritten as below 

 

𝜎𝑉𝑡ℎ ∗  √𝐿  ∝
1

√𝑊
 

  
  

Figure 4-26: (left) σVth in case of SD as a function of the channel width for different channel lengths and (right) σVth in the 
case of NSD as a function of channel width for different channel lengths. The dependencies can be fitted by power function 
with an average exponent (across all lengths) of -0.53 for the case of SD and -0.46 for the case of NSD. 
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In order to verify this, we make a graph similar to the Pelgrom’s plot but instead of σVth vs 

1/√𝐴𝑟𝑒𝑎, we plot σVth* √𝐿 vs 1/√𝑊 as shown in Figure 4-27. 

 

This plot helps us to observe if σVth is inversely proportional to square root of the channel widths. 

Again the plots on the left correspond to the case of Set2 (SD) and the plots on the right correspond 

to the case of Set2 (NSD). For a better understanding let’s make a plot of the average σVth (across 

several different lengths) for each case (Set1 and Set2) as shown in Figure 4-28 

 

Also included in the figure is the linear fit of the average σVth. The plots on the left correspond to 

the case of SD and the plots on the right correspond to the case of NSD. The slope of the linear fit 

of the mean was found to be 0.145 V-nm and 0.1813 V-nm for SD and NSD respectively. We can 

  
  

Figure 4-27: (left) Corresponds to the plots for the case of SD and (right) for the case of NSD. We can see an inverse linear 
dependency of σVth on the channel widths. 

  
  

Figure 4-28: The figure shows the same plots as shown in Figure 4-27 but also included is the plot of average σVth (across 
different lengths) and the linear fit curve for the average σVth. The plots on the left correspond to the case of SD and on the 
right corresponds to the case of NSD. The slope of the fit curves was found to be 0.145 V-nm and 0.1813 V-nm corresponding 
to the case of SD and NSD respectively. 
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see that these slopes are almost coincidental to the slopes of the Pelgrom’s plot shown in Figure 

4-24. Thus, it can be stated that the geometry dependence of σVth due to interface traps is mostly 

determined by the channel widths. The reason for this behavior can be understood by taking into 

context the results seen earlier sections, where it was shown that only those traps that are located 

along the maximum of the barrier (which happens close to the channel center) along the channel 

length contribute significantly to the variation in the σVth. Therefore, several different combination 

of traps along the edges of the channel length could lead to similar Vth (thus the smaller dependence 

on ‘L’). However, along the width of the channel, the contribution of the trap is independent of its 

(trap’s) location along the width. Therefore, different combinations (spatial distribution) of traps 

along the channel width would lead to different Vth. Thus based on this, we can conclude that when 

considering interface traps as the variability source, the geometrical dependence of σVth is mostly 

determined by the channel widths. 

Up until now, we only studied the influence of the trap location and its spatial distribution on the 

variability of the device performance by observing the threshold voltage. In the next chapter, by 

means of 3D simulations, we investigate the influence of trap location and its spatial distribution 

on the variability of both threshold voltage (Vth) and on-current (Ion). 
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5. On-current and threshold voltage variability 

due to interface traps spatial distribution 

 

Shrinking of transistor sizes meant that the number of interface traps in the channel area of 

MOSFETs becomes smaller to the level of few traps. In [207] the existence of a single trap across 

various short channel devices was experimentally demonstrated using charge pumping method. 

Recently, in [208] the impact of single-charged trap induced random telegraph noise (RTN) on 

FinFET devices were studied. In small-area devices BTI induced Vth degradation and recovery in 

nanometer transistor proceed in discrete steps [132], [197], [198]due to augmentation of single-

charge effects in scaled device. Charges trapped/de-trapped in/from the traps located at the 

semiconductor/insulator interface lead to fluctuation in the threshold voltage and (or) the on-current 

(saturation drive current) [117][137]. Therefore, while analyzing the impact of spatial variability of 

interface traps on device performance, it is important to also include the changes in the on-current 

(apart from Vth). In this chapter we study how the spatial distribution of single and multiple traps 

effects the variabilities in on-current (Ion) and threshold voltage (Vth) of the device. 

5.1 Device structure and Simulation Methodology 

To analyze the influence of discrete traps on the variability of device performance (by analyzing 

Vth and Ion), we simulate a 3D structure with a width of 50nm and channel length of 40nm. The 

CHAPTER V 
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schematic of the simulated 3D structure is shown in Figure 5-1. The simulated structures had silicon 

oxide with 1.5nm thickness as an interfacial layer. The device is based on the super-halo doping 

from the well-calibrated template that was used in the earlier simulations [202]. 

 

We use the same simulation approaches that were discussed earlier to analyze the impact of 

interface trap(s) related variability. However, here we use a much finer mesh along the interface 

with 1nm along the length and 1nm along the width. This allowed us to simulate a higher number 

of traps using the earlier strategy. However, we only analyze the case of 3D device structures with 

a 2D interface. This was because simulating the effect of a single trap required the device to have a 

defined width other than the default width of 1µm. 

To evaluate the electrical characteristics of devices, 3D device simulations were performed on the 

device structure shown in Figure 5-1. The characteristics were obtained when the gate voltage was 

ramped to 1.5V and drain was biased at 1.1V while all other contacts (source and bulk) were biased 

at 0V. The drain is biased at a larger voltage as usually Ion is defined at higher drain bias (see 

section 1.1, parameter extraction). Figure 5-2 shows the transfer characteristics (ID-VG) of a device 

without interface traps and this case will be considered as the reference device (to measure the 

shifts in the performance parameter due to traps). The figure also shows the definition of the 

performance parameters used in the presented work. The threshold voltage (Vth) is defined as the 

gate voltage corresponding to the drain current of 0.1µA. On-current (Ion) is defined (see section 

1.1, parameter extraction) as the maximum drain current obtained from the transfer characteristics 

(ID-VG) at a high drain bias (VD) which in the analysis was set to 1.1V. The threshold voltage (Vth) 

and on-current (Ion) of the reference device was extracted to values of 0.301V and 5.83E-5 A, 

respectively. 

 

Figure 5-1: Simulated 3D structure with the doping profile overlaid 
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5.2 Single Trap 

We start the analysis by considering the case of a single trap, which may not be realistic but is the 

simplest case. Figure 5-3 (left) shows the 3D simulated structure with a single interface trap along 

the 2D interface and Figure 5-3 (right) shows the cross-section (in XZ plane) of the channel region 

with the trap. Figure 5-4 shows the transfer characteristics (ID-VG) of a device without traps 

(reference) and with a trap at a particular location along the 2D interface. In this case, the trap was 

located in a region close to the channel center and the lower part (along the width) of the channel 

(corresponding to Figure 5-3) (in this case at x= 18nm and z=8nm). The transfer characteristics 

shown in Figure 5-4 is obtained by biasing the gate to 1.5V and drain to 1.1V. The threshold 

voltage and the on-current of the device with a trap at that location were found to be 0.307V and 

55.5µA respectively. This meant that the trap has caused the threshold voltage to shift by 6mV 

(ΔVth) and the on-current to (negative) shift by 2.8µA (ΔIon) from the reference device. As two 

different performance parameters are analyzed, for the sake of simplicity, threshold voltage and 

on-current for devices will be given as (Vth, Ion) vectors. As an example, in the case of the structure 

(shown in Figure 5-2) without traps, the device is characterized by (0.301V, 58.3µA) and the device 

with a single trap (as shown in Figure 5-4) is characterized by (0.307V, 55.5µA). 

The statistical variability in a set of devices is studied by performing a simulation of 100 different 

devices with the location randomly varied along the 2D interface between the semiconductor and 

the insulator of the MOSFET. At the end of each simulation, performance parameters (threshold 

voltage and on-current) were extracted. Figure 5-5 plots the variability in threshold voltage (Vth) 

and on-current (Ion) for the 100 simulated devices. In Figure 5-5, X-axis represents the device 

number, left (black) Y-axis represents the threshold voltage (Vth) corresponding to each device 

and right (red) Y-axis represents the on-current (Ion) corresponding to each device. Device-to-

 

Figure 5-2: IDVG curve of the device without traps. Also shown are the definition of Ion and Vth. The gate was ramped to 1.5V 
while the drain was biased at 1.1V. Vth is defined as the gate voltage at a fixed drain current of 0.1µA and Ion is defined as 
the maximum drain current. 
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device variability in both parameters is clearly observed and, in general, larger values of threshold 

voltage lead to smaller values of the on-current, as one would expect. The relationship of the on-

current and the threshold voltage can be clearly visualized by plotting Ion as a function of Vth, as 

shown in Figure 5-6. From this figure, it can be seen that smaller values in Vth are usually followed 

by larger values in Ion 

 

 

 

  
  

Figure 5-3: (left) 3D simulated structure with a single trap along the 2D interface and (right) the cross-section of the 
interface with the trap. The device has a channel length of 40nm and channel width of 50nm. 

 

Figure 5-4: IDVG curve of the reference device without traps (squares) and with a trap (circles) corresponding to the Figure 

5-3. 
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From Figure 5-6, we can also observe that there are some devices which have similar Vth’s (Ion) 

but slightly different Ion’s (Vth). To understand the influence of trap location on individual 

parameters (Vth and Ion) separately, Figure 5-7 plots the contour maps of Vth and Figure 5-8 plots 

the contour map of Ion as a function of trap locations along the 2D interface. The X-axis of the map 

is the coordinate along the channel length (with -20nm being the source edge and 20nm being the 

drain edge) and Y-axis corresponds to the channel width (Z of the device).  

 

Figure 5-5: Threshold voltage (left, black) and on-current (right, red) of the devices for 100 simulated devices with a single 
interface trap. The location of this trap is varied randomly from one device to the other. In general, large values of Vth lead 
to smaller values of Ion. 

 

Figure 5-6: Ion as a function of the extracted Vth. It can be seen that in general, devices with smaller Vth have larger Ion. 
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Figure 5-7: Contour map of Vth corresponding to different trap locations along the 2D interface. We can see that larger Vth 
is obtained when the trap is located along the channel center and lower Vth is obtained when the trap is located along the 
device edges. 

 

Figure 5-8: Contour map of Ion corresponding to different trap locations along the 2D interface. We can see that in general, 
larger Ion is obtained when the trap is located along the channel edges smaller Ion is obtained when the trap is located along 
the channel center. 
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From the contour maps of Vth in Figure 5-7, we can clearly observe that larger Vth’s are obtained 

when the trap is located close to the channel center (along the channel length). We can also observe 

that Vth is not influenced by the location of the trap along the channel width. These results are 

coherent with what we have seen in the earlier chapters, where it was shown that traps assert a 

significant influence when they are located along the channel center. The contour map of Ion in 

Figure 5-8 provides a clear picture of influence of the location of trap on the on-current. We can 

see from the figure that in general, lower values of Ion are obtained when the trap is located close 

to the channel center and larger values are obtained when the trap is located along the channel 

edges. Now, we can observe (Figure 5-8) that there is a slight variation in values of Ion 

corresponding to when the trap is located at the channel edges along the width (along z-direction) 

and channel center along the length (along x-direction). However, from the magnitudes in the 

contour plot (Figure 5-8), we can see that this variation Ion is in the range of  ≈ 0.5µA, suggesting 

that these variations may be related to the resolution (Ion is extracted at max ID) of simulations and 

not related to any physical mechanism. Now, to analyze the variability related to more than one 

trap, simulations were repeated with an increased number of traps along the interface and the 

analysis of the results are presented in the following section. 

5.3 Multiple Traps 

Until now we have studied the influence of a single discrete trap on the device performance (Vth, 

Ion). The analysis was focused on the spatial location of this trap along the 2D interface of the 

structure. However, having more than one trap can contribute to the variability in the form of the 

spatial distribution of these traps. Hence, in this section we study the impact of the spatial 

distribution of multiple interface traps on the device electrical characteristics. To do this we 

increase the total number of traps along the interface to 10, as this number ensured an appreciable 

shift in the electrical characteristics. As an example, Figure 5-9 compares the ID-VG curves of the 

device with a particular spatial distribution of 10 traps (red, circles) to that of the pristine device 

(black, squares). The figure also shows the modifications in the Vth and Ion due to the introduction 

of traps. The device with traps is characterized by the vector (Vth
’, Ion

’) (0.413V, 29.2µA). It can 

be seen that the increased number of traps has significantly increased the Vth (ΔVth = 0.112V) and 

decreased Ion (ΔIon = 29.1µA). To be unambiguous, the threshold voltage and on-current for the 

device with traps is also referred by the notation Vth and Ion unless they are represented together 

with the pristine device, in that case, they will be referred by the notation Vth’ and Ion’.  

To analyze the impact of the spatial distribution, 100 devices with randomly generated trap 

distributions were simulated. Figure 5-10 plots the variability in threshold voltage (Vth) and on-

current (Ion) for the 100 simulated devices, obtained from curves as those in Figure 5-9. Maximum 

and minimum values are indicated by the arrows in the figure. In Figure 5-11, the same data shown 

in Figure 5-10 is plotted in a different way, by plotting the on-current across different devices as a 

function of the corresponding threshold voltage. Large variability in both parameters is observed 

with (Vth, Ion) vector varying from (0.32V, 44.67µA) to (0.413V, 29.1µA). In general, large Vth’s 

lead to small Ion’s and vice versa, however, unlike in the case of single trap (Figure 5-6), here the 

dispersion is significant (≈15µA) and we can see (from Figure 5-10 and Figure 5-11) that there are 

some distributions that lead to the same threshold voltage (on-currents) but have different on-

currents (threshold voltages). 
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Figure 5-9. IDVG curve of the reference device without traps (squares, black)) compared to that of a particular case of 10 
trap distribution (circles, red). Here Vth and Ion are the threshold voltage and on-current of the pristine device while Vth’ and 
Ion’ are the threshold voltage and the on-current of the device with traps (of a particular spatial distribution). 

 

Figure 5-10: Threshold voltage and on-current of the devices for the 100 considered trap distributions. Large variability is 
observed both in Ion and Vth. 
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In order to understand the general trend and the anomalous behavior, we will investigate these two 

behaviors individually. We start the analysis by having a look at the trap maps corresponding to 

the min and max vectors marked in Figure 5-11. Figure 5-12 shows the ID-VG curves corresponding 

to these devices. The insets in the figure show the maps of the corresponding trap distributions.  

 

The X-axis of the plots in the inset correspond to the coordinate along the channel length and Y-

axis corresponds to the coordinate along the width of the channel. So, -20nm along the X-axis 

 

Figure 5-11: On-current and threshold voltages of the 100 considered devices with randomly varying spatial distribution 
of the 10 traps. Devices with extreme Vth-Ion vectors are also indicated in the figure. 

 

Figure 5-12: IDVG curves of the devices with (max Vth, min Ion) (squares) and (min Vth, max Ion) (circles) vectors. The insets 
show the 2D maps of the corresponding trap distributions. 
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represents the channel at the source edge, 0 represents the channel center and 20nm represents the 

channel at the drain edge. From the maps of the trap distributions, we can see that in the case of 

the ID-VG that leads to max Vth (black squares) most traps are located along the channel center and 

aligned along the width as compared to the traps corresponding to the case ID-VG that leads to min 

Vth (red circles) where the traps are aligned along the length. We can see that when traps are aligned 

along the channel width and close to the center of the channel, then these distributions led to the 

vector of (Vth, max, Ion, min) as compared to the traps that lead to the vector (Vth, min, Ion, max). Based 

on the results seen in the previous chapters, we can attribute this increase of Vth (conversely 

decrease of Ion) to the increase of the effective barrier area along the channel width. The anomalous 

behavior (different Vth/Ion but same Ion/Vth) seen in Figure 5-11 suggests that in some cases the 

trap distribution only impacts one of the electrical parameters. In order to understand how the 

distribution along the 2D interface (x (channel length) and z (channel width) coordinates) affect 

the device Vth and Ion, pairs of such devices have been considered. As an example, Figure 5-13 

shows the ID-VG curves (with insets of trap maps) for two distributions that imply the same Vth but 

different Ion, i.e., (Vth, Ion) vectors of (0.33V, 40.86µA) (black squares) and (0.33V, 43.3µA) (red 

circles). To understand the influence of trap distribution on the device performance, the trap maps 

have been overlaid onto the conduction band profile in Figure 5-14. It has to be noted that the 

conduction band was obtained from the device (reference/pristine) with no interface traps. From 

the trap maps, we can see that most of the traps are located ‘far’ from the channel center (along the 

channel), where the peak of the conduction band is observed. This could explain the low value of 

the threshold voltages in both cases. We can also observe from the figure that there is a trap 

alignment along the width in both the devices, and this alignment is delineated by a dashed rectangle 

in Figure 5-14. This alignment of the traps (inside the dashed box) along the width happens at a 

location with same barrier height. 

 

 

Figure 5-13: IDVG curves for the devices with similar Vth but different Ion. The insets show the corresponding trap distribution 
maps. The distribution belonging to the black curve (squares) has the vector (0.33V, 40.86 µA) and the red curve (circles) 
has the vector (0.33V, 43.3µA). 



On-current and threshold voltage variability 

 

 

113 

From the results discussed in the earlier chapters, we know that the trap location along the channel 

length (X-direction) modifies the barrier height and hence modifies the Vth. By taking them into 

account it is reasonable that the Vth in both of the trap distribution (presented above) is same. 

However, in the case of Figure 5-14 (right) the alignment along the width is more pronounced (3 

traps) than in the case of Figure 5-14 (left). This greater alignment (at the same x) along the width 

could be the reason for a smaller value of Ion while being ineffective on Vth. However, before 

making any conclusions or hypothesis, other vector (Vth, Ion) pairs should also be analyzed. Figure 

5-15 shows the ID-VG curves (with insets of trap maps) for two distributions that have similar 

(almost same) Ion but different Vth, i.e., (Vth, Ion) vectors of (0.36V, 35.22µA) (black squares) and 

(0.41V, 34.85µA). The device with the distribution as shown in the right inset has a higher Vth than 

the device with the distribution shown in the left inset. 

 

Similar to the previously analyzed case (Figure 5-13 and Figure 5-14), the trap distributions have 

been overlaid onto the conduction band edge and is shown in Figure 5-16. The dashed rectangles 

correspond to the traps that are aligned along the width of the device. From the above trap maps, 

we can see a clear alignment along the width (Z-axis) but at different locations along the device 

channel length (X-axis). Taking the results from the earlier chapters into consideration, the 

same/different threshold voltages for the distributions in Figure 5-14 and Figure 5-16 can be 

attributed to the same/different positions of the traps along the channel direction (X-axis). The 

differences/similarities in Ion could be attributed to the variations in the extent of alignment along 

the channel width (Z-axis). This could be easily explained by considering a classical picture: the 

aligned traps along the device width would represent a “barrier” to the current flow from source to 

drain, reducing the current collected. However, a large decrease in the Vth is also reflected as an 

increase in the value of Ion as less energy (voltage) is needed by the carriers to overcome the barrier. 

We can correlate this reason to the increase of Vth (or the decrease of Ion) for the case of ID-VG 

corresponding to the distribution in Figure 5-16 as compared to ID-VG corresponding to the 

distributions in Figure 5-14. 

  

Figure 5-14: Trap maps of the devices corresponding to similar Vth and different Ion (IV ‘s in Figure 5-13) overlaid onto the 
CB. Ion is larger for the case of the distribution shown in the left. 
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To corroborate the hypothesis and decouple the effect of trap distribution (along X and along Z 

axis) on the Vth and Ion, we consider certain special distributions, such as (i) the 10 traps are 

completely aligned along the channel length (horizontal distribution) as shown in Figure 5-17 (a) 

and (ii) the 10 traps are completely aligned along the channel width (vertical direction) as shown in 

Figure 5-17 (b). In Figure 5-17 (a) all the traps are aligned along the channel length at a particular 

location along the channel width. In Figure 5-17 (b) the traps are aligned along the channel width 

at a particular location along the channel length. 

Several simulations were done for these cases, sweeping the position of the x-aligned traps along 

the z coordinate and the z-aligned traps along the x coordinate. Figure 5-18 shows the ID-VG curves 

 

Figure 5-15: IDVG curves with the inset of the trap maps for the distributions corresponding to the vectors (0.36V, 
35.22µA) and (0.41V, 34.85µA) that yield similar Ion but different Vth. 

  

Figure 5-16: Trap maps of the devices corresponding to similar Ion and different Vth. The device with the distribution shown 
on the right has a larger Vth. 



On-current and threshold voltage variability 

 

 

115 

of two distributions corresponding to X-aligned traps at two different locations along the channel 

width. The results obtained for the horizontal distribution show that, independently of its location 

along the z coordinate (width of the device), the ID-VG curves overlap (as shown in Figure 5-18), 

so that no remarkable changes neither on the threshold voltage nor on the on-current are observed. 

Similarly, Figure 5-19 shows the ID-VG curves corresponding to Z-aligned traps at two different 

locations along the channel length. In this case, important changes are observed in the threshold 

voltage depending on the trap position along the channel: Vth decreases when the x-aligned traps 

move towards the drain edge. 

 

 

However, to emphasize the importance of the alignment of traps along the width, we consider a 

distribution where the traps are aligned along the width but at a location along the length that is 

closer to the drain edge. Figure 5-20 compares the ID-VG curves of this special distribution to a 

distribution with no z-alignment (x- aligned traps). The red (circles) curve corresponds to the 

  
 

Figure 5-17: Schematic of the special trap distributions (a) X-aligned traps (b) Z-aligned traps. 

 
Figure 5-18: IDVG curves of two devices with x-aligned 
traps. The curves show no changes in the device 
characteristics. 

 

 
Figure 5-19: IDVG curves of two devices with x-aligned 
traps, the curves show negligible changes in the 
characteristics. 
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device with x-aligned traps and with a (Vth, Ion) vector of (0.313V, 53.61µA). The black (squares) 

curve corresponds to the device with z-aligned traps and with a (Vth, Ion) vector of (0.316V, 

40.22µA). From these values, we can see that in this case, the alignment of the traps along the 

width (black, squares) has resulted in a change of 3mV in the Vth and a change of about 13 µA in 

the Ion from the device where the traps were aligned along the length (red, circles). It is clear from 

this that this alignment has greatly influenced the Ion while not be so effective on Vth. 

 

The influence of the alignment on the current is further evidenced in the map of the conduction 

current as shown in Figure 5-21. The map of the conduction current on the left in Figure 5-21 

corresponds to the device with red (circles) curve in Figure 5-20. It can be seen from the current 

map that the barrier created by the traps aligned along the length is not seen by all the carriers and 

those that are affected can go around the barrier to reach the drain. Hence, we can see that this 

distribution does not result in a large reduction of the drain current. Similarly, the picture on the 

right in Figure 5-21 shows the total current density calculated in case of the device with black 

(squares) curve in Figure 5-20. It can be seen that when traps are aligned along the channel width 

then the barrier created by them is seen by all the carriers resulting in a significant reduction of the 

current. Then these results suggest that the alignment of traps along the z coordinate has an 

important effect in the reduction of the device Ion current while their position along the channel 

length (x coordinate) influences the threshold voltage. 

 

 

 

 

 

Figure 5-20: IDVG curves of two devices with x-aligned traps (circles) and z-aligned traps (squares), as a function of VG. The 
devices have same Vth but different Ion. The insets show the 2D maps of the corresponding trap distributions. 
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5.4 Influence of trap spatial distribution on the device electrical 

symmetry 

The observed dependence of the electrical properties of the device on the spatial distribution of 

interface traps could break the intrinsic electrical symmetry of a MOSFET. To show this point, as 

an example, a device with trap distribution in Figure 5-22 is considered, and simulations are 

performed with the default source and drain biases (source is biased to 0V and drain is biased to 

1.1V). To study the influence of the spatial distribution on the electrical symmetry, simulations 

are performed by swapping the source/drain biases (source is biased to 1.1V and drain is biased to 

0V). The advantage of choosing the distribution as shown in Figure 5-22 is that for a default bias, 

the alignment of traps is closer to the source edge and when the biases are swapped, the alignment 

is closer to the drain edge. In other words, when the biases are swapped, it can be treated as the 

same device (with default bias) but with the trap distribution mirrored along the x coordinate, as 

shown in Figure 5-23. 

The ‘I-V’ curves of the two devices (same trap distribution, default/swapped biasing) are shown 

in Figure 5-24 (left).  It can be seen from the plots that mirroring the distribution along the channel 

length has modified the characteristics. In this particular case, initially (see Figure 5-22) most of 

the traps are close to the source, where they have the larger influence, leading to a (Vth-Ion) vector 

of (0.41V, 34.85µA). Then, swapping the biases meant that most traps are now located closer to 

the drain (see Figure 5-23) and results in a (Vth, Ion) vector of (0.36V, 36.5µA), i.e., Vth decreases 

because now traps are closer to the drain side. Consequently, the distribution of interface traps 

along the channel length introduces an electrical asymmetry in physically symmetrical devices, by 

changing the threshold voltage (from 0.41 V to 0.36 V, in the shown example). However, once the 

change in the Vth has been accounted for, changing the roles played by source and drain should 

have a small effect on Ion since trap alignment along the z-coordinate remains the same. This is 

  
 

Figure 5-21: (left) The total current density calculated in the case of the device in Figure 5-20 with traps aligned along the 
length of the channel. There is an increase in the current around the traps, as carriers can go around them on their way to 
reach the drain. (right) The total current density calculated in the case of the device in Figure 5-20 with traps aligned along 
the width of the channel. Due to the alignment of the traps along the width, the barrier affects the carriers all along the 
channel and thus results in a significant decrease of current. 
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corroborated in Figure 5-24 (right), where the two ‘I-V’ curves overlap when differences in Vth 

are accounted for by plotting the drain current as a function of VG-Vth. 

 

 

This asymmetry in identical devices has been experimentally verified in a set of several devices. 

As an example, Figure 5-25 depicts statistical data measured in 50 different SOI MOSFETs. Black 

squares in the figure correspond to the threshold voltage of the device when drain (source 

grounded) was biased to 50mV while the red circles correspond to when the source (drain 

grounded) was biased to 50mV. It can be seen from the figure that for some devices, the Vth 

measured when bias is swapped overlap while for the others they don’t. Two such cases have been 

marked in the figure, ‘A’ being the case where the bias swapping resulted in different Vth and ‘B’ 

being the case where the swapping of biases yielded no change in the Vth. The figure clearly shows 

the asymmetry (when the points do not overlap) in the measured electrical characteristics. 

 
Figure 5-22: Distribution of the traps along the 2D area 
with default bias conditions. The source is biased at 0V 
and the drain is biased at 1.1V. 

 
Figure 5-23: Mirroring the distribution of traps shown in 
Figure 5-22 along the length to reflect the swapping of 
the biases. 

 

  
Figure 5-24: I-V curves of the device with trap distribution as shown in Figure 5-22 (black, squares) and with trap distribution 
as shown in Figure 5-23 (red, circles) is plotted as a function of VG (left) and VG-Vth (right). 
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Similar behavior is also observed in devices based on bulk MOSFET technology. Figure 5-26: left 

plots the IDVG curve ((black squares) of a device with drain biased at 350mV and source biased at 

0V and the red curve corresponds to the IDVG curve (red circles) of the same device with drain 

biased to 0V and source biased to 350mV. The same figure (on the left) shows the zoom of the 

portion of the curve where the curves don’t coincide.  

 

We can see that the swapping of the biases has led to changes in the current curves at lower gate 

voltages. The plot on the right (Figure 5-26) shows the relative percentage change in the current 

 

Figure 5-25: Vth measured in 50 MOSFETs, when source and drain are swapped. Black squares correspond to Vth when 
source is grounded and drain is biased to 50mV. Red circles correspond to Vth when drain is grounded and source is biased 
to 50mV. 

  
  

Figure 5-26: (left) The black curve corresponds to the I-V curve of the device with drain biased to 350mV and source biased 
to 0V. The red curve corresponds to the I-V curve of the same device with source biased to 350mV and drain biased to 0V. 
The zoom (inset in the left figure) swapping the biases has led to a change in the curves. On the right the ration of the 
change in the current is plotted as function of the gate voltage. 
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(when the biases are swapped) as a function of the gate voltage. ‘Ids‘ is the current when the drain 

is biased to 350mV while the source is grounded and ‘Isd‘ is the current when the source is biased 

to 350mV while the drain is grounded. It can be seen from the figure that the difference is higher 

at the lower gate voltages (where Vth is extracted). From Figure 5-25 and Figure 5-26, we can see 

that the observed asymmetry seems to be independent of the technology, as the effect is seen in 

both SOI (Figure 5-25) and bulk (Figure 5-26) technologies. The observed asymmetry could be 

partially (maybe there are other effects that are beyond the scope of this work) related to random 

changes in the interface trap distribution from device to device, as expected for a random 

variability source.  

Thus in this work, we have investigated and discussed the influence of the number and spatial 

distribution of interface traps as a variability source. In the next chapter we summarize the main 

ideas presented in this thesis and also outline the important conclusions of this work. 
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6. Summary and Conclusions 

Over the last decades, driven by the continuous demand for high performance, MOSFET devices 

have undergone a shrinkage in the size at an exponential rate. Although this downscaling has 

enhanced the device performance, it has brought a host of issues that have become extremely 

relevant with every generation of the technological node. Apart from the short channel effects 

(SCE), variability in transistor characteristics is one of the primary roadblocks to device scaling. 

Despite considerable efforts to control extrinsic process variations, there exist intrinsic sources of 

dispersion in devices, which arise due to the discrete nature of matter and charge. Among others, 

interface states have been identified as a prominent source of device variability. As devices are 

scaled to nano dimensions, these inherent dispersions cause significant fluctuations in the device 

characteristics among nominally identical transistors. This transistor mismatch might have a 

significant impact not only on analog circuits but also on digital circuits. Studies using computer 

aided simulations provide an excellent way in understanding and evaluating the impact of these 

variation sources on the device performance. In this thesis, commercially available TCAD tools 

from Silvaco have been used to study the impact of the number and spatial distribution of charged 

interface traps on the variability of transistor characteristics (threshold voltage (Vth), on-current 

(Ion)). We start our analysis by performing 2D simulations and then extend the simulation into 3D. 

In following lines, we summarize the work done in the thesis. 

 

CHAPTER VI 
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Simulation Approach (Valid for both 2D and 3D) 

 We first perform simulations of the device without traps and the characteristics (referred 

to as the pristine device characteristics) obtained is used as a reference. The impact of the 

interface traps is measured by monitoring the variation in the characteristics of the device 

(with traps) from the pristine device characteristics. 

 To make a comparative analysis, we first consider a homogenous distribution of traps along 

the entire interface with a density that produces an appreciable change in the device 

characteristics. 

 The impact of the spatial distribution of traps are studied by confining the traps at different 

sites along the interface. We start the analysis of the impact of the spatial distribution by 

considering the traps to be placed at a single location along the 1D (in 2D simulations) or 

2D (in 3D simulations) interface and then move onto the situation where the traps are 

spread across multiple locations along the interface. 

 As we are only interested in analyzing the impact of spatial distribution of traps, the total 

interface charge in the device is always maintained constant. Hence the density of traps 

(DTL) at each trap site is scaled with number of locations (where traps are placed) 

considered. 

Main results from 2D simulations 

 We start the study by considering traps to be placed at a single location along the 2D 

interface. Simulations are performed by moving the position of this trap site from the 

source end to the drain end of the channel.  

 The location of the traps along the channel significantly impacted the device performance 

by increasing the threshold voltage. The maximum shift (from the case of pristine Vth) in 

the threshold voltage of a device with a channel length of 250nm is obtained when traps 

were placed close to the drain edge of the channel. The results were interpreted by 

considering the increase in the height of the barrier (created by the charged interface traps) 

to the carrier flow, which is larger when traps were located at the drain edge of the channel, 

thus resulting larger ∆Vth. 

 The influence of the drain bias was also investigated, concluding that larger change in Vth 

happens when traps were located close to the channel center. However, irrespective of the 

applied drain bias, the maximum threshold voltage always happens when traps were placed 

close to the drain end of the channel. 

 As channel lengths were reduced from 250nm to 50nm, the location of the trap (along the 

interface) that produced maximum threshold voltage (or its shift) moved from the drain 

end of the channel to the center of the channel. 

Next, we analyzed the situation where traps were spread across multiple locations along the 

interface, starting our analysis from the simplest case of two trap sites and then moving to the case 

of traps placed at multiple sites along the 2D channel interface. As modern devices have shorter 
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channel lengths, this analysis (of traps spread across multiple locations) was done by considering 

a device with a channel length of 50nm.  

 Results from the simulations have shown that, only those traps that were located close to 

the channel center contributed significantly towards the total Vth. 

 To analyze the influence of the trap locations on the variability of Vth, several devices with 

random positions for the two trap sites were simulated. It was found that the variability in 

the Vth (σVth) and the value of average Vth decreased in comparison to the situation when 

the same number of traps were located at a single location. 

 Simulations were further performed by considering devices with traps randomly located at 

multiple locations (>2) along the interface. The results showed that as the number of trap 

sites were increased, the variability in the Vth (σVth) and the average value of Vth (across 

several devices) decreased. The decrease in the average Vth with increasing number of trap 

locations was understood by taking into account both the location of the traps along the 

channel and the scaled charge per location. The scaled charge at each trap site contributed 

to the total Vth by a smaller amount, and moreover, only those traps that were placed close 

to the channel center contributed significantly towards the overall Vth. As for the 

variability, larger number of trap locations would imply a smaller number of position 

combinations for the traps to be located at influential positions (close to the center), so that 

the randomness decreases. 

To have a more realistic understanding of the variability of Vth due to the spatial distribution of 

interface traps, 3D simulations were performed by considering the traps along a 2D interface (in a 

3D structure) to study the influence of trap distribution not just along the length but also along the 

channel width. We considered a reference device with a short channel length (50nm) and a width 

(20nm), dimensions that did not adversely influence the simulations time. As it was done in the 

case of 2D, we start with the simplest case of a single location along the 2D interface and move 

onto the case of multiple locations. 

The results of the 3D simulations are summarized below: 

 The location of the traps was varied both along the length (x-direction) and along the width 

(z-direction). The results showed the threshold voltage (Vth) is only influenced by the 

location of the trap along the channel length. Moreover, as observed in 2D, those traps that 

were located closer to the channel center asserted larger influence on Vth. 

 To help understand more complex situations, traps were first placed at two predefined sites 

along the interface. The location of one trap site was fixed (both along the length and along 

the width) while the location of the other trap site was varied along the length or along the 

width. When trap sites were aligned along the length then, the resulting overall Vth is mostly 

contributed by traps that were located close to the channel center. Moreover, when the trap 

sites were positioned close enough to each other, the overall influence of traps (from both 

trap sites) on the Vth remarkably decreases (compared to when they are apart). 

 When the trap sites were aligned along the width, the overall influence of traps (from both 

trap sites) on the ∆Vth was less than the superposition of the individual ∆Vth‘s (when traps 

were only located at each trap site individually). And as the separation between the trap 



Summary and Conclusions 

 

 

124 

sites increased, it resulted in an increase in the value of ∆Vth that is greater than the 

superposition. It was found that after ∆Vth reaches a maximum value, it (∆Vth) tends to 

slowly decrease with further increase of the separation (between the trap sites) eventually 

saturating (to a value that is ≈ to the superposition) for large values of trap separation. 

 These behaviors were interpreted by considering the effective barrier area created by the 

traps, which depends on the separation between them and their locations along the channel 

length and width. Larger barrier area resulted in an overall increase of the Vth. 

 When the traps were located at two different random sites, both the average Vth and σVth 

increased in comparison to the single location case. The increase of the average Vth was 

shown to be due to higher probability of having traps at sites that were located further from 

each other (along the length or along the width) while the increase in σVth was shown to 

be related to having traps at an additional site compared to the case of having them at a 

single trap location. 

Next moving to a more realistic case, to evaluate the influence of traps spread across multiple trap 

locations (>2) on the variability in Vth, devices with different number of trap locations and random 

distribution of the trap sites were simulated. 

 The results showed a ‘turn-around effect’: i.e. for small enough number of locations, an 

increased value of average Vth and σVth is observed. But, as we increased the number of 

trap locations, a decrease is observed. The initial increase in the value of average Vth was 

attributed to the increase in the effective barrier area (with trap sites not very close to each 

other) associated with multiple trap locations. The decrease in the average Vth for large 

enough number of trap locations was explained by the increasing probability (with 

increasing number of trap locations) of having trap sites very close to each other, resulting 

in a decrease of the barrier area (which resulted in a decrease of the overall Vth) accompanied 

by the scaling of the charge (with increasing number of trap locations) at each trap site. The 

initial increase of σVth is attributed to the additional variability introduced by the channel 

width. However, given a certain width, this additional variability is saturated beyond a 

certain number of trap locations, hence, recovering the previously observed 2D behavior. 

 The dependence of the Vth variability on the device dimensions due to interface traps was 

investigated. This dependence of σVth on the device geometry (length, width) followed the 

generally accepted Pelgrom’s rule (σVth α 1/√𝐴𝑟𝑒𝑎), however, it was found that this 

dependency is largely determined by the width of the transistors. 

Finally, we studied the simultaneous influence of the spatial distribution of single trap/multiple 

traps on the threshold voltage (electrostatics) and on the on-current (conduction) of the device. 

Since Ion (on-current) is affected by the Vth (threshold voltage), the main results were interpreted 

taking into account the previous observations.  

 When a single trap along the 2D interface is considered, as expected, an increase in Vth is 

followed by a decrease in the Ion. When the trap is located close to the channel center, then 

it asserted larger influence on the device characteristics (Vth and Ion). 

 However, when multiple traps were considered, although in general an increase in Vth is 

followed by a decrease in the Ion, there were certain distributions of traps that led to a non-

correlated Vth and Ion. The analysis of the trap distributions showed that the distribution of 
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traps in the channel direction (along the length) mainly determined the threshold voltage, 

leading to larger Vth when traps are located close to the channel center. Additionally, the 

trap distribution along the channel width mostly effects the Ion. Lower on-currents are 

obtained for distributions with greater alignment of traps along the channel width. This 

influence of spatial distribution of the traps can partially explain the experimentally 

observed asymmetry in the ID-VG characteristics of devices. 

Therefore, to conclude, the work done in this thesis has shown that the number and spatial 

distribution of interface traps is a significant contributor to the variability of device performance 

in ultra-scaled MOSFETs. This work could be continued to further investigate the role of interface 

traps on the device variability in dynamic situations under RTN and BTI.  
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