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Abstract: The monitoring of mechanical systems aims at detecting damages at an early stage,
in general by using output-only vibration measurements under ambient excitation. In this paper,
a method is proposed for the detection and isolation of small changes in the physical parameters
of a linear mechanical system. Based on a recent work where the multiplicative change detection
problem is transformed to an additive one by means of perturbation analysis, changes in the
eigenvalues and eigenvectors of the mechanical system are considered in the first step. In a
second step, these changes are related to physical parameters of the mechanical system. Finally,
another transformation further simplifies the detection and isolation problem into the framework
of a linear regression subject to additive white Gaussian noises, leading to a numerically efficient
solution of the considered problems. A numerical example of a simulated mechanical structure
is reported for damage detection and localization.
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1. INTRODUCTION

The detection and localization of damages based on mea-
sured vibration data are fundamental tasks for structural
health monitoring to allow an automated damage diagno-
sis [Farrar and Worden, 2007]. Early sign of damages can
be modeled as changes in the parameters of the underlying
mechanical system. They affect the dynamic properties of
a structure, inducing small changes in the eigenstructure
(eigenvalues and eigenvectors) of a linear system. It is of
interest to detect these changes and to decide which of
the physical parameters are responsible for the change
(isolation). A particular difficulty for structural health
monitoring is caused by the absence of known system
inputs, since the structural excitation is usually only am-
bient, leading to an output-only monitoring problem.

Among the many model-based or data-based methods for
mechanical structure damage detection [Carden and Fan-
ning, 2004], methods based on direct model-data matching
are particularly appealing for an automated damage diag-
nosis, where current measurement data are directly con-
fronted to a reference model. For instance, such methods
include non-parametric change detection based on nov-
elty detection [Worden et al., 2000] or whiteness tests on
Kalman filter innovations [Bernal, 2013]. Another method
within this category, the local asymptotic approach to
change detection [Benveniste et al., 1987], has the ability
of focusing the detection on some chosen system parame-
ters. Associated to efficient hypothesis testing tools, this
method has led to successful applications in the field of
vibration monitoring, e.g. in [Jhinaoui et al., 2012, Döhler
and Mevel, 2013, Döhler et al., 2014], including fault iso-
lation and estimation [Döhler et al., 2016].

In [Döhler et al., 2015] an alternative method for para-
metric change detection has been developed, where the
multiplicative eigenstructure change detection problem is
transformed to an additive one by means of a perturba-
tion analysis, assuming small parameter changes. Amongst
others, this allows addressing random uncertainties more
efficiently in associated hypothesis testing tools by avoid-
ing the covariance matrix estimation problem encountered
in the local asymptotic approach. In the current paper,
we extend this approach from eigenstructure parameter
change detection to mechanical system parameter change
detection. By linking changes in the system matrices of
a state-space model to mechanical system parameters,
the underlying physical problem of fault isolation, i.e. of
deciding which physical parameters are responsible for the
detected changes, is solved.

This paper is organized as follows. In Section 2, the
system models and parameters are defined. In Section
3, the perturbation analysis is carried out to transform
the system parameter change detection problem into an
additive one. In Sections 4 and 5 the respective hypothesis
test for change detection and isolation are stated. Finally,
an application for vibration-based damage detection and
localization is shown in Section 6.

2. PROBLEM STATEMENT

The behavior of mechanical structures subject to unknown
ambient excitation can be described by the differential
equation

MẌ (t) + CẊ (t) +KX (t) = f(t) (1)

where t denotes continuous time; M, C,K ∈ Rm×m are
mass, damping, and stiffness matrices, respectively; the



state vector X (t) ∈ Rm is the displacement vector of the m
degrees of freedom of the structure; and f(t) is the external
unmeasured force (random disturbance).

Observed at r sensor positions by displacement, velocity or
acceleration sensors at discrete time instants t = kτ (with
sampling rate 1/τ), system (1) can also be described by a
discrete-time state space system model [Juang, 1994]{

zk+1 = Fzk + wk
yk = Hzk + vk

(2)

where the state vector zk =
[
X (kτ)T Ẋ (kτ)T

]T ∈ Rn
with n = 2m, the measured output vector yk ∈ Rr and
the system matrices

F = exp(F cτ) ∈ Rn×n, F c =

[
0 I

−M−1K −M−1C

]
, (3)

H =
[
Ld − LaM−1K Lv − LaM−1C

]
∈ Rr×n, (4)

with selection matrices Ld, Lv, La ∈ {0, 1}r×m indicating
the positions of displacement, velocity or acceleration
sensors, respectively. The state noise wk and output noise
vk are unmeasured and assumed to be Gaussian, zero-
mean and white.

In this paper, damages are considered as changes in the
structural stiffness properties of system (1), correspond-
ing to changes related to the parameters of structural
elements. The corresponding stiffness matrix K can be
parametrized by a vector of independent parameters η
with K = K(η). No changes are assumed in M and C.
Changes in the physical parameter η provoke changes
in the eigenstructure of system (1), and consequently of
system (2). The related eigenstructure parameter vector θ
is defined in the following.

The eigenvalues µi and eigenvectors φi of system (1) satisfy

(Mµ2
i + Cµi +K)φi = 0, i = 1, 2, . . . , 2m.

They are related to the eigenvalues and eigenvectors of the
matrix F in (2), which satisfy

Fψi = λiψi, i = 1, 2, . . . , n = 2m, (5)

through

λi = eµiτ , ψi =

[
φi
µiφi

]
. (6)

Assume that the eigenstructure of the considered system
contains only complex modes. This is the typical case
for structural health monitoring applications. Then, the
eigenvalues µi consist of m conjugate complex pairs, so do
the eigenvalues λi. Let the vectors

µ , [µ1, µ2, . . . , µm]T ∈ Cm, λ , [λ1, λ2, . . . , λm]T ∈ Cm

contain m of the n eigenvalues, one out of each of the m
conjugate complex pairs, and

φ , [φ1, φ2, . . . , φm] ∈ Cm×m

be composed of the corresponding eigenvectors. The com-
plex eigenvalues and eigenvectors (µi, φi) are then rep-
resented by the equivalent real eigenstructure parameter

vector θ ∈ R2m+2m2

defined as

θ ,

 <(µ)
=(µ)

vec(<(φ))
vec(=(φ))

 (7)

where < and = denote respectively the real part and the
imaginary part of a complex variable.

Assume that the matrix F in (5) is diagonalizable, then

F = T (θ)A(θ)T−1(θ) (8)

with real matrices

A(θ) =

[
diag(<(λ)) diag(=(λ))
−diag(=(λ)) diag(<(λ))

]
, (9)

T (θ) =

[
<(φ) =(φ)

<(φ diag(µ)) =(φdiag(µ))

]
. (10)

Similarly, following from (3), (4) and (8), matrix H yields

H = [Ld Lv] + [0r,m La]T (θ)Ac(θ)T
−1(θ) (11)

where

Ac(θ) =

[
diag(<(µ)) diag(=(µ))
−diag(=(µ)) diag(<(µ))

]
.

With the parametrization of F and H with θ expressed in
(8) and (11), the state-space model (2) is rewritten as

zk+1 = T (θ)A(θ)T−1(θ)zk + wk (12a)

yk =
(
[Ld Lv] + [0r,m La]T (θ)Ac(θ)T

−1(θ)
)
zk + vk.

(12b)

In this paper, it is assumed that the nominal values of the
mechanical system matrices M, C and K are available,
typically based on a finite element model of the monitored
structure. The nominal value θ0 of the parameter vector θ
is then accordingly deduced. Note that the estimation of
M, C and K from output-only sensor data is in general not
possible. While the estimation of F and H would be possi-
ble, e.g. by subspace system identification [Van Overschee
and De Moor, 1996], they can only be estimated up to an
unknown similarity transformation, and it is not possible
to fully deduce the parameter vector θ from such a result.

Th choice of the parametrization θ is different than in
[Döhler et al., 2015], where the eigenvector parts only at
the sensor coordinates were part of the parametrization,
computed by Hψi. Though the nominal parameter in
[Döhler et al., 2015] can be obtained entirely from mea-
surements without the knowledge of the structural system
matrices M, C and K, it allows only for change detection,
while no link to the physical properties of the structure
was given for fault isolation. In the current paper, a link
from θ to the physical parameter set η will be made, which
allows for the isolation of the physical parameter subset
that is responsible for the detected change. Note that this
link is necessary for fault isolation, since damages usually
correspond to changes in few components of η, whereas in
general all components of θ are affected.

Furthermore, monitoring the system in the state basis
related to the structural system matrices M, C and K in
(2)–(4) and parameterized in (12) avoids the problem that
noise properties are modified by damages when the system
is monitored in the modal basis as in [Döhler et al., 2015].
In fact, the state noise term in the modal basis is T−1(θ)wk
and thus affected by changes in θ, and this dependence in θ
was neglected in [Döhler et al., 2015]. In the current paper,
change detection and isolation are based on the state-space
model (12), formulated in a particular state basis such that
the state noise covariance is independent of θ.

In the following, the change detection in θ will be carried
out based on a perturbation analysis. Then, a link to
the physical parameterization η will be made, and fault
isolation will be presented.



3. PERTURBATION ANALYSIS

In the state-space model (2), parametrized as in (12), the
unknown changes in parameter vector θ appear in the
system matrices F (θ) and H(θ), which are in product
with the unknown state vector zk. In this section, this
multiplicative change detection problem is transformed to
an additive one through a perturbation analysis based on
the assumption of small changes in θ. Let θ0 be the nominal
value of θ, and assume a small change

θ = θ0 + εθ1. (13)

Then accordingly

A(θ) = A(θ0) + εA(θ1) , A0 + εA1, (14a)

Ac(θ) = Ac(θ
0) + εAc(θ

1) , A0
c + εA1

c , (14b)

T (θ) = T (θ0) + εT (θ1) , T 0 + εT 1. (14c)

Let z0k be the state trajectory estimate assuming θ = θ0

that can be obtained from a Kalman filter based on the
nominal system (2) with F = F (θ0) and H = H(θ0), and
assume that

zk = z0k + εz1k. (15)

3.1 State equation perturbation

Consider the above perturbation for the state equation
(12a). By using the approximation

(T 0 + εT 1)−1 ≈ (T 0)−1 − ε(T 0)−1T 1(T 0)−1,

consider the matrix T (θ)A(θ)T−1(θ) in (12) as a perturbed
matrix T 0A0(T 0)−1, then

T (θ)A(θ)T−1(θ) = (T 0 + εT 1)(A0 + εA1)(T 0 + εT 1)−1

≈ T 0A0(T 0)−1 + ε
(
T 1A0(T 0)−1+

T 0A1(T 0)−1 − T 0A0(T 0)−1T 1(T 0)−1
)

where the terms involving ε2, ε3 have been omitted. Then,
using (15),

T (θ)A(θ)T−1(θ)zk ≈ T 0A0(T 0)−1zk + ε
(
T 1A0(T 0)−1

+ T 0A1(T 0)−1 − T 0A0(T 0)−1T 1(T 0)−1
)
z0k. (16)

In the above parenthesis in product with z0k, the matrices
T 0, A0 are independent of θ, A1 and T 1 are linearly
parametrized by θ1, see (14). Let the small change in θ
(see (13)) be denoted by

θ̃ = εθ1.

Lemma 1. It holds

ε
(
T 1A0(T 0)−1 + T 0A1(T 0)−1

− T 0A0(T 0)−1T 1(T 0)−1
)
z0k ≈ Ψθ

kθ̃, (17)

where matrix Ψθ
k is filled with known signals, as shown in

Appendix A.

3.2 Output equation perturbation

Analogously to (16), a perturbation in the output equation
(12b) yields(

[Ld Lv] + [0r,m La]T (θ)Ac(θ)T
−1(θ)

)
zk

≈ H0zk + ε [0r,m La]
(
T 1A0

c(T
0)−1 + T 0A1

c(T
0)−1

− T 0A0
c(T

0)−1T 1(T 0)−1
)
z0k,

where

H0 = [Ld Lv] + [0r,m La]T 0A0
c(T

0)−1.

Similarly as in the previous section, the terms A1
c and T 1

in the above parenthesis are linearly parametrized by θ1:

Lemma 2. It holds

ε [0r,m La]
(
T 1A0

c(T
0)−1 + T 0A1

c(T
0)−1

− T 0A0
c(T

0)−1T 1(T 0)−1
)
z0k ≈ Φθkθ̃, (18)

where matrix Φθk is filled with known signals, as shown in
Appendix B.

Note that Φθk = 0 in the case where only displacements or
velocities are measured, excluding accelerations.

Following Lemma 1 and 2, system (12) becomes

zk+1 ≈ F 0zk + Ψθ
kθ̃ + wk (19a)

yk ≈ H0zk + Φθkθ̃ + vk (19b)

with F 0 = T 0A0(T 0)−1. As Ψθ
k and Φθk are filled with

known signals, the parameter change θ̃ is additive in (19).

3.3 Link to physical parametrization

Changes in the structural system (1) are assumed in the
stiffness matrix K = K(η), while the mass and damping
matrices M and C remain unchanged. This is the typical
case for damage detection related to stiffness loss in
structural health monitoring applications. The physical
parameter vector η = [η1, η2, ..., ηp]

T ∈ Rp constitutes
an independent parametrization, which is linked to the
structural type and geometry. Usually, damage is related
to small changes in few components of η, which affects the
entire parameter vector θ. As in (13), the parameter η is
decomposed into a nominal value and a small change by

η = η0 + εη1,

and η̃ = εη1.

The parameter vector θ in (7) and the physical parameter
vector η are related through [Heylen et al., 1998]

∂µi
∂ηk

= − 1

ai
φTi

∂K(η)

∂ηk
φi, (20)

∂φi
∂ηk

=

m∑
l=1,l 6=i

1

al

1

µl − µi
φTl

∂K(η)

∂ηk
φiφl

+

m∑
l=1

1

a∗l

1

µ∗l − µi
φHl

∂K(η)

∂ηk
φiφ
∗
l (21)

where

ai = 2µiφ
T
iMφi + φTi Cφi,

“∗” denotes the complex conjugate and “H” the conjugate
transpose. Assembling the real and imaginary parts of (20)
and (21) for i = 1, . . . ,m in the rows and for k = 1, . . . , p
in the columns leads to the Jacobian matrix

Jθ,η =
∂θ

∂η
,

which is computed at θ0 and η0, and thus

θ̃ ≈ Jθ,η η̃.
Then, following from (19a) and (19b), the change detection
problem in the physical parameter vector η is transformed
to the detection of additive changes in the system



zk+1 ≈ F 0zk + Ψη
kη̃ + wk (22a)

yk ≈ H0zk + Φηkη̃ + vk, (22b)

where Ψη
k = Ψθ

k Jθ,η and Φηk = Φθk Jθ,η.

4. ADDITIVE CHANGE DETECTION

The additive change detection problem (22) has been stud-
ied in [Zhang and Basseville, 2014] by transforming the
dynamic system model into an equivalent linear regression
model through a particular Kalman filtering. Analogously
to [Döhler et al., 2015], this is carried out for problem (22)
in the following.

Let the Kalman filter associated to the nominal system be
given, based on the known nominal system matrices F 0

and H0 in(3) and the noise covariance matrices[
Q S
ST R

]
= E

([
wk
vk

] [
wTk vTk

])
.

Let K be the steady state Kalman gain and Σ the
innovation covariance matrix with

Σ = H0P (H0)T +R, (23)

where P is the solution of the algebraic Riccati equation
associated to the Kalman filter.

Apply to the possibly faulty system (22) the Kalman filter
designed for the nominal system (assuming η̃ = 0). Denote
the one step ahead prediction z0k = zk|k−1(η0) and the
innovation sequence

ζk , yk − F 0z0k.

If η̃ = 0, then it is well known that ζk is a centered
Gaussian white noise, otherwise the innovation sequence
is biased and satisfies [Zhang and Basseville, 2014]

ζk ≈ (H0Γk + Φηk)η̃ + ek (24)

where Γk is recursively computed as

Γk+1 = F 0(In −KH0)Γk + Ψη
k − F

0KΦηk
Γ0 = 0,

and ek is a white Gaussian noise of zero mean with
covariance Σ in (23).

In the algebraic equation (24), the parameter increment η̃
is the only unknown, apart from the white Gaussian noise
ek. In this linear Gaussian framework, it is well known that
the generalized likelihood ratio (GLR) test [Basseville and
Nikiforov, 1993] for η̃ 6= 0 against η̃ = 0 amounts to

Ω =

N∑
k=1

(H0Γk + Φηk)TΣ−1(H0Γk + Φηk) (25a)

β =

N∑
k=1

(H0Γk + Φηk)TΣ−1ζk (25b)

s = βTΩ−1β. (25c)

The resulting statistics s follows a χ2 distribution of
dim(η̃) = p degrees of freedom, central if η̃ = 0, otherwise
non-central with its non-centrality parameter equal to
η̃TΩη̃. The decision for change detection is thus made by
comparing s to a positive threshold.

5. FAULT ISOLATION

To determine the parameter subset of η that is responsi-
ble for a detected change, fault isolation tests based on

minmax tests are appropriate in the Gaussian framework
above [Zhang and Basseville, 2014, Döhler et al., 2016]. By
considering partitions

η̃ =

[
η̃a
η̃b

]
(26)

of the parameter change vector, the hypothesis η̃a = 0 is
tested against η̃a 6= 0, in order to decide if there is a change
in parameter component ηa, for any partition.

The minmax test is carried out as follows, considering the
computations in (25). Accordingly to (26), matrix Ω and
vector β are partitioned as

Ω =

[
Ωaa Ωab
Ωba Ωbb

]
, β =

[
βa
βb

]
.

Define the robust (minmax) residual that is blind to
possible changes η̃b as

β∗a = βa − ΩabΩ
−1
bb βb

and its covariance

Ω∗a = Ωaa − ΩabΩ
−1
bb Ωba.

Then, the corresponding GLR test statistic for η̃a = 0
against η̃a 6= 0 writes as

sa = β∗Ta Ω∗−1a β∗a,

which is χ2-distributed with dim(η̃a) degrees of freedom
and non-centrality parameter η̃Ta Ω∗aη̃a, independently of
η̃b. For a decision, sa is compared to a threshold.

6. NUMERICAL EXAMPLE

A simulated mass-spring chain with eight elements (Fig. 1)
is considered as an application similarly as in [Döhler et al.,
2015], while now considering the physical parametrization
η of the system for damage detection instead of the eigen-
structure parametrization. In addition, damage localiza-
tion is performed through fault isolation.

The matricesM, C and K in (1) of the nominal structural
model are defined based on the masses m1 = m3 =
m5 = m7 = 1,m2 = m4 = m6 = m8 = 2, stiffnesses
k1 = k3 = k5 = k7 = 1000, k2 = k4 = k6 = k8 = 500 and a
damping ratio of 2% for all modes. The physical parameter
vector is defined by η = [k1, k2, . . . , k8].

Datasets containing output-only time series of accelera-
tions with time step τ = 0.05 s are simulated for different
structural states at four sensor coordinates at masses 1,
3, 5 and 7 from white noise excitation at all structural
elements. White measurement noise is added with a mag-
nitude of 5% of each generated output signal.

m1 
k1 

m2 
k2 

m3 
k3 

m8 
k8 

m7 
k7 k4 

… 

Fig. 1. Mass-spring chain with four sensors.

6.1 Damage detection

Three different structural states are considered, namely
the nominal state and two faulty (damaged) states with
2% and 4% stiffness decrease in spring 2, respectively. For
each structural state, datasets of length N = 10,000 are
simulated and the test statistics s in (25) is computed.



The test values of the nominal state are used to set up an
empirical threshold to decide between θ̃ 6= 0 against θ̃ = 0.
The resulting test values for 1000 datasets are shown in the
histogram in Fig. 2, where a threshold (red line) is drawn
from the nominal state for a 1% type I error. At this type
I error, the power of the test for the 2% damage is 72%,
and for the 4% damage the power of the test is 100%.

Fig. 2. Histogram of test values for the mass-spring chain in
the nominal state, and 2% and 4% damage in spring 2.

6.2 Damage localization

The test statistic sa in Section 5 is computed for each phys-
ical parameter k1, k2, . . . , k8 in η for two damage cases,
in which datasets of length N = 10,000 are simulated,
respectively. In the first case the stiffness k2 is reduced
by 2%, and in the second case the stiffnesses k2 and k4
are reduced by 2% each. The resulting tests are shown as
bar plots in Figure 3. It can be seen that the tests for the
damaged elements react and are significantly higher than
for the undamaged elements.

parameter component a

1 2 3 4 5 6 7 8

s
a

0

100

200

parameter component a

1 2 3 4 5 6 7 8

s
a

0

50

100

150

Fig. 3. Tests for each stiffness parameter k1, . . . , k8. Dam-
age is in spring 2 (left) and springs 2 and 4 (right).

7. CONCLUSIONS

In this work, we have derived tests for the detection
and isolation of small changes in mechanical system pa-
rameters, based on a linear mechanical model (e.g. finite
element model) and vibration measurements of the sys-
tem. After transformations of the original problem, the
GLR test is applied in the framework of a simple linear
regression. Numerical applications to damage detection
and localization in a mechanical structure illustrate the
performance of the approach.

Appendix A. PROOF OF LEMMA 1

Consider φ = φ0 + εφ1 and µ = µ0 + εµ1 in parameter θ
in (7), corresponding to (13). Then,

φdiag(µ) ≈ φ0diag(µ0) + εφ1diag(µ0) + εφ0diag(µ1).

Since T (θ) = T 0 + εT 1, it follows from (10)

T 1 =

 <(φ1) =(φ1)
<(φ1diag(µ0) =(φ1diag(µ0)

+ φ0diag(µ1)) + φ0diag(µ1))

, (A.1)

where

<(φ1diag(µ0)) = <(φ1)diag(<(µ0))−=(φ1)diag(=(µ0))

<(φ0diag(µ1)) = <(φ0)diag(<(µ1))−=(φ0)diag(=(µ1))

=(φ1diag(µ0)) = =(φ1)diag(<(µ0)) + <(φ1)diag(=(µ0))

=(φ0diag(µ1)) = =(φ0)diag(<(µ1)) + <(φ0)diag(=(µ1)).

Similarly, it follows from (9) with λ = λ0 + ελ1

A1 =

[
diag(<(λ1)) diag(=(λ1))
−diag(=(λ1)) diag(<(λ1))

]
. (A.2)

Consider now the terms in (17). Define

hk , (T 0)−1z0k, hk =

[
hk
hk

]
, (A.3)

where hk is divided into two sub-vectors hk ∈ Rm and hk ∈
Rm. Define Hk , diag(hk), Hk , diag(hk). Similarly,

lk , A0(T 0)−1z0k = A0hk, lk =

[
lk
lk

]
(A.4)

with l̄k, lk ∈ Rm, and define Lk , diag(lk), Lk , diag(lk).

To make the relation of the terms in (17) to θ̃ explicit, we
use the relationship diag(a)b = diag(b)a for any vectors
a, b ∈ Rm, as well as Ba = (aT ⊗ Im)vec(B) for any
matrix B ∈ Rm×m in the following, where ⊗ denotes the
Kronecker product.

Development of T 1A0(T 0)−1z0k: From (A.1) and (A.4)
it follows

T 1A0(T 0)−1z0k = T 1lk

=


<(φ1)lk + =(φ1)lk

<(φ1)Lk<(µ0)−=(φ1)Lk=(µ0)
+ <(φ0)Lk<(µ1)−=(φ0)Lk=(µ1)
+ =(φ1)Lk<(µ0) + <(φ1)Lk=(µ0)
+ =(φ0)Lk<(µ1) + <(φ0)Lk=(µ1)

 .
Sorting the terms with respect to <(µ1), =(µ1), <(φ1) and
=(φ1) leads to

εT 1A0(T 0)−1z0k =

[
0 0 l

T

k ⊗ Im lTk ⊗ Im
Ψ

(1,1)
k Ψ

(1,2)
k Ψ

(1,3)
k Ψ

(1,4)
k

]
θ̃

, Ψ
(1)
k θ̃ (A.5)

where

Ψ
(1,1)
k = <(φ0)Lk + =(φ0)Lk

Ψ
(1,2)
k = −=(φ0)Lk + <(φ0)Lk

Ψ
(1,3)
k = (Lk<(µ0) + Lk=(µ0))T ⊗ Im

Ψ
(1,4)
k = (−Lk=(µ0) + Lk<(µ0))T ⊗ Im.

Development of −T 0A0(T 0)−1T 1(T 0)−1z0k: Following
from (A.3), the development of T 1(T 0)−1z0k = T 1hk is
analogous to the previous case, yielding

εT 1(T 0)−1z0k = Pkθ̃, (A.6)

where matrix Pk is defined analogously to Ψ
(1)
k in (A.5)

when replacing lk, lk, Lk and Lk by hk, hk, Hk and Hk,
respectively. It follows

−εT 0A0(T 0)−1T 1(T 0)−1z0k = −T 0A0(T 0)−1Pkθ̃

, Ψ
(2)
k θ̃. (A.7)



Development of T 0A1(T 0)−1z0k: From (A.2) and (A.3)
it follows

T 0A1(T 0)−1z0k = T 0A1hk

= T 0

[
diag(<(λ1))hk + diag(=(λ1))hk
−diag(=(λ1))hk + diag(<(λ1))hk

]
= T 0

[
Hk Hk

Hk −Hk

] [
<(λ1)
=(λ1)

]
(A.8)

Based on (6), the derivatives of an eigenvalue λi of the
discrete-time system with respect to an eigenvalue µi of the
continuous-time system writes as [Basseville et al., 2004][
∂<(λi)/∂<(µi) ∂<(λi)/∂=(µi)
∂=(λi)/∂<(µi) ∂=(λi)/∂=(µi)

]
= τ

[
<(λi) −=(λi)
=(λi) <(λi)

]
,

hence[
<(λ1)
=(λ1)

]
≈ τ

[
diag(<(λ0)) −diag(=(λ0))
diag(=(λ0)) diag(<(λ0))

] [
<(µ1)
=(µ1)

]
.

It follows

εT 0A1(T 0)−1z0k ≈ [Qk 0n,2m2 ] θ̃ , Ψ
(3)
k θ̃, (A.9)

where

Qk = τ T 0

[
Hk Hk

Hk −Hk

] [
diag(<(λ0)) −diag(=(λ0))
diag(=(λ0)) diag(<(λ0))

]
.

Combining the results from (A.5), (A.7) and (A.9) con-
cludes the proof with

Ψθ
k = Ψ

(1)
k + Ψ

(2)
k + Ψ

(3)
k .

Appendix B. PROOF OF LEMMA 2

The constructive proof is analogous to the proof of Lemma
1 in Appendix A. Considering the terms in (18), define first
hk, hk, hk, Hk and Hk in (A.3). Similarly,

dk , A0
c(T

0)−1z0k = A0
chk, dk =

[
dk
dk

]
(B.1)

and Dk , diag(dk), Dk , diag(dk), with dk, dk ∈ Rm.
Then, the three terms in (18) are developed:

Development of [0r,m La]T 1A0
c(T

0)−1z0k: From (A.1)
and (B.1) it follows T 1A0

c(T
0)−1z0k = T 1dk, and analo-

gously to (A.5),

ε [0r,m La]T 1A0
c(T

0)−1z0k

= La

[
Φ

(1,1)
k Φ

(1,2)
k Φ

(1,3)
k Φ

(1,4)
k

]
θ̃ , LaΦ

(1)
k θ̃ (B.2)

where

Φ
(1,1)
k = <(φ0)Dk + =(φ0)Dk

Φ
(1,2)
k = −=(φ0)Dk + <(φ0)Dk

Φ
(1,3)
k = (Dk<(µ0) +Dk=(µ0))T ⊗ Im

Φ
(1,4)
k = (−Dk=(µ0) +Dk<(µ0))T ⊗ Im.

Development of − [0r,m La]T 0A0
c(T

0)−1T 1(T 0)−1z0k:
Based on (A.6), it follows directly

−ε [0r,m La]T 0A0
c(T

0)−1T 1(T 0)−1z0k

= −La [0m,m Im]T 0A0
c(T

0)−1Pkθ̃ , LaΦ
(2)
k θ̃. (B.3)

Development of [0r,m La]T 0A1
c(T

0)−1z0k: Analogously
to (A.8) it follows

ε [0r,m La]T 0A1
c(T

0)−1z0k

= ε [0r,m La]T 0

[
Hk Hk

Hk −Hk

] [
<(µ1)
=(µ1)

]
= La [0m,m Im]T 0

[
Hk Hk 0m,2m2

Hk −Hk 0m,2m2

]
θ̃ , LaΦ

(3)
k θ̃.

(B.4)
Combining the results from (B.2), (B.3) and (B.4) con-
cludes the proof with

Φθk = La(Φ
(1)
k + Φ

(2)
k + Φ

(3)
k ).
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M. Döhler, F. Hille, L. Mevel, and W. Rücker. Struc-
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