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Muon-spin rotation measurements, performed on the mixed state of the classic anisotropic supercon-

ductor Bi2:15Sr1:85CaCu2O8þ�, obtain quantities directly related to two- and three-body correlations of

vortices in space. A novel phase diagram emerges from such local probe measurements of the bulk,

revealing an unusual glassy state at intermediate fields which appears to freeze continuously from the

equilibrium vortex liquid but differs both from the lattice and the conventional high-field vortex glass state

in its structure.
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Magnetic fields penetrate the bulk of a type-II supercon-
ductor in the form of quantized vortex lines, which can
exhibit several phases [1–3]. Among the most studied of
these superconductors is the classic anisotropic supercon-
ductor Bi2:15Sr1:85CaCu2O8þ� (Bi2212), whose phases
have been extensively described both theoretically
[1,2,4,5] and experimentally [6–12]. Vortices in Bi2212
order into a hexagonal lattice at low magnetic fields and
temperatures [7]. Upon increasing the temperature, this
lattice, technically a Bragg glass, melts via a first-order
(FO) transition into a vortex liquid phase [8]. A transition
also occurs with increasing field at fixed low temperature, to
a phase widely believed to be a solid phase with short-
ranged order [10,11], in the presence of random pinning
[2]. Such a phase can thus be described as a ‘‘vortex glass.’’
The transitions from the lattice state to both the liquid and to
the short-range ordered solid in Bi2212 have been theoreti-
cally [1,2,4] and experimentally [8,10,11] argued to be FO.

Consensus phase diagrams for Bi2212 and related mate-
rials rely largely on results from bulk measurements, such
as magnetization, which cannot access subtle differences in
ordering and structure. Muon-spin rotation (�SR) mea-
surements, which measure the local field distributions of
the vortex system in the bulk of the material in order to
probe local spatial correlations, were among the first
experiments to observe a local microscopic rearrangement
of vortices with increasing temperature and field [6,12–14].
Only recently, however, has an adequate theoretical frame-
work been developed to interpret such experiments [12].
In this Letter, we present �SR measurements on Bi2212,
using quantities directly related to two- and three-body
spatial correlations of vortices to construct a novel mag-
netic phase diagram for this material. Our studies reveal an
unusual glassy state at intermediate fields which appears to

freeze continuously from the equilibrium vortex liquid but
differs significantly both from the lattice and the conven-
tional high-field vortex glass state in its local structure. The
existence of this glassy state, which we argue should be
especially sensitive to perturbations, reconciles a number
of prior observations and simulation results for pancake
vortices in this field and temperature regime.
In a �SR experiment a beam of spin-polarized muons

rapidly thermalizes inside the sample, typically penetrating
to a depth of �100 �m [14], thus making �SR a bulk
probe of the system. An external field applied perpendicu-
lar to the muon-spin polarization causes them to precess
at an angular frequency ! ¼ ���B, where �� is the

gyromagnetic ratio of the muon and B is the local magnetic
induction at the muon site. The muons decay with an
average lifetime of � ¼ 2:2 �s, emitting positrons prefer-
entially along the muon-spin direction [14], thereby allow-
ing the time evolution of the muon-spin polarization to be
measured. The probability distribution of fields experi-
enced by the muons inside the sample, pðBÞ, is obtained
from the Fourier transform of the time evolution of the
muon-spin polarization pþðtÞ. The muons are distributed
randomly relative to the flux vortices. The spatial modula-
tion of internal magnetic flux density due to the presence of
these vortices produces pðBÞ determined by the spatial
correlations of the vortices [6,14–16]. For periodic vortex
correlations, subject to small amounts of disorder, there
exist a number of analytic models to adequately describe
the data in either the time or frequency domain [17]. For
nontrivial correlations, Monte Carlo or other numerical
approaches may be used to model the detailed shape of
pðBÞ [3,12,18].
In these experiments the field was directed perpendicu-

lar to the ab planes of a mosaic of the c axis aligned
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optimally doped Bi2212 crystals with a Tc ¼ 92 K. All
line shapes were measured after cooling in the applied field
from above Tc down to 1.6 K, followed by warming the
sample to the measurement temperature. The applied field
was never changed below Tc. A smaller subset of data were
also measured on a single slightly overdoped single crystal
of Bi2212 with a Tc ¼ 84 K. All measurements were
performed using the GPS spectrometer on the �M3 beam
line at the Paul Scherrer Institute in Switzerland, with an
experimental arrangement the same as that described in
Ref. [12]. The Fourier transformation of pþðtÞ was carried
out using a maximum entropy method described in
Ref. [19].

Each muon line shape pðBÞ is characterized by a line-

width � ¼ h�B2i1=2 and a dimensionless skewness pa-

rameter � ¼ h�B3i1=3=h�B2i1=2, where h�B2i and h�B3i
are the second and third moments of pðBÞ and the nth
moment has the usual definition h�Bni ¼ P

ipðBiÞðBi �
hBiÞn=PipðBiÞ. Second and third moments h�B2i and
h�B3i of the field distribution pðBÞ associated with
arrangements of pancake vortices are obtained from

h�B2i ¼ �‘
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where the field of an individual vortex is given by bz ¼
d�0=ð1þ 	2k2? þ 	2k2zÞ, with d the interlayer spacing,
0

the flux quantum and 	 the penetration depth, and Sðk?; kzÞ
and S3ðk1;k2Þ are the pair and triplet structure factor,

respectively [20]. The density �‘ ¼ B=�0. The parameters
� and � are thus related to averages over the local
two-body and three-body correlations of the vortex
state [12,15].
Figures 1(a)–1(d) show four distinct �SR line shapes

measuring the probability distributions pðBÞ of the internal
magnetic fields of the superconductor at different applied
fields and temperatures, obtained after cooling from above
Tc in an applied field. The characteristic line shape for a
vortex-line lattice, represented by the data of Fig. 1(a), is
well understood [6,12,15]. It is marked by an �> 0 arising
from a higher spectral weight at fields greater than the
mean. This changes to a pðBÞ with an �< 0 [Fig. 1(b)]
at the FO melting line [6,12,13] [see also Fig. 1(e)]. It has
been shown theoretically that negative third moments have
a subtle origin, requiring nontrivial three body correlations
in addition to a structure factor SðqÞ that is broadened in
comparison to the Bragg peaks associated with a crystal-
line phase [12], as would be expected in a phase with
short-ranged order [12]. In the remainder of this Letter
we focus on the vortex configurations that lie outside of
these low-field lattice and liquid phases, where much less is
understood about the nature of local vortex correlations.
An additional change with temperature from an �> 0

[Fig. 1(d)] to an �< 0 [Fig. 1(b)] state occurs at high field
[Fig. 1(f)]. The corresponding states are designated as
region 3 and region 4, respectively, in the phase diagram
of Fig. 2. The high-field low-temperature phase (region 3)
is distinguished from the vortex lattice phase (region 1)
by much reduced values of the linewidth � and �. This
reduction of � at low temperature can only occur if
off-layer vortex correlations are substantially reduced

FIG. 1 (color). (a)–(d) Representative muon line shapes pðBÞ from different regions of the phase diagram at (a) 10 mT, 5 K [region I
of Fig. 2(a)]. (b) 10 mT, 75 K (region 4). (c) 4 K, 50 mT (region 2). (d) 4 K, 600 mT (region 3). (e) The evolution with temperature of �
and � (see text) across the melting line at B ¼ 20 mT. (f) Changes of � and � at the glass-liquid boundary (B ¼ 600 mT). (g), (h) The
evolution with field of � and � (at T ¼ 1:6 and T ¼ 28 K, respectively) For all measurements the samples were first cooled in an
applied field from above Tc to 1.6 K.
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[6,13–16]. These features are well-captured by analytic
calculations (see Supplemental Material [21]) which use
liquid state and density functional methods together with
known material parameters to describe vortices in Bi2212,
assuming that vortex correlations in this glassy state
resemble those in a correlated fluid of two-dimensional
pancake vortices (Supplemental Material [21]). This glass
phase is characterized not only by short-ranged correla-
tions perpendicular to the conduction planes but also by
nontrivial correlations within the planes, leading to a posi-
tive �. In our calculational framework, the in-plane struc-
ture factor in the vicinity of its first peak Sðq? � 2�=a; qzÞ
is broadened by thermal fluctuations as temperature is
increased, reducing � from an initial positive value till it
eventually becomes negative (Supplemental Material
[21]). This differs significantly from previously reported
behavior in the high-field glassy states formed from line
vortices in the far less anisotropic material La1:9Sr0:1CuO4

[12], where off-layer correlations are strong enough that
vortices retain their identity as lines rather than pancakes.
Although, in Bi2212, � exhibits a rapid change of sign
with temperature [Fig. 1(f)], it is not obvious that this
necessarily reflects a thermodynamic transition, since in
the analytic calculations, such a change can be obtained as
S?ðqÞ is continuously broadened. The experimental data,
however, further exhibit a change of slope of � at this
boundary [Fig. 1(f)], suggesting a rapid rate of change of
SðqÞ possibly reflecting collective behaviour in the vicinity
of the macroscopic irreversibility line (IL). Such a reduc-
tion in � can arise, for example, due to rapid thermal
fluctuations of wave vector q ¼ ðq?; qzÞ (‘‘motional nar-
rowing’’) or from slow fluctuations of wave vector qz
[15,16]. We also note that a value of �< 0 is a character-
istic of all measurements made above the macroscopic IL
in the liquid state [Fig. 2(a)].

Our most intriguing finding concerns the vortex arrange-
ment at intermediate fields, between the lattice and the glass
phases [region 2 of Figs. 2(a) and 2(b)]. A line shape typical
of this intermediate field regime is shown in Fig. 1(c).
In common with the high-field glass state (region 3) it has
a substantially reduced value of � compared to the lattice
phase, indicating that the pancake vortices no longer form
the well-ordered lines found in the latter. Moreover, it
shares several common features with line shapes in the
liquid phase [Fig. 1(b)], most significantly, �< 0, in con-
trast to region 3 [12]. The transitions with fields into and out
of this region 3 are most clearly seen in Figs. 1(g) and 1(h),
summarized in Fig. 2. While region 2 is clearly distin-
guished in line shape (and therefore � values) both from
the lattice and the high-field glass phase, it is less obviously
differentiated from the liquid state found at higher tempera-
ture. Bulk measurements, however, show strongly irrevers-
ible behavior below the IL implying that vortices are not
free to flow. Given the apparent continuity to the liquid
state, one interpretation of this region is of a lagoon of
pinned liquid: that is, a region having spatial correlations
close to those in the liquid state but where the bulk motion

of vortices is strongly inhibited by the pinning landscape.
We cannot rule out, however, the possibility that more
exotic alternatives, such as a ‘‘slush’’ of fluctuating liquid
and solid domains with a specific distribution of domain
sizes, might yield similar structural attributes. Evidence
that this state is distinct from the liquid state in terms of
local behavior comes from a further subtle signature of the
bulk IL found in this region, reflected in the variation of
�ðB; TÞ at the IL [Fig. 2(b)]. While the value of �ðTÞ /
b�1ðqÞ / 	�2

ab ðTÞ [Eq. (1)] and hence is expected to fall

smoothly as T approaches Tc, there are additional more
rapid local variations in thegradient5B;Tð�Þ at the IL,most

evident in the contour plot of� [Fig. 2(b)]. The existence of
the lagoon at lower fields is thus manifest in �ðB; TÞ as a
triangular region of gently sloping contours [Fig. 2(b)]
that become more closely spaced above the IL. As dis-
cussed above, this is consistent with the onset of additional
motional narrowing above the IL where dynamics increase.
The nature of the vortex state in the region that

surrounds the vortex lattice phase has long been the source
of much experimental [6–12] and theoretical debate
[1–3,5,10,11,18]. This region has proved notoriously diffi-
cult to equilibrate via numerical simulations [5,22,23]. By
contrast, the glass and lattice phases at higher and lower
field are clearly seen in the simulations. In our own calcu-
lations, the simplest model which assumes that fluid struc-
ture is simply frozen in, in the vicinity of the irreversibility
line (see Supplemental Material [21]), also fails to capture
the unusual behavior in region 2, in particular the increase
in temperature with field of the line separating �> 0 from
�< 0. Within such models, the temperature at which �
changes from positive to negative always increases with
decreasing field, qualitatively following the slope of the
flux-lattice melting phase boundary. This is opposite to the
situation observed experimentally between region 3 and

FIG. 2 (color). The variations across the H-T plane of (a) �
and (b) � (in mT). Region 1: �> 0, high � (vortex lattice).
Region 2: �< 0, low �. Lines soften into a glassy arrangement
of pancake vortices, but correlations retain a liquidlike character
(see text). Region 3: �> 0, low �. Glass of pancake vortices.
Region 4: �< 0, low �. Above the macroscopic IL in the liquid
state. The plotted points are closed white or black circles: the IL
(from bulk magnetization), green triangles: the second peak Bpk

in the magnetizationMðBÞ, blue squares: the peak in the gradient
with temperature T�M of the zero field-cooled magnetization,
open black circles: the coordinates of �SR data points. The bulk
IL is closely connected to the contours of �, above which the
gradient increases.
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region 2. Thus, simply freezing in correlations at the IL
cannot replicate the observed behavior in region 2.

To understand this unusual phase, we propose that ther-
mal and disorder-induced fluctuations are qualitatively
more important in the low field glassy state (region 2) as
opposed to the high field vortex glass (region 3), allowing
the vortex system access to a significant number of nearly
equivalent free-energy minima. Since this regime is
strongly irreversible, these fluctuations most likely result
in strong local positional fluctuations (‘‘rattling’’) about a
quenched fluid structure, rather than the large-scale shifts
of vortex structure which can occur in a liquid which
can flow. Parametrizations of the structure factor which
account for such fluctuations within the glassy state predict
that the change of sign is shifted towards lower tempera-
tures for a given applied field, yielding a lagoon in which �

remains negative, as in the experiments (Supplemental
Material [21]). Although this strong additional assumption
is required ad hoc to model the data, it is consistent with
previous experimental studies suggesting an enhanced role
for thermal fluctuations in such a glassy state [11,24–26],
including evidence for a depinning line well below the IL
[25,26], as well as the simulations which found it hard to
equilibrate in this regime. The discontinuous onset of both
the high field glassy regime (region 3), when increasing the
field from region 2 [Fig. 1(g)], or the lattice state when
decreasing the field from region 2, strongly suggests that
the pinned liquid lagoon is a new glassy state of vortex
matter, distinct from the vortex glass.
Previous careful magnetization experiments on slightly

overdoped (less anisotropic) samples of Bi2212 showed no
signs of the novel pinned liquid state reported here [8–11],

FIG. 3 (color). The variations across the H-T plane of (a) � and (b) � (in mT) for an overdoped sample of Bi2212, showing the peak
in the FO vortex lattice phase boundary reported in thermodynamic measurements of similar samples [8–11]. Filled black circles are
the coordinates of�SR data points. (c) The change with field of � and � at 5 K, without the change to �< 0 observed in the optimally
doped system [Figs. 1(g) and 1(h)]. (d) The variation of � and � along the line of constant B ¼ 90 mT shown in (a) and (b), described
in Ref. [10] as the inverse melting to a vortex lattice with temperature. (e)–(f) Comparison for the overdoped and optimally doped
samples of � around the ‘‘lagoon’’ of the novel �< 0 pinned liquid state (white circles are the IL). In the overdoped system the vortex
lattice phase directly adjoins the highly disordered glassy phase. The pinned liquid now forms a vestigial triangular region adjacent to
the liquid phase. In the vicinity of the FO phase line the origin of the inverse melting process can now be understood [10].
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reporting instead a FO line from the vortex state with a
peak in temperature at around 35 K, bounded at low
temperature by the vortex glass and at higher temperatures
by the vortex liquid. This is the unusual phenomena of
‘‘inverse melting’’ [10], whereby an amorphous phase
transforms, with increasing temperature, to a crystalline
phase of higher entropy, stabilized by enhanced thermal
fluctuations in the crystalline phase. It has been reported
that this peak in the FO line of Bi2212 is found only in
overdoped samples and not in underdoped or optimally
doped systems [9]. To elucidate these differences we
performed muon experiments on overdoped crystals of
Bi2212 similar to Refs. [9,11] (Fig. 3). For these data
both � and � contain signatures (Fig. 3) of the peak in
the FO line previously reported in Ref. [10]. We note that
these occur in our system at higher field, attributable to
differences in stoichiometry, which strongly affects
the position of the peaked line in the overdoped region
[9–11]. Interestingly, the glass (region 3) and the lattice
(region 1) are, in this case, no longer separated by the
�< 0 pinned liquid region found in the optimally doped
system. There is thus a direct transition with field from a
lattice to a glass phase, measured to be FO in Refs. [10,11].
By scanning in temperature through the peak at 90 mT a
nonmonotonic dependence of both � and � is observed
(Fig. 3(d)). At 90 mT and 5 K the system is just inside the
glass state [Fig. 3(c)]. On increasing the temperature both
� and � both fall initially [Fig. 3(d)], indicating greater
disorder, where upon both increase again above around
30 K. The increase of � is consistent with enhanced c-axis
correlations as the temperature is increased, likely arising
from increased thermal mobility allowing vortices to
recover partial alignment along the c direction over a
narrow region of temperature. At higher temperatures,
the lattice melts.

In conclusion, we have reexamined the phase diagram of
a prototype vortex matter system using local probe mea-
surements. The phase boundaries previously inferred from
theoretical and experimental studies are clearly apparent in
variations in the moments of the field distribution. We
identify an additional lagoon of novel pinned liquid below
the IL, especially prominent in the optimally doped system,
with spatial correlations very similar to those in a vortex
liquid phase, but enhanced thermal and disorder-induced
fluctuations in comparison to the high-field vortex glass
state. Significantly, several features of bulk measurement
techniques, including the IL and the FO melting line of the
lattice, aremirrored in the contours of the secondmoment of
the field distribution. Thus, they can be linked to variations
in two-body correlations in the vortex system, a connection
which may be useful in delineating glassy phases which
differ in subtle ways. These results should stimulate further
theoretical work on this generic phase diagram, in addition
to providing a useful framework for the interpretation of
experimental work on bulk properties of anisotropic super-
conductors. More generally, our elucidation of a novel
glassy state of vortices, with a heightened sensitivity to

thermal and disorder-induced fluctuations, provides a better
understanding of why past work found such states difficult
to equilibrate, while suggesting a new experimental system
to explore the physics of disorder-induced glassy states,
including the complex free-energy landscape known to be
a characteristic feature of glassy systems.
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