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Graphite is a model system for the study of three-dimensional electrons and holes in the magnetic
quantum limit, in which the charges are confined to the lowest Landau levels. We report magneto-transport
measurements in pulsed magnetic fields up to 60 T, which resolve the collapse of two charge density wave
states in two, electron and hole, Landau levels at 52.3 and 54.2 T, respectively. We report evidence for a
commensurate charge density wave at 47.1 T in the electron Landau level, and discuss the likely nature of
the density wave instabilities over the full field range. The theoretical modeling of our results predicts that
the ultraquantum limit is entered above 73.5 T. This state is an insulator, and we discuss its correspondence
to the “metallic” state reported earlier. We propose that this (interaction-induced) insulating phase supports
surface states that carry no charge or spin within the planes, but does, however, support charge transport out
of plane.
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Semimetals like graphite and bismuth are the subject of
renewed interest due to their close relation to the topo-
logical Dirac and Weyl semimetals [1–3]. Their low charge
carrier density and effective mass reduce the magnetic field
necessary to drive these systems into their magnetic
quantum limit, in which the electronic structure is described
by only a few Landau levels (LLs). In such materials this
limit can be realized in state-of-the-art high-magnetic field
laboratories, whereas it is inaccessible in conventional
metals. The magnetic field induces a crossover from 3D
to 1D physics, and the perfect nesting characteristic of 1D
electron systems leads to the possibility of field-induced
spin- and charge-density wave instabilities (SDWs and
CDWs, respectively) with ordering wave vector along the
field direction [4–7]. In the ultraquantum regime these
systems are potentially subject to a rich variety of magnetic
field driven topological quantum states such as the frac-
tional quantum Hall effect and the recently discussed axial
and chiral anomaly [7–11,13,14]. The clarification of the
nature of the density wave instabilities in graphite, and
the nature of the quantum state at high magnetic fields, is
the focus of the work reported here.
Graphite is a 3D semimetal consisting of an infinite stack

of graphene sheets [15,16]. The zero-field band structure is
well described by the tight-binding Slonczewski-Weiss-
McClure model [17–20]. The Fermi surface consists of
strongly anisotropic, trigonally warped ellipsoidal electron
and hole pockets located along the H-K-H and H0-K0-H0

edges of the hexagonal Brillouin zone (see Fig. 1). In
magnetic fields applied perpendicular to the graphene
layers, the lowest-energy band (E3, slightly hybridizing
with two higher-energy bands E1 and E2 near theH points)
gives rise to two 1D LLs with index n ¼ −1 and n ¼ 0.
Each LL is spin split by the Zeeman energy and has a

residual twofold valley degeneracy associated with the two
inequivalent H-K-H and H0-K0-H0 edges of the Brillouin
zone. For magnetic fields above 8 T these are the only LLs
that cross the Fermi energy. The system becomes quasi-1D,
due to c-axis dispersion.
This quantum limit has been extensively investigated by

magnetotransport measurements. Studies on Kish graphite
showed a pronounced resistance anomaly above 22 T
[21,22]. Yoshioka and Fukuyama [23] attributed the
observed anomaly to the formation of a CDW in one of
the lower LLs [24], and developed a mean-field theory
describing the magnetic field dependence of its critical
temperature. Improved LL calculations by Takada and
Goto [25] showed that electron correlations play a crucial
role in renormalizing the Slonczewski-Weiss-McClure LL
structure. Subsequent experiments to higher fields [26,27]
identified a transition at 52 T corresponding to the collapse
of a density wave phase as the (0;↑) or (−1;↓) LL emptied.
So far attempts to directly measure the gap of this
putative density wave spectroscopically [28,29] have been
unsuccessful.

FIG. 1. Zero-field kz dependence of graphite’s band structure
along the H-K-H and H0-K0-H0 edges of the Brillouin zone.
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Recently, Fauqué et al. [12] discovered the onset of a
second density-wave anomaly above 53 T, by out-of-plane
transport measurements on Kish graphite up to 80 T. This
state was found to collapse at 75 T into a state with metallic
c-axis conductivity. These authors argued that only one
of the (0;↑) or (−1;↓) LLs depopulates at 53 T, and,
furthermore, that the (0;↓) and (−1;↑) levels remain
populated above 75 T. On the other hand, the observation
of a vanishing Hall coefficient at 53 T [30] was interpreted
in terms of the depopulation of both the (0;↑) and (−1;↓)
LLs at 53 T, as predicted theoretically [25]. It was
suggested that an excitonic phase forms in the remaining
(0;↓) and (−1;↑) levels above 53 T. Elsewhere it has been
argued that an excitonic insulator phase appears at 46 T
[31]. A resistance hysteresis was observed around 53 T
[32]. In addition, a small feature of unclear origin (we will
clarify its origin in the present work) around 47 T was
reported [33]. It is clear that the evolution of the LLs with
magnetic field, and their associated density wave insta-
bilities, through the quantum limit and into the ultra-
quantum limit at highest fields, remain open questions.
In this Letter we present new magnetotransport mea-

surements on single crystal graphite, of significantly higher
quality than hitherto, in conjunction with new theoretical
calculations of the LL band structure, and density wave
instabilities. We show that the field-induced density wave
below 54.2 T, contrary to previous reports, is a super-
position state of a number of incommensurate collinear
CDWs with different onset and vanishing fields. One of
these undergoes a lock-in transition at 47.1 T before two of
the CDWs vanish due to the emptying of their correspond-
ing LLs at 52.3 and 54.2 T, respectively. Within our model
we predict that the system stays gapped at low temperatures
above 54.2 T, due to additional CDWs which empty
ultimately at 73.5 T. This upper threshold field defines
the ultraquantum limit, above which our model predicts a
LL structure such that the bulk is an insulator. This
corresponds to the new phase, with observed onset at
75 T, discovered in Ref. [12]. Given the observation of the

metallic c-axis response in that phase [12], we propose that
it supports a set of surface states which allow for charge
transport perpendicular to the planes, although within the
planes the charge and spin currents cancel. We find that
interactions are crucial for this state to be insulating;
without taking into account interactions the system would
be metallic at these magnetic fields.
Our electrical transport measurements were performed

on a single crystal of Tanzanian natural graphite [34], the
quality of which significantly exceeds the commonly used
Kish graphite, highly oriented pyrolytic graphite, or other
natural graphites, as evidenced by de Haas–van Alphen
measurements [35]. This sample quality is crucial in
revealing the new features we observe; the self-doping
of graphite by structural defects is minimized, reducing
electron-hole charge imbalance. Our studies of the in-plane
and out-of-plane magnetotransport were made in pulsed
magnetic fields up to 60 T [35,36].
Figure 2 shows the in-plane resistance of the graphite

crystal for fields up to 60 T and temperatures below 10 K.
The in-plane resistance first increases steeply, superim-
posed by Shubnikov–de Haas oscillations, and saturates
above 15 T due to the presence of a closed Fermi surface
[7,22,50,51]. At lowest temperatures a step is observed in
the in-plane resistance at around 30 T, followed by a steep
increase of the resistance, reaching its maximum value at
48 T before it drops down to below its initial value at
around 53 T. This behavior has already been reported for
Kish and highly oriented pyrolytic graphite, and has been
attributed to the formation of a DW state [12,22,27,33,52].
Similar features can also be identified in the out-of-plane
transport [12,35].
In order to highlight the signatures of the transitions in

our sample, the magnetic field derivatives of the in-plane
magnetoresistance were calculated (see Fig. 2). Here the
transitions appear as maxima and minima. We denote the
observed maxima as α, β, and γ, in ascending order of their
transition fields, and the corresponding minima as α0 and β0.
The resolution of the two features α0 and β0 is the first
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FIG. 2. (a) Magnetic field dependence of the in-plane resistance of graphite for temperatures below 10 K measured in a 25 ms 60 T
pulsed field magnet. (b) Magnetic field derivatives of the in-plane resistance: The data have been offset proportional to the temperature
by 0.5 Ω=TK for clarity. α and β denote the onset transitions of the DWs in the (0;↑) and (−1;↓), whereas α0 and β0 mark the field at
which they vanish. At γ the CDW associated with the (0;↑) LL undergoes a lock-in transition.
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key new observation, and we also observe it in the out-of-
plane transport [35]. The β0 transition develops below 6 K
alongside the α0 transition. In addition, we identify a new
weaker feature, labeled γ, at 47.1� 0.1 T, which is
resolved below 3 K and represents the onset of another
resistance increase. The temperature dependence of these
transitions is shown in Fig. 3 [35].
We now discuss the theoretical interpretation of these

features, based on our new numerical calculations of the LL
structure including the Hartree-Fock self-energy, following
the framework of Ref. [25]. In the quantum limit, the
system is understood in terms of the one-dimensional
dispersion of the lowest, spin-split, electron and hole
LLs, and their density wave instabilities. We investigate

closely the magnetic field dependence of the putative
nesting vectors in all four LLs that are close to the
Fermi level (see Fig. 3). We calculate the renormalized
LLs by including the electron self-energy in a fully self-
consistent manner [35]. The effect of short-range correla-
tions, neglected by the conventional random-phase
approximation, is included via the Hubbard local-field
correction [37,38] to the effective electron-electron inter-
action. The inclusion of this correction is crucial in order to
get a quantitative agreement between the theoretical LL
structure and the experimental data. We use the exper-
imental value of Bα0 to fix the tuning parameter that
characterizes our theory [35], namely, the static relative
permittivity.
We find that the sharpest new features at Bα0 ¼ 52.3�

0.1 and Bβ0 ¼ 54.2� 0.1 T correspond to two distinct first-
order transitions (see Figs. 3 and 4) associated with the
abrupt depopulation of both the ð0;↑Þ (electronlike) and
ð−1;↓Þ (holelike) LLs. We argue below that the splitting of
the transitions arises from the breaking of valley degen-
eracy. The first-order character of the α0 and β0 transitions,
predicted by our theory, is experimentally confirmed by the
clear evidence of hysteresis in both, as shown in Fig. 4(c).
Furthermore, our calculations show that at Bγ ¼ 48 and

Bϵ ¼ 68 T, the nesting vectors of the intraband CDWs, i.e.,
Qð0;↑Þ and Qð−1;↓Þ as well as Qð0;↓Þ and Qð−1;↑Þ [Fig. 4(b)]
take the values of 2π=4c0 and 2π=3c0, respectively,
corresponding to commensurate wavelengths of 4c0
and 3c0 (the lattice parameter c0 is twice the distance
between adjacent graphene layers). This suggests the γ
feature, observed experimentally around 47.1 T and tem-
peratures below 3 K (see Fig. 2) is a lock-in transition
of the corresponding CDW from an incommensurate state
to a “phase-locked” commensurate order [35,39–45,53].

FIG. 3. Phase diagram of the CDWs in the (0;↑) and (−1;↓)
LLs. Circles and squares are phase transitions with positive and
negative differential magnetoresistance, where black represents
the α, blue the β, and ocher the γ transition. At low fields the
critical temperature of α and β increases exponentially following
[23] (black and blue dashed lines): TcðBÞ ¼ T� expf−B�=Bg,
with T�

α ¼ 230 K, B�
α ¼ 148 T, T�

β ¼ 300 K, B�
β ¼ 195 T.

(a) (b) (c)

FIG. 4. (a) Renormalized LL structure in the ultraquantum limit: Above 8 T only four LLs cross the Fermi energy. At 54 T valley
degeneracy is lifted leading to two differentially doped sets of LLs, here A and B refer to theH-K-H andH0 − K0 −H0 valleys. (b) CDW
nesting vectors Q up to 90 T. Holelike levels have nesting vectors given by QðhÞ ¼ 2kðhÞF ¼ 2π=c0 − 2kF (see inset). All Q s decrease
with increasing magnetic field due to the upward and downward shift of the electronlike (0; σ) and holelike (−1; σ) LLs, before
vanishing in a first-order transition at Bα0 ¼ 52.3, Bβ0 ¼ 54.2, and Bδ0 ¼ 73.5 T. The nesting vector of the (0;↑) LL becomes
commensurate at Bγ ¼ 48 T. (c) Close-up of the nesting vectors in the vicinity of the first-order α0 and β0 transitions (top panel) and
observed resistance hysteresis (bottom panel): The red curves show the magnetic field up sweeps, whereas blue curves correspond to the
down sweeps.
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Lock-in transitions are characteristic fingerprints of CDW
systems [54], where translational invariance of the charge
modulation is lost with respect to the lattice [35].
We now elaborate on the splitting of the α0 and β0

transitions. In the simplest calculation these transitions occur
at the same field value, in an undoped sample [55]. To
account for the splitting, while preserving overall charge
balance, we need to either lift the valley degeneracy or
invoke an inhomogeneous state with spatial phase separa-
tion. In the first scenario, a spontaneous breaking of the
valley degeneracy leads to a splitting between the LLs
originating from the Fermi surface pockets located along the
two inequivalent H-K-H and H0-K0-H0 edges of the
Brillouin zone (see Fig. 1) similar to what has been observed
in bismuth [14]. The system is then characterized by two
inequivalent sets of LLs, one for each valley, allowing each
set of LLs to develop a finite, equal and opposite, charge
imbalance in the narrow region between Bα0 and Bβ0 . In this
magnetic-field region both valleys are characterized by three
populated and one empty LL; the empty level in the hole-
doped valley is the electronlike ð0;↑Þ LL, whereas in the
electron-doped valley the empty level is the holelike ð−1;↓Þ
(see Fig. 4). Since the two valleys are now characterized by
inequivalent nesting vectors, the collinear CDW order
observed below α0 turns into a valley density-wave state,
with an additional commensurate in-plane modulation origi-
nating from the reciprocal lattice vectors connecting the two
valleys. We find that such a state is promoted by moving the
system towards another lock-in state [35].
To account quantitatively for the observed splitting

between α0 and β0 we predict a charge imbalance, parameter-
izing the broken valley degeneracy of ðp − nÞ=ðpþ nÞ ¼
�0.128 in the two valleys, where p (n) denotes the hole
(electron) carrier density. The opposite imbalance in the two
valleys guarantees the overall charge balance of the system.
We now turn to the ultraquantum limit. We first note that,

for magnetic fields above β0, the populated levels are ð0;↓Þ
(electronlike) and ð−1;↑Þ (holelike). These LLs are still
characterized by finite nesting vectors. Note that the nesting
vectors arising from these bands are identical due to the
charge balance between electron and hole carriers.
Our calculations show that both levels become depopu-

lated at 73.5 T (see Fig. 4). This state was first theoretically
identified by Ref. [25] in a computation at 200 T. Our
predicted numerical value of Bδ0 is in remarkable agreement
with the measured critical field of 75 T for the reentrant
transition of the upper density-wave phase observed in
Ref. [12]. Furthermore, we predict that the nesting vectors
of a putative CDW in the ð0;↓Þ, ð−1;↑Þ levels gives rise to
an additional lock-in transition with a wavelength of 3c0 at
68 T. Observation of this transition would conclusively
identify the DW instabilities in this field range as CDWs.
Our finding that the ð0;↓Þ and ð−1;↑Þ states empty

above 75 T refutes the proposed energy level scheme to
account for the observed metallic conductivity in this field
regime, in Ref. [12], where it is claimed that the ð0;↓Þ and

ð−1;↑Þ states remain occupied. In contrast, above 75 T we
find that the bulk should be fully gapped.
We speculate that low temperature transport may be

expected to occur via a 2D chiral sheath of extended surface
states [12,56–61]. These surface states are protected against
weak impurity scattering. This leads to a ballistic in-plane
transport along the edges of the sample, in the direction
perpendicular to the magnetic field. Taking into account
valley degeneracy, all four LLs contribute, leading to a
cancellation of the charge and spin currents. Nevertheless
metallic conductivity is observed in the out-of-plane
direction [12], and we propose that this is accounted for
by interlayer hopping occurring at the sample edges
[57–59]. At magnetic fields between 55 and 75 T the
Fermi energy crosses the (0;↓) and (−1;↑) LLs. The wave
functions of surface states have finite overlap with
bulk states and are scattered by bulk impurities, which
renders transport via these states diffusive, yielding a
thermally activated out-of-plane conductance at temper-
atures below the DW transition, as observed [12]. Studies
of in-plane transport in this field regime should be of great
interest.
From our assignment of the Landau level structure, it

appears that in the ultraquantum limit graphite above 75 T
is a fully gapped state in the bulk, an insulator, due to the
strong electron correlations on the LL band structure. This
new state potentially harbors an abundance of new physics
and is experimentally accessible in state-of-the-art pulsed
magnetic field facilities. There is current interest in systems
where emergent band structure leads to a topologically
nontrivial insulating state, topological Kondo insulators
being one example [62,63]. The observation of metallic
out-of-plane transport [12] opens a new playground for
studying surface states in interaction-induced insulators,
with the possibility of a topological phase transition at
fields beyond 75 T.
In conclusion, the direct observation, in high quality

samples, of the depopulation of two LLs at 52.3 and 54.2 T,
and the commensuration of the DW at 48 T imposes severe
constraints on the nature of the field-induced DW insta-
bilities in graphite. We can theoretically account for these
features, and correctly predict the field quenching of the
DWs above 54 T, observed recently [12]. We believe that
the most likely scenario at B < Bα0 and T ¼ 0 is CDWs in
each of the four LLs. A full discussion of all possible
nesting instabilities and DW scenarios and the logic behind
this proposal is presented in Ref. [35], where the signatures
from in-plane and out-of-plane transport are also discussed.
A test of this hypothesis would be the observation of the
lockin transition we predict at 68 T.
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