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Abstract 

In vibration tests, multiple sensors are used to obtain detailed mode shape information about 

the tested structure. Time synchronisation among data channels is required in conventional 

modal identification approaches. Modal identification can be more flexibly conducted if this 

is not required. Motivated by the potential gain in feasibility and economy, this work 

proposes a Bayesian frequency domain method for modal identification using asynchronous 

‘output-only’ ambient data, i.e. ‘operational modal analysis’. It provides a rigorous means for 

identifying the global mode shape taking into account the quality of the measured data and 

their asynchronous nature. This paper (Part I) proposes an efficient algorithm for determining 

the most probable values of modal properties. The method is validated using synthetic and 

laboratory data. The companion paper (Part II) investigates identification uncertainty and 

challenges in applications to field vibration data. 

Key Words: Ambient data, Asynchronous data, Bayesian methods, FFT, Operational modal 

analysis 

1. Introduction 

Modal identification aims at determining the modal characteristics of a structure, which 

primarily include natural frequencies, damping ratios and mode shapes [1,2]. These 

properties are demanded for industrial applications such as vibration control, damage 

detection and structural health monitoring [3–6]. Compared to traditional vibration tests 

based on free vibration (zero input) or forced vibration (known input), ambient vibration test 
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does not require artificial loading but assumes that it is broadband random. Based on random 

natural excitations such as wind, microtremor and cultural activities, ambient vibration test 

can be conducted during the daily use of structure. For its high economy and convenience in 

applications, it has attracted much interest in both theory development and field test 

applications over the past few decades [7–9].  

Modal identification based on ‘output-only’ ambient vibration data is conventionally known 

as ‘operational modal analysis’ (OMA) [10,11]. Among other methods, frequency domain 

decomposition [12] provides a quick estimation based on sample power spectral density (PSD) 

[13]. Stochastic subspace identification [14–16] extracts modal parameters by least square 

estimation with a state-space model. Recently, transmissibility based OMA techniques have 

been proposed [17,18] with the premise of being robust to the characteristics of the excitation 

spectra in identifying mode shapes. 

Bayesian approach views modal identification as a general inference problem based on 

available information. Methods [19,20] have been developed in different contexts, in the time 

domain [21], frequency domain based on sample PSD matrix [22–24] and Fast Fourier 

transform (FFT) of data [25,26]. Given information of data and modelling assumptions, the 

information about modal parameters is extracted using Bayes’ theorem and encapsulated in 

the ‘posterior’ (i.e. given data) probability density function (PDF). For modal identification 

problem which is ‘globally identifiable’ [27], the PDF can be characterised by the most 

probable value (MPV, where it is peaked) and covariance matrix (reflecting identification 

uncertainty).   

In order to obtain mode shape information, the vibrations at different locations of a structure 

are measured using multiple sensors. Conventional modal identification techniques require 

‘synchronous’ data, where the digital data at different channels are sampled according to the 

same time scale. Synchronisation does not only mean that the data recorded at multiple 

channels should start at the same time but also at the same pace. Simply logging multiple 

channels of data on the same computer does not imply they are synchronised. Each data 

acquisition (DAQ) unit has its own clock for sampling, whose accuracy is affected by 

temperature, aging etc. [28]. When multiple data channels are recorded using independent 

DAQ units, they will not be perfectly synchronised.  

Practically, synchronisation means that the sampling time difference between data channels is 

within a certain tolerance. In one conventional configuration, the analog signals of sensors 
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are sampled using a central synchronisation hardware. In full-scale tests, this requires long 

analogue cables, which inevitably introduce additional noise in the data. Alternative options 

are Network Time Protocol [29] through the internet or Global Positioning System [30] for 

outdoor applications. Wireless sensor networks have also been applied in vibration tests with 

synchronisation corrections [31–33].  

Synchronisation comes with an overhead. The possibility of performing OMA with 

asynchronous data is worth exploring. Motivated by the above considerations, a Bayesian 

method is proposed in this work for modal identification using asynchronous output-only 

ambient data. Asynchronous data is generally a non-stationary process, which is difficult to 

model from first principles. A stationary model with imperfect coherence is proposed so that 

it is conducive to modal identification, while capturing the key asynchronous characteristics 

within suitable time scales. Based on this model, the likelihood function for Bayesian 

inference is derived and its mathematical structure is analysed. An algorithm is developed in 

this paper (Part I) for efficiently determining the MPV of modal parameters. The companion 

paper (Part II) focuses on efficient determination and investigation of identification 

uncertainty. Synthetic and laboratory data examples are presented to illustrate and verify the 

proposed method. An application to modal identification of a full-scale building is also 

presented. 

This paper is organised as follow. Bayesian approach based on FFT of data in a general 

context is briefly reviewed in Section 2. An identification model for asynchronous data is 

presented in Section 3. Based on this model, the mathematical structure of the theoretical 

PSD matrix for asynchronous data is analysed in Section 4. To facilitate analysis and modal 

identification, simplifying assumptions are made and the resulting posterior PDF is derived in 

Section 5. An iterative algorithm for determining the MPV of modal parameters is developed 

in Section 6. The high signal-to-noise ratio asymptotic behaviour of the MPV is analysed in 

Section 7. The overall identification procedure is summarised in Section 8. The proposed 

algorithm for MPV is validated using synthetic and laboratory data in Section 9.  

2. Bayesian Framework 

The proposed modal identification method is based on Bayesian approach using the FFT of 

ambient data for probabilistic inference. The overall framework is briefly reviewed in this 

section. Input loading is unknown but assumed to be broadband random near the resonance 
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band of the modes of interest. Let  N

j

n

j R
1

ˆ


x  denote the measured ambient acceleration data 

at n  degrees of freedom (DOF) of the subject structure; N  is the number of samples per 

channel. It is assumed to consist of theoretical structural response 
n

j Rx  under ambient 

excitation and prediction error 
n

j Rε : 

jjj εxx  ̂  (1) 

The prediction error accounts for the difference between the theoretical response and 

measured data, which may arise from measurement noise or modelling error. The ‘scaled 

FFT’, or FFT in short, of  jx̂  is defined as: 

  










 





N

j

jk
N

jk

N

t

1

11
2expˆ2

ix F  (2) 

where 12 i and t is the sampling interval. Here, kF  corresponds to frequency 

 Hz /)1(f tNkk   for k=1,..,Nq, where Nq (integer part of N/2+1) is the index 

corresponding to the Nyquist frequency. Multiplying kF  by its conjugate transpose gives the 

sample PSD matrix. The scaling factor is defined such that the PSD is one-sided with respect 

to frequency in Hz. For modal identification, only the kF  within a selected frequency band 

dominated by the modes of interested is used.  

Let θ  denote the set of modal parameters to be identified. Using Bayes’ theorem with a 

uniform prior PDF, the posterior PDF of θ  given  kF  is 

     θθ kk pp FF   (3) 

where   θkp F  is called the ‘likelihood function’. A uniform prior PDF is justified for modal 

identification because the typical data size is sufficiently large that the likelihood function is 

fast-varying compared to the pior PDF. Assuming that data is stochastic stationary, for long 

data duration and high sampling rate (i.e. large tN  and small t ), it can be shown that  kF  

are asymptotically independent at different frequencies and jointly ‘circularly complex 

Gaussian’ [34]. The likelihood function is then given by: 

      







 

k k

kkkk

nN

k
fp FFF 1*1

expdet)( EEθ   (4) 
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where ‘*’ denotes conjugate transpose; ][
*
θE kkk E FF  is the theoretical PSD matrix and 

fN  is the number of FFT points in the selected frequency band. For analysis or computation, 

it is more convenient to work with the ‘negative log-likelihood function’ (NLLF): 

   
k

kkk

k

kL FF 1*
detln EEθ  (5) 

such that 

    )(exp θθ Lp k F  (6) 

With sufficient data, modal identification problem is ‘globally identifiable’ [27]. The MPV of 

θ  can be determined by maximizing the posterior PDF, or equivalently minimizing the 

NLLF with respect to θ . The posterior PDF can then be approximated by a Gaussian PDF 

          







 


θθCθθCθ θ ˆˆˆ

2

1
expˆdet2 1

2/12/ Tn

kp F  (7) 

where θn  is the number of parameters in θ ; θ̂  is the MPV and Ĉ  is the posterior covariance 

matrix, equal to the inverse of Hessian of NLLF at MPV. 

3. Modelling Asynchronous Data 

The theory in the last section applies to general ambient data, regardless of whether it is 

synchronous or not. The departure point for asynchronous data lies in the theoretical PSD 

matrix kE . Imperfect synchronisation in data can be due to the initial time shift (start time) 

between channels and random time drifts due to different sampling clocks. This paper focuses 

on the latter, which is the primary issue in real applications with multiple asynchronous DAQ 

units. The former (initial time shift) is assumed to be zero, as in reality it will be detected and 

compensated using conventional time delay estimation methods [35,36], after which the 

residual time delay is negligible compared to the random time drift. Random time drift 

accumulates over time, rendering asynchronous data non-stationary [37,38]. Generally, a 

non-stationary process is much more difficult to model or analyse than a stationary one. In 

this work, asynchronous data is modelled as a stationary process with imperfect coherence to 

facilitate analysis and modal identification, while capturing the key asynchronous 

characteristics within suitable time scales. Based on the model, the PSD matrix kE  of 

asynchronous data will be derived in this section. 
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For instructional purpose, the PSD matrix for synchronous data is first briefly reviewed. 

Consider a frequency band dominated by a single mode. Let φ  denote the ‘global mode 

shape’ covering all measured DOFs. When the data at all measured DOFs are synchronised, 

the FFT of  measured data within the band can be modelled as: 

kkk εφ  F  (8) 

where k  denotes the FFT of modal acceleration  t ; and kε  is the scaled FFT of 

measurement noise. Assuming classically damped structure,  t  satisfies the modal equation 

of motion: 

       tpttt   22   (9) 

where f 2 (rad/s); f (Hz) and  are the natural frequency and damping ratio of the 

mode, respectively;  tp  is the modal force. Assuming that the modal force and prediction 

error are independent and have respectively constant PSDs of S  and eS  in the selected band, 

the PSD matrix is given by: 

ne

T

kkkk SSDE IφφE  ][
*

FF  (10) 

where  

      1
222 21


 kkkD   kk f f  (11) 

is the dynamic amplification factor. 

For asynchronous data, the modal responses contributing to different data channels need not 

follow exactly the same time variation. In this work, the test configurations on time 

synchronisation are assumed to be known, as is typically the case. Define a ‘synchronous data 

group’ as a set of data channels that sample the data synchronously (i.e. using the same clock). 

Let the whole measurement array comprise 
gn  groups. For a given mode shape φ , let 

in

i Ru  denote the part of φ  measured by the i th group with in  DOFs, i.e. 
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









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




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u

φ 
1

 (12) 

Let ki  and kiε  be the FFT of the modal acceleration and prediction error associated with the 

i th group. The FFT of asynchronous data is modelled as: 

 
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

F  (13) 

where   gn

iidiag
1

u  denotes a diagonal matrix with entries   gn

ii 1
u ; T

knkk g
],...,[ 1   η  and 

gnn
R


U  is a block-diagonal matrix formed by the unit vectors   gn

iii 1
/


uu : 



















gg nn uu

uu

U

/

/ 11

  (14) 

Assume that all data channels are set to start recording at the same time with the same 

number of sampling points.  Each synchronous group uses its own clock for sampling. In this 

context, the modal contributions in different synchronous data groups are asynchronised 

realisations of the same modal response. It is therefore reasonable to assume that   gn

iki 1
  are 

identically distributed.  Then 

   kkiki SDE *    gni ,...,1  (15) 

On the other hand, modelling the relationship of modal responses associated with different 

groups fundamentally is challenging because asynchronous data in the first place is a non-

stationary process. Balancing model simplicity and utility, the asynchronous nature of data 

among different groups is empirically modelled through imperfect coherence: 

 
   **

*

kjkjkiki

kjki

kij

EE

E









  (16) 

where Ckij   ( 1kij ) is the coherence between the i th and j th group at frequency kf .  

Based on the above, the theoretical PSD matrix for asynchronous data is given by 
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

















gg nen

ne

T

kkkkk

S

S

SDE

I

I

UUCE 
11

*
][ FF  (17) 

where 

    gg n

iik

n

iik diagdiag
11 

 uχuC  (18) 

and kχ  denotes a 
gg nn   matrix with  ji, -entry 

kij . 

The foregoing stationary model for asynchronous data with imperfect coherence has been 

investigated and verified in a previous paper using synthetic and experimental data by the 

authors [39]. The validation results based on an experimental data example in the paper are 

summarised here. Two accelerometers were placed on a one-storey shear frame structure with 

the same measured DOFs. The analog data from these two sensors were sampled using two 

different DAQ units. The DAQ units were controlled to start and finish measuring at the same 

time while using their own clock for sampling. Two hours of data from these two sensors 

were collected with the sampling rate of 2048Hz. Figure 1 shows the root singular value 

spectrum of the measured data (solid lines) and the simulated values based on the proposed 

asynchronous data model (dashed lines). It can be seen that the theoretical predictions agree 

well with the values calculated from real asynchronous data, verifying the relevance of the 

proposed model. Multiple trials of data have been investigated (results omitted here), 

showing qualitatively similar agreement. 

 

Figure 1. Root Singular Value Spectrum of the Validation Example (Solid Line-Exact Values, 

Dashed Line-Simulated Values) 
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4. Mathematical Structure of PSD Matrix 

Recall that the MPV of modal parameters minimises the NLLF in Eq.(5). As is typical in 

developing efficient algorithms for MPV, it is necessary to express the determinant and 

inverse of kE  in better forms to facilitate computations without resorting to brute-force 

numerical optimisation. 

For instructional purpose, first consider the case when data is synchronised, where kE  is 

given by Eq.(10). The standard technique is to consider an orthonormal basis  n

j

n

j R
1

a  

with nR φa1  (assuming 1
2
φ ) and then write  


n

j

T

jjn 1
aaI . Substituting into 

Eq.(10) gives the eigenvector representation of kE : 

  



n

j

T

jj

Eigenvalue

e

T

Eigenvalue

ekk SSSD
2

11 aaaaE


 
(19) 

The determinant of kE  is simply the product of the eigenvalues, i.e., 

  1det  n

eekk SSSDE  (20) 

The inverse of kE  has the same eigenvectors but reciprocal of eigenvalues: 

  


 
n

j

T

jje

T

ekk SSSD
2

1

11

11
aaaaE  (21) 

Back-substituting  T

n

n

j

T

jj φφIaa  2
 eliminates  n

jj 2
a : 

  T

keenek SDSSS φφIE
1111 /1
   (22) 

 

The situation is more complicated for asynchronous data when kE  is given by Eq.(17). For 

simplicity, assume the same prediction error eS  for different groups, so that 

ne

T

kkk SSD IUUCE   (23) 

Let   gn

iki 1
0


  and   g

g
n

i

n

ki C
1

c  be the eigenvalues and eigenvectors (with unit norm) of kC . 

Then 
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 


gn

i kikikik 1

*
ccC   (24) 

Substituting Eq.(24) into Eq.(23) gives: 





gn

i

nekikikikk SSD
1

* IααE   (25) 

where 

 kiki Ucα   gni ,...,1  (26) 

Using 
gn

T
IUU  and the orthonormal properties of   gn

iki 1
c , i.e., 1* kikicc and 0* kjkicc  

)( ji  , it can be verified that   gn

iki 1
α  form an orthonormal basis in a 

gn -dimensional 

subspace of 
nC . Let  n

niki
g 1

a  be an orthonormal basis in the orthogonal complement of this 

subspace. Also, let kiki αa   (
gni ,...,1 ). Then  n

iki 1
a  is an orthonormal basis in 

nC . 

Substituting  


n

i kikin 1

*
aaI  into Eq.(25) gives the eigenvector representation of kE : 

   
 


g

g

n

i

n

ni

kiki

Eigenvalue

ekiki

Eigenvalue

ekikk SSSD
1 1

**
aaaaE


  (27) 

It follows that 

 





g

g

n

i

ekik

nn

ek SSDS
1

det E  (28) 

and 

  






 
n

ni

kikie

n

i

kikiekikk

g

g

SSSD
1

*1

1

*11
aaaaE   (29) 

Back-substituting  


g

g

n

i kikin

n

ni kiki 1

**

1

*
UcUcIaa  into Eq.(29) eliminates  n

iki 1
a : 

 


 
gn

i

kikikikeenek SDSSS
1

**1111 /1 UcUcIE   (30) 

The foregoing results illustrate the differences between synchronous and asynchronous data 

in their singular value spectrum (i.e. the plot of eigenvalues of the PSD matrix), which is 

commonly used for detecting potential modes in OMA. In Eq.(19), there is only one 

significant eigenvalue ek SSD   for synchronous data around the resonance band of a well-
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separated mode. The remaining ones are all equal to eS , which indicate the noise level. For 

asynchronous data, however, there are 
gn  significant eigenvalues   gn

iekik SSD
1

  with the 

common dynamic amplification factor kD  (see Eq.(27)). This leads to additional peaks with 

the same variation with frequency in the singular value spectrum for each mode, which 

appear as several extremely close modes with almost identical damping ratios. 

In the present case, the determinant and inverse of kE  depend on the eigenvalue ki  and 

eigenvector kic  of kC . The latter depend in a non-trivial manner on the local mode shapes 

  gn

ii 1
u  as well as the coherence kχ  (see Eq. (18)). The eigenvalue  properties will become 

even more complicated in the general case when the prediction error may differ for different 

synchronous groups. 

5. Zero Coherence Formulation 

As shown in the previous section, it is difficult to express the determinant and inverse of the 

PSD matrix kE  for asynchronous data in analytically tractable form. To facilitate the 

efficient determination of MPV of modal parameters, an algorithm is developed that assumes 

zero coherence among different groups. This is justified for small coherence. The effect of 

this approximation on the MPV and posterior uncertainty shall be investigated through 

numerical examples in the companion paper. Based on the zero coherence assumption, 

analytical expressions of the determinant and inverse of kE  can be obtained. The resulting 

form of the NLLF is derived in this section. 

Assuming that the coherences between different synchronous groups are zero, kχ  now 

becomes an identity matrix and the theoretical PSD matrix kE  in Eq.(17) has a block-

diagonal form: 






















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k

k

k

g
E00

0

E0

00E

E









2

1

 (31) 

where 
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inei

T

iiikik ScSD IuuE   (32) 

and 

i

i
i

u

u
u   (33) 

2

iic u  (34) 

The determinant and inverse of kE  are given by 





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i
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1

)det()det( EE  (35) 
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
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




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


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


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1
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1
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1
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k

g
E00
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E









 (36) 

Substituting Eq.(35) and Eq.(36) into the NLLF in Eq.(5), the resulting NLLF now can be 

written as: 





gn

i

iLL
1

 (37) 

with 

 
k

ikikik

k

ikiL FF 1*
detln EE  (38) 

where ikF  is the corresponding partition of kF  for the i th synchronous group. 

As ikE  has a similar form of kE  for synchronous data, Eq.(20) and Eq.(22) can be applied to 

give 

    1
det


 in

eieiikik SScSDE  (39) 

and 

  T

iiikeieineiik cSDSSS uuIE
1111 /1
   (40) 

Substituting Eq.(39) and Eq.(40) into Eq.(38) and writing ))(())((
**

iikik
T
iik

T
iiik uuuu FFFF   

(since iik u
*

F  is a scalar) give the resulting NLLF as: 
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     ii

T

iiei

k

eiikeifii dSScSDSNnL uAu  1lnln1  (41) 

where 


k

ikikid FF
*

 (42) 

and 

 



k

ikikeii cSDS DA
1

/1  (43) 

*

ikikik FFD  (44) 

6. Fast Algorithm for MPV 

Based on the zero coherence formulation, an iterative scheme is proposed in this section that 

allows the MPV of modal parameters to be determined efficiently. Because of the nonlinear 

nature of the NLLF, generally it is not possible to obtain the MPV analytically. The modal 

parameters to be identified are first re-parameterised to facilitate optimisation. As the NLLF 

is a quadratic form in the local mode shape for each synchronous group, the MPV of the local 

mode shapes can be obtained analytically in terms of other parameters, and vice-versa. This 

leads to an iterative procedure to be proposed. The computational cost of this procedure is 

insensitive to the measured DOFs n  as the MPV of the local mode shapes can be obtained by 

solving an eigenvalue problem. The resulting modal identification algorithm effectively 

suppresses the growth of computational effort with the increase of n , which provides a fast 

estimation of the modal parameters even for large scale tests. 

According to the NLLF developed in the last section, the set of parameters to be identified 

includes     iiei cSSf u,,,,,  with the constraints 

1
1




gn

i

ic  (45) 

and 

 1iu  gni ,...,1  (46) 

Evaluating  ic  directly with the constraints in Eq.(45) involves solving nonlinear equations. 

To see this, the Lagrangian for this constrained optimisation problem is given by 
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     






















  



 1lnln1
11

1
gg n

i

i

n

i

ii

T

iiei

k

eiikeifi cqdSScSDSNnJ uAu  (47) 

where q  is the Lagrange multiplier that enforces the norm of the global mode shape to be 1 

(or equivalently Eq.(45)). The gradient of J  with respect to  ic  is given by 

q
dc

d
S

SD

S
c

dc

dJ

k

i

i

iT

iei

k

ei
i

i











 



u
A

u
1

1

 (48) 

where 

 
 

k

ikikeii

k

ei

i

i cSDSc
SD

S

dc

d
D

A 22 /1  (49) 

The MPV of  ic  should be obtained by solving 0/ idcdJ  using Eq.(48). Generally, it is 

not possible to obtain the analytical form of ic  in terms of other parameters. In view of this, 

combine S  and  ic  under the constraints Eq.(45) into free parameters. Let 

 ii ScS   gni ,...,1  (50) 

The parameter set θ  now becomes     ieii SSf u,,,,  under constraints Eq.(46). In terms 

of these parameters, 

     ii

T

iiei

k

eikieifii dSSDSSNnL uAu  1lnln1  (51) 

where 

 



k

ikkieii DSS DA
1

/1  (52) 

Thus the MPV of  iS  are first determined by unconstrained optimisation, from which the 

MPV of S  and  ic  can be recovered. Note that f  and   are common to all iL . They are the 

only parameters that connect the NLLF of different groups. For each group i , the MPV of iS , 

eiS  and iu  can be determined by minimizing iL  only. To obtain the MPV of  iu , the term 

 ii

T

iiei dS uAu1  in the NLLF (see Eq.(51)) should be minimised subjected to constraint in 

Eq.(46). This can be done by introducing the constraint into Eq. (51) using Lagrange 

multiplier and setting the first derivative of the resulting function with respect to iu  equal to 

zero. It follows that the MPV of iu  is the eigenvector of iA  in Eq.(52) with the largest 

eigenvalue.  
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As the coherences are assumed to be zero, the relative sense of the mode shapes between 

different groups cannot be identified. That is, iu  and iu  give the same value in the NLLF. 

In practice, the relative sense can be determined based on intuition, e.g., spatial continuity of 

mode shapes. Of course, for complicated modes (e.g., high frequency modes) this may not be 

easy. This is one fundamental limitation of zero coherence data. 

7. High Signal-to-noise Asymptotics 

The asymptotic behaviour of the MPV of modal parameters for high signal-to-noise ratio 

(SNR) data is studied in this section. It provides a quick estimation of some modal parameters, 

which can also be used as initial guesses for the iteration procedure presented later. 

Motivated by the form of iA  in Eq.(43), high SNR here refers to 

 1//  eiikeikiki ScSDSDS  gni ,...,1  (53) 

This is the SNR of a single setup scaled by 
2

iic u . As a result of Eq.(53), 

    1~1~1/1 1111 
 kikikiei DSS   (54) 

Consider the zeroth order approximation of iA : 

i

N

k

ikiki

f

0

1

*
~ AA 



FF  (55) 

which becomes a constant matrix. This means that the high SNR MPV of iu  can be obtained 

directly as the eigenvector of i0A  with the largest eigenvalue and scaled to have unit norm. 

The high SNR MPV of iS  and eiS  can be obtained using the first order approximation of iA : 

  







ff N

k

ikkieii

N

k

ikikkieii DSSDSS
1

11

0

1

*
/1~ DAA FF  (56) 

Substituting Eq.(56) to Eq.(51) gives: 
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       

 




































f

f

N

k

iikk

T

ifiif

fiii

T

iieieifi

N

k

ki

DNSSN

NndSSNnDL

1

111

0

1

1

ln

1/ln1ln

uDu

uAu

 (57) 

This expression shows that iL  depends on iS  and eiS  through the first and second braces, 

which are of the form xcx /ln  . This form has a unique minimum of cln1  at cx  . 

Considering the first brace, the high SNR asymptotic MPV of eiS  is given by 

    fiiei NndS 1/ˆ~ˆ
0    (58) 

where 

ii

T

ii uAu 00
ˆ   (59) 

is the maximum eigenvalue of i0A . Minimizing the second brace with respect to iS  gives the 

high SNR asymptotic MPV of iS : 





fN

k

iikk

T

ifi DNS
1

11~ˆ uDu  (60) 

8. Summary of Procedure 

Based on the foregoing analysis, an iterative procedure for determining the MPV of modal 

parameters is summarised as follow. 

 Step I. Initial Guess 

1) Calculate the FFT of the measured data and plot the singular value spectrum. 

2) Select the frequency band for the mode of interest. 

3) Obtain the initial guess of f  from the singular value spectrum and set the initial guess 

of  as 1%. 

4) Take the initial guess of iu   
gni ,...,1  as the eigenvector with largest eigenvalue of 

i0A  in Eq.(55). 

5) Calculate the initial guess of iS  and eiS   
gni ,...,1  using Eq.(60) and Eq.(58) 

respectively. 
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Step II. Iteration Phase 

In the following, parameters that are not updated are kept at their current value during 

iteration. 

1) Update  ,f  by minimizing L  in Eq.(37) with respect to  ,f . 

2) Update iS  and eiS   
gni ,...,1  by minimizing iL  in Eq.(51). 

3) Update iu   
gni ,...,1  as the eigenvector of iA  in Eq.(52) with the largest 

eigenvalue. 

Repeat Steps 1) to 3) until convergence. 

Step III. MPV of S and  ic  

Obtain the MPV of S  by  





gn

i

iSS
1

ˆˆ  (61) 

For 
gni ,...,1 , obtain the MPV of ic  by 

S

S
c i

i ˆ

ˆ
ˆ   (62) 

Step IV. Global Mode Shape 

Obtain the MPV of global mode shape by 



























ggg nnn

iii

cs

cs

cs

u

u

u

φ

ˆˆ

ˆˆ

ˆˆ

ˆ

111





 (63) 

where 1is  is determined by plotting the mode shape to fit intuition. 

9. Illustrative Examples 

Two examples are presented to illustrate the proposed method. The first example serves to 

verify consistency based on synthetic data, where there is no modelling error. The second 

example is based on laboratory data, which investigates applicability to real asynchronous 

data while still under well controlled environment. This section focuses on MPVs. 
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Identification uncertainty is investigated in the companion paper, where an application to 

field data is also presented. 

9.1 Synthetic Data 

Consider a six-storey shear building as shown in Figure 2. It has a uniform inter-storey 

stiffness of 3000 kN/mm and floor mass of 600 tons. The natural frequency of the first mode 

is calculated to be 2.71Hz. The damping ratios of the first four modes are assumed to be 1%, 

1%, 1.3% and 1.5%, respectively. The structure is subjected to independent and identically 

distributed (i.i.d.) Gaussian white noise excitation with a PSD of HzN/8.11  in the 

horizontal direction of every floor. The resulting acceleration response is in the order of few 

tens of Hzμg/  around the resonance peaks of modes, which is typical in ambient field tests. 

The measured acceleration data comprises three synchronous groups as shown in Figure 2. 

To simulate the asynchronous data, the coherences of the modal excitations among different 

groups are taken to be zero (i.e., modal excitations are generated independently). The 

acceleration response of the structure is generated at a sampling rate of 100Hz with a duration 

of 1000s. The acceleration data is contaminated by Gaussian white noise with PSD of a few 

Hzμg/ , which simulates the typical noise level of force-balanced accelerometers. The 

noise levels are Hzμg/2 , Hzμg/3  and Hzμg/5 for Groups 1 to 3, respectively.  

 

Figure 2. Schematic Diagram, Synthetic Data Example 
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Figure 3 shows the root singular value spectrum of the data. The first four modes are 

identified separately using the proposed method. The (hand-picked) initial guesses and 

selected frequency bands are shown with a circle and the symbol ‘[-]’, respectively. The 

MPV of the modal parameters and their exact values that generated the data are summarised 

in Table 1. The MPVs generally agree well with their exact values. As the mode number 

increases, the MPV of prediction error PSD tends to be larger than the assumed measurement 

noise. This is due to unexplained contribution from the non-resonant part of the lower modes 

(i.e. modelling error). The identified mode shapes (denoted by squares) and the exact values 

(denoted by solid lines) are shown in Figure 4. They agree well with the exact ones. The 

MAC (Modal Assurance Criteria) between the identified and exact mode shape is calculated 

to be 0.9999, 0.9998, 0.9997, 0.9999 for Mode 1 to 4, respectively.  

 

 

Figure 3. Root Singular Value Spectrum, Synthetic Data Example   

Table 1. Identified Modal Parameters (MPVs), Synthetic Data Example 

Mode 
)Hz(f  (%)  )Hzμg/(S  )Hzμg/(ejS  

MPV Exact MPV Exact MPV Exact MPV Exact 

1 2.710 2.713 0.95 1.00 1.96 2.00 

2.06 

2.85 

5.15 

2.00 

3.00 

5.00 

2 7.980 7.981 1.02 1.00 2.00 2.00 2.07 2.00 

0 2 4 6 8 10 12 14 16 18
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10
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10
-4

Frequency (Hz)

g
/ 

(H
z
)

Mode 1 Mode 2 Mode 3 Mode 4

[ [][ [] ] ]
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3.13 

5.08 

3.00 

5.00 

3 12.792 12.786 1.30 1.30 1.91 2.00 

2.76 

3.62 

5.44 

2.00 

3.00 

5.00 

4 16.849 16.847 1.50 1.50 1.83 2.00 

4.19 

4.67 

5.63 

2.00 

3.00 

5.00 

 

 

Figure 4. Mode Shapes, Synthetic Data Example (Solid Line-Exact, Square-MPV) 

9.2 Laboratory Shear Building Model 

Consider a four-storey laboratory shear frame as shown in Figure 5, measuring cm20cm30   

in plan with a uniform storey height of cm25 . Six piezoelectric accelerometers distributed at 

the centre of each floor are used to measure the vibration in the weak direction (parallel to 

paper). Sensors 1 to 4 are synchronised using one DAQ unit and Sensors 5 & 6 are 

synchronised using another. Data recording of all data channels was set to start and finish at 

the same time with the same sampling rate.  

Thirty minutes of ambient data was sampled at 2048Hz and later decimated to 256Hz for 

analysis. The data comprising channel 1 to 4 is referred as the ‘synchronous data set’. The 
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MPV of modal parameters based on this set of data are identified using the fast Bayesian FFT 

method for synchronous data [40]. The identification results are used as the reference values. 

The data comprising channel  6,5,2,1  is referred as the ‘asynchronous data set’ where the 

MPV of modal parameters are identified using the proposed method. 

 

 

(a) (b) 

Figure 5. Four-storey Laboratory Shear Building (a) Side View (b) Setup 

The root singular value spectrum for the asynchronous data set is plotted in Figure 6. Modal 

identification here focuses on the first five modes. For each mode there are two lines 

significantly above the remaining ones, which indicate imperfect synchronisation. This is also 

consistent with the fact that there are two synchronous groups. Table 2 shows the identified 

MPVs of the modal parameters for both synchronous data set and asynchronous data set. The 

MPV of modal parameters determined by the proposed method using the asynchronous data 

set are very close to the ones identified based on the synchronous data set. The identified 

mode shape MPVs are shown in Figure 7 for both the synchronous (solid lines) and 

asynchronous (squares) data sets. They almost coincide. The MAC values between these two 

types are calculated to be 0.9995, 0.9998, 0.9975, 0.9998 and 0.9999 from Mode 1 to 5, 

respectively. The identification results illustrate that the proposed method can also provide a 

good estimation of the modal parameters when dealing with real asynchronous data.  
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For reference, conventional methods that assume synchronous data have also been applied to 

modal identification of the asynchronous data set. The identified natural frequencies and 

damping ratios are close to the ones identified based on synchronous data (details omitted 

here). However, the relative scaling and directions between the identified local mode shapes 

of different synchronous groups are erroneously determined. Figure 8 shows the identified 

mode shape for the synchronous data sets (solid lines) and asynchronous data set (circles) 

using the fast Bayesian FFT method that assumes synchronous data [40]. It can be seen that 

for Mode 2 to Mode 5, the relative direction of the identified partial mode shapes on third and 

forth floor are incorrect. There are also some errors in the identified mode shape values on 

the first and second floor for Mode 1 and Mode 2.  

 

Figure 6. Root Singular Value Spectrum for Asynchronous Data Set, Laboratory Shear 

Building 

Table 2. Identified Modal Parameters (MPVs), Laboratory Shear Building 

Mode 
)Hz(f  (%)  )Hzμg/(S  )Hzμg/(ejS  

Asyn. Syn. Asyn. Syn. Asyn. Syn. Asyn. Syn. 

1 3.260 3.260 0.08 0.07 0.97 0.89 
54.1 

50.1 
54.1 

2 9.560 9.560 0.15 0.15 0.74 0.76 
28.9 

27.8 
28.1 

3 13.108 13.108 0.04 0.04 1.05 1.03 22.9 25.1 
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23.8 

4 14.496 14.496 0.15 0.15 1.21 1.21 
20.5 

22.9 
23.5 

5 18.128 18.128 0.23 0.22 0.83 0.83 
22.7 

21.1 
22.0 

 

 

Figure 7. Identified Mode Shape MPVs (Solid Line-Synchronous Data Set, Square- 

Asynchronous Data Set) 
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Figure 8. Identified Mode Shape MPVs (Solid Line-Synchronous Data Set, Circle- 

Asynchronous Data Set using Conventional Method) 

10 Conclusions 

A fast Bayesian OMA formulation for asynchronous data has been proposed in this work. 

Asynchronous data is generally a non-stationary process that is difficult to model or analyse 

from first principles. A stationary stochastic model with imperfect coherence has been 

proposed, which is conducive to analysis while retaining the characteristics of asynchronous 

nature over suitable time scales. The likelihood function depends in a complicated manner on 

the coherence parameters, making it difficult to develop fast algorithms. In view of this, an 

alternative formulation is proposed that assumes zero coherence. Significant simplifications 

result, based on which a fast algorithm has been developed for determining the most probable 

value (MPV) of modal parameters. 

This paper has focused on the determination of MPV, whose consistency has been 

demonstrated in the synthetic and laboratory data examples. In the companion paper (Part II), 

an efficient method for determining the identification uncertainty shall be developed. The 

proposed method is further verified with a parametric study to investigate the effect of 
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modelling error due to zero coherence assumption. An application with field data shall also 

be presented. 
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