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Distributed and Coordinated Spectrum Access

Methods for Heterogeneous Channel Bonding

Zaheer Khan, Janne Lehtomaki, Simon Scott, Zhu Han, MarwamX and

Alan Marshall

Abstract

Channel bonding (CB) is a technique that enables a wirelekgd use wider channels to achieve
higher data rates. In this paper, competition for efficigr@ctrum access among autonomous users with
heterogeneous CB capabilities is considered. We propasebdited and coordinated channel/bonding
selection methods under signal-to-interference-plusencatio (SINR) and collision-channel models.
In particular, we propose a distributed channel/bondingcsien method in which users only utilize
limited feedback to distributively arrive at CB selectidhat minimize their probability of conflict. The
proposed method utilizes a nowa@annel quality metribased on the ratio of noise power to the sum of
interference and noise power. It is shown that CB can leadgioeh data rates, and it is most beneficial
when users have a high SINR. However, it is also shown thatesatio of users to available channels
is increased then the performance of CB is decreased. Quitgsfiow that under certain scenarios, the
proposed coordinated channel/bonding selection scheips beers converge fast to reduced conflict
channel selections. However, the proposed distributedrsehresults always in considerably superior

performance in terms of network data rates.

Index Terms

Channel bonding, distributed users, heterogeneous ddiesbhicollision-channel model, SINR-
channel model, spectrum access system, opportunistitrapeaccess.

I. INTRODUCTION

The use of carrier aggregation (CA) in licensed cellulardsaand channel bonding (CB)
techniques in unlicensed bands has been shown to increaserkecapacity under certain
conditions [1]-[3]. In CA, multiple contiguous and non-t¢guous carriers are combined and
used as a single pipe. Wireless systems, such as WiFi netwelgkon CB techniques to combine
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multiple channels to form larger transmission bandwidiescent advances in spectrum aggre-
gation technologies allow the cellular industry to consithe adoption of CA/CB techniques not

only in licensed bands but also across heterogeneous s$igeettum bands such as unlicensed,
and opportunistic spectrum access (OSA) bands [4]-[6]ifxtance, to provide cellular systems

with additional spectral resources, the authors in [4]d6fgest combining channels not only
in the licensed bands but also in the unlicensed and OSA bands

In this paper, we consider CB scenarios for distributed togrradios (secondary users) which
compete for opportunistic access in potentially availglmary user (PU) channels. Techniques
designed for conventional channel aggregation in the $iedrbands, such as CA techniques in
LTE-A networks [7], cannot be directly applied to perform LB in unlicensed and OSA
bands. Unlike the licensed bands, unlicensed and OSA baxhibitehigh unpredictability
in the interference environment due to uncoordinated coimgpeusers. Different users may
have different CA/CB capabilities, and this heterogenaigds to be taken into account while
making CA/CB decisions. Moreover, recent works have shawat wwhen multiple users with
heterogeneous CB capabilities independently employ CBilitensed or OSA bands, this can
severely limit the performance of the bonded channels mdesf adjacent channel interference
(ACI) [3].

In this paper, we design distributed and coordinated spectaccess methods under both
signal-to-interference-plus-noise ratio (SINR) and is@h-channel models, and present a com-
parison according to several performance metrics and mktacenarios. In the SINR-channel
model, when two or more simultaneous transmissions occuthersame channel, the model
considers that this can lead to additional interferenceegivers, and a loss of communication
only occurs when the sum of interference exceeds a certeeslttbld value [8]. In the collision-
channel model, all users are in the same collision domaid,ifatwo or more of these users
transmit simultaneously on the same channel, a collisiamumcand the data frame is lost. In
practice, the SINR at each receiver is a function of the trassion powers of interfering users,
and the communication channel characteristics, such dslpss and fading. This makes the
design problem of autonomous OSA schemes under the SINR Imaalamentally different
from, and the analysis considerably more complex than utigecollision-channel model.

We particularly focus on CB-based spectrum access tecésifor scenarios where users
operate over wide swathes of spectrum and use a single nadlisceiver to combine multiple
channels. We consider two different models: (1) users cdy @ambine adjacent channels to
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use them as a single pipe, as in some WLANSs [3]; and (2) usersa@abine both adjacent and
non-adjacent channels to use them as a single pipe. Notet tisabeneficial for autonomous
users to bond multiple channels and use them as a single pipgata transmission since it
requires a single RF unit and hence simplifies a user’s treaséom hardware. This is different
from some non-contiguous CA techniques which require mpleltRF units for using aggregated
channels over non-adjacent frequency channels [9].

One special yet practically significant scenario for ourdstd problem is CB for downlink
transmissions by small cell base stations/access poihteselbase stations/access points can be
deployed by multiple independent wireless operators foa déloading purposes. Although we
consider opportunistic use scenarios, our proposed CBadstban be easily adapted to other
spectrum sharing scenarios; for example, in scenariosemmettiple users have equal rights to
access the spectrum.

The main contributions and findings of this paper are as\i@lo

« We consider spectrum access among autonomous users wetlodeneous CB capabilities,
under the SINR and collision-channel models. We proposstalalited CB method and also
a coordinated CB method that allow wireless links to arriv€B selections that minimize
the likelihood of interference between users.

« Under the SINR channel model, a CB selection method caifétf where ‘Aut’ denotes
autonomous, is proposed for scenarios where autonomous (v8g¢h heterogeneous CB
capabilities) searching for spectrum opportunities cdwg otilize their own limited feedback
information to arrive at CB selections that minimize thehability of conflict. By limited
feedback information, we mean information about a sucoesstnsmission, loss of com-
munication, or no transmission. The core idea of the progp@d¥ is that an autonomous
user is either in a persist state, in which it will select thene CB selection with a certain
probability that is a function of a channel quality metric,in an explore state, where it
will explore a new CB selection.

« We compare the performance 't to a coordinated distributed methat®'9, where ‘Sig’
denotes a signal, that utilizes simple binary feedback feospectrum access system (SAS)
[10] to arrive at CB allocations that reduce the likelihoddonflict among users. Moreover,
to provide a benchmark for the performance of the proposethads, we also compare
them against a centralized CB selection method.

« To evaluate the proposed methods, we consider the follomietgics: (1) Convergence time
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to conflict-free CB selections; (2) blocking rate, definedresratio of users who are unable
to communicate successfully to the total number of userd;3rdata rate of all users. We
show that in some scenarios, such as under low user dersity’°t9 method converges
faster to conflict-free CB selections and reduces the bhackate, as compared to the fully
distributedr®t method. However, the*" method always outperforms the'9 method in
terms of data rate, and also outperforms in terms of blockatg when user density is
high. Our empirical results show that for all the proposedhwoés, the expected number
of rounds to converge to CB selections that reduce confliabisnore thar0O2 1, where
Omax represents the maximum CB capability of a user (due to itdviaare limitations), and

| is the number of users.

« We find that CB can lead to higher data rates, and that CB is bestficial when users
have a high SINR. However, we also find that when the ratio efsit available channels
is increased, and users suffer from low SINR, then the pexdoce of CB in terms of data
rates is decreased.

The rest of the paper is organized as follows. Section Il sanmes relevant literature on the
problem of CB in OSA systems. Section Il presents the systerel. In Section IV we propose
distributed CB methods and a centralized method for a beselihen making performance
comparisons. In Section V, we present a performance evatuat the CB methods in terms of
convergence properties, blocking rate, and data rate, Hsagveletails of our simulation setup.
The paper is concluded in Section VI.

Il. RELATED LITERATURE

To address the so-called 1000X capacity challenge, neteyoekators across the globe mobile
now share the perception that expansion of cellular specinulicense-exempt and OSA bands
using innovative deployment of small cells with channel raggtion/bonding capabilities can
solve many capacity problems [4], [11], [12]. In [13], [14he authors consider adaptive OSA
techniques under the collision-channel model, where usave no CB capabilities. In [15],
the SINR model has been used to analyze the performance aic@ubus OSA methods for
capacity enhancement in multihop cognitive radio netwodgain considering that users have
no CB capabilities. The work in [16] considers the problemcb&nnel selection in dynamic
spectrum access scenarios under the collision-channetlnwath multiple collision domains,
with an emphasis on spatial spectrum reuse. In this worksuser considered to have no CB
capabilities.
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Recently, in [17], [18], the authors considered guard-bawdre channel aggregation assign-
ments in OSA systems. Different from the works in [17], [18f consider the same problem
for scenarios where channel selections are made autontymand adaptively by each user.
In our set up, there is no centralized entity that can perfoptimization of channel selection
decisions. Moreover, unlike [17], [18] where only collisikghannel model is considered, in our
work we also consider the SINR-channel model. In [3], a meament-based framework is
presented to investigate CB in unlicensed channels. In Hr®hnalytical framework is proposed
to investigate the average channel throughput at the medioass control (MAC) layer for
OSA networks with CB. Unlike our work, the work in [19] consig the problem of CB under
the collision-channel model.

The work in [20] has considered two distributed protocolsstpport channel bonding: 1)
the Static Bonding Channel Access Protocol (SBCA), whicbsua fixed number of bonded
basic channels and requires finding all those basic charamfsty before starting a packet
transmission; and the Dynamic Bonding Channel Access seh@BCA), which is able to
dynamically adapt the channel width to the instantaneoastsgm availability. In Section V, we
compare the performance of the proposed distributed bgrekfection scheme with the SBCA
and the DBCA methods.

QARAAAAY /\ NOARARAL

SU Subchan 1‘51 SU Subcha ltﬁp

PU Channel 1 V PU Channel 2 - Occupied : PU Channel P

Fig. 1. PU channels and SU subchannels

[1l. SYSTEM MODEL
A. Network Model

We consider a set df autonomous users (transmitter/receiver wireless link#) fixed trans-
mission powers. Users exhibit different CB capabilitiekeyf compete in a se® of potentially
available PU channels, whet2 = {1,2,...,P}. Each PU channel is divided into a s&f of
secondary user (SU) channels, which we refer to as subclsamiereS, = {1,2,...,.S,},pc P
(see Fig. 1). LeOy, wherek=1,2,...., represent the CB selection for a given usgr.means
no CB is implemented for the given user and a user utilizesiglssisubchannel), means two
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subchannels are bonded, and so on. Eachiuser bond up to a maximum @naxj subchannels.
Note thatOmaxj = 1 means a user has no CB capability &hghyi = Sp means a user can bond alll
S subchannels. In our model, we consider both heterogenewlissanogeneous CB capabilities.
Under homogeneous CE)mayi is the same for all users, whereas, in heterogeneous sggnari
users can have different maximum CB capabilities, Ogaxi can be different for different users.
Moreover, our model also considers both contiguous andacomtiguous CB capabilities.

In sensing-based multiuser OSA, PUs with time slotted acbase generated much interest
(see [21], [22] and references therein). In such a modelPtienetwork operates with a fixed
time slot periodTgo, Where for each time slot the channel is either free or o@mipy the PU
for the duration of the time slot. To protect a PU from harmifuérference, SUs are required to
perform periodic spectrum sensing so that when a PU becootee,ahe SUs can vacate that
channel. A SU determines whether the channel is free or eeduypy the PU at the beginning
of every time slot by sensing the channel over the pefigdse A SU may utilize the channel
only if it is determined to be free, and may subsequentlystim@ibhfor the remainder of the time
slot Tqata= Tsiot — Tsense

Broadly speaking, two approaches can be taken to effegtivillize available subchannels.
One is the multi-channel technique in which multiple fregeye channels are used for com-
munications. The other is CB, in which multiple frequencyachels are bonded into a single
channel [23]. CB techniques are widely used in shared chsnseach as in 5 GHz unlicensed
channels [24]. In our work, we focus on the second approadien\a user finds two or more
(contiguous or non-contiguous) subchannels free for comcations, it bonds these subchannels
into a single channel and transmits a larger packet.

In our model, SUs are assumed to be synchronized. This camie using one of several
available techniques. For example, synchronization beacan be provided by a spectrum
manager entity, such as a spectrum access system (SAS) mssedoby FCC [25]. Another
possibility is to utilize a primary systems’ beacon trarnssions for synchronization. Several
wireless system periodically broadcast beacons for their osers, and as SUs sense the PUs.
They can receive the beacons without causing any intederémthe PUs.

B. SINR and Collision-channel Models

Under the SINR model, if the received SINR is greater thanrestioldyp a transmission is
considered to be successful. The valueygottan vary from one wireless system to another. It
depends on various parameters such as the transmit powelyikh utilized, etc. In practice,
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Yo should be selected to achieve reasonable communicatidorp@nce between users. We
consider an additive white gaussian noise (AWGN) channadrethe received signal strength
at a receivei from transmitterj is [26]:

dij —a
Pij = Pojj prrenll B (1)
0,i]
whered;j > dgjj is the distance of receiverfrom transmitterj. The reference received power
2 L L
level Pyjj at the close in distanceyjj = maA%,Di,)\i} of receiveri from transmitterj is
[26]: R
Po,ij — % (2)

where D; is the receiver antenna length, is the wavelength of the center frequency of the
channel,R j and G;j are the transmit power and transmitter antenna gains, ceeply, of
transmitterj, andG;; is the receiver antenna gain. We consider a fixed transmigsaver for
all users. The SINR at the receiver of uses calculated as follows:
V=t , ©)
< > Pr,ik) + NoW

k=1k#]

where Pk is the interference power from transmittierat receiveri (depends on overlap of
subchannel selection)\y is noise power spectral density, aWg is the bandwidth of the
subchannel utilized by userLoss of communication only occurs whgn< yo. We calculate the
interference power from transmittkrto receiveri (given in Eqn. 3) as follows: The interference
power is found by calculating the fraction of the interfésesubchannels that the receiver is
receiving on, either directly or through adjacent subcledsir-or example, consider the situation
at a receiver that is affected by one interferer. Supposetteinterferer is transmitting on
subchannels 1 and 2 and the receiver is receiving on 2, 3, addgsume that the interferer
divides its transmit power equally over subchannels 1 andh@,receiver can directly get
interference impact from 50% of the interferer's transnutvper. The receiver may also get
adjacent channel interference (ACI) from interfererscdnnel 1, corresponding to 50% of the
interferer’s transmit power scaled down by the ACI factoC(Aactor will be O in the cases
where ACI is not modeled). For example, if the ACI factor i89(-13 dB), the receiver for the
above mentioned scenario can get interference impact fio¥h % 50%*0.05 = 52.5% of the
interferer’s power. If the receiver is tuned to subchannehB, it would only receive ACI from
subchannel 2 corresponding to 50%*0.05 = 2.5% of the interepower. If ACI is not modeled,
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receiver on subchannel 3 only would not get any power fromitikerferer on subchannels 1
and 2.

We also consider collision-channel model when evaluatimggerformance of our proposed
CB methods. In the collision-channel model bllisers are assumed to be close to one another,
and all can interfere with each other. When multiple trattars transmit over the same channel
or a subchannel, a collision occurs, i.e., the data framesisfor all colliding users. In contrast
to the SINR channel model, the collision-channel model duststake into account the effect
of SINR degradation on packet loss.

C. Contiguous and non-contiguous CB Selection Models

In our work, we consider two different CB models: 1) Usersesebubchannels for CB such
that selections are limited to adjacent subchannels, asnmreSNVLANs [3], and they are non-
overlapping selections with respect to the same CB ordezrev@B order represents the number
of subchannels bonded by a SU, and maximum CB order repseismtmaximum number of
subchannels that a SU can bond; and 2) users can bond adjaceatjacent subchannels and
also non-overlapping.

For the first model, the number of possible CB selections fgivan CB orderQy is LO%J,
and we define the set of all possible CB selections in a givammélp for Ox—1 t0 Ox—max as:

Set of 0y selections Set of O, selections

e : 4

For example, if any overlapping/non-overlapping comboratof adjacent subchannels were
allowed for a given CB orde®y_», a user bonding two subchannels out of total four available
subchannels could bond the pair of subchannels 2 and 3, amid45an addition to the
combinations 1 and 2, 3 and 4. However, 2 and 3 partially epsrlwith 1 and 2, and 4 and 5
partially overlaps with 3 and 4. Hence, for total four subuiels andOx_» only combinations 1
and 2, 3 and 4 are allowed under the first model. Under this imbgédimiting the CB selections
to adjacent and non-overlapping subchannels, the size @& aelection search (which can be
computationally intensive) is reduced. However, it alsduees the the number of available CB

selections.
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The CB limitations in the first model are addressed in the se&coodel in which users can
bond adjacent/non-adjacent subchannels and also oventpppes. For the second CB model,
the number of possible CB selections for a given CB ofders therefore(gf(), and the number
of all possible CB selections in a given chanmpefor any CB order (fromOx—1 t0 Ox—may) IS
> (8‘;) For the second model, the sE®) of all possible CB selections in a given channel
p for Ox—1 to Ox—max iS Simply the set of all combinations of sike= 1 to k = max

V. CHANNEL BONDING METHODS

When designing an efficient CB technique, one must consider interference from other
users impacts the reception of a data frame at a given usehidrsection, we first consider
the SINR-channel model for the design of efficient distrdgslCB techniques among users with
heterogeneous CB capabilities. In the next subsection,omsider the collision-channel model
in the design of distributed CB techniques. Finally, we pr#sa centralized method where a
centralized entity makes CB decisions, which provides &lbssfor comparison of our proposed
CB methods.

A. U Method

In the proposed?™t, while searching for spectrum opportunities, users @tibnly their own
limited feedback, i.e., information of a successful traizsmon, collision, or no transmission, to
autonomously arrive at CB selections that minimize thelillo®d of harmful interference with
one another. The flow diagram fe*'t is presented in Fig. 2. Changes in traffic load can be
handled by executing the CB algorithm periodically or wheggered by changes in traffic.
Current CB selections can be used as basis for the restdg®adtlam so that the currently used
subchannels will be subset of the highest CB order where Ifegithm restarts.

We now explain the important steps involved in the proposethod and motivation behind

the parameters used in detail:

« Upon becoming active, SWsets its current CB order tOmaxi, i.€., it first considers, its
maximum CB capability, and initializes its subchannelesigbn probabilities for a channel

pip) — (1 -60) <[ 1 L ]) vpe e, 5)

(s ep) ‘OI((i)max‘ |0-I(<i)max‘
p=1

p as:
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For every user i

Initialize subchannel access
probabilities, set highest channel
bonding order,

Set E[B]=1, enter explore state

v

Select subchannel set and

and associated PU channel
. Select the PU channel
Enter or Use current v associated with the
remain in » subchannel » Sense PU < subchannel set
persist state set ] selected for access
A |
Select another T
Is Yes PU channel
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packet.

No Set probability of

In ACK In Rec?uce channe'l accessing current

Explore Received? Persist P bondmg (?rder with »| subchannels to 0,

state? y state? probability P redistribute to others
evenly

A

| Enter explore
4 state

A

in persist state
with probability

explore state with
probability
P

Fig. 2: ™" Method

where®p, is the average PU occupancy of its chanpeind ol((p) is the set of subchannel

sets in PU channegp of orderk. In practice,8, can be provided by a spectrum manager
entity, such as a SAS which as proposed by the FCC. For examgiently the FCC
has suggested the use of environment sensing capabilit@)(B8vices in the vicinity of
PUs [27]. These devices measure the channel occupancy oa®U®ll as the aggregate
received power from SU transmissions to avoid any potemmtigrference from the SUs
to the PU. However, in the absence of knowledgeégfa SU can initialize subchannels
selection randomly with uniform distribution. After irglization a user enters the ‘explore’
state and set&[B] = 1, whereE|[p] refers to the sample mean of tBevalues.f is the ratio

of noise power at receivarto the sum of interference from all transmitters (excluditsg
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own transmitterj) and noise power at receiver

B= '\:i ,0<B<L (6)

N+ > Pk
k=1k#]

E[B] is measured by taking mean of tBevalues sampled across subchannels which have
been visited by a user. As the data rate is directly propoatido the SINR, it would
be logical for the channel quality metric to be a functionréwd; however, the SINR
of the current subchannel tells us nothing about the statetloér subchannels in the
system. Furthermore, a low SINR could be caused by highferece, i.e low signal to
interference ratio (SIR), by the subchannel between trétemand receiver (low SNR), or
by a combination of both. For example, a low SINR could be edus the distance between
transmitter and receiver (low SNR). If the user is expeliegdow SNR as a result of this,
then it is unlikely that switching subchannels will resultany improvement in the data rate,
and will instead lead to increased system overhead throxgéssive signalling. However,
in the case of a low SIR caused by high levels of interferesagching subchannels could
improve the data rate given there is some other subchantielanower interference level.
As low SIR can be due to specific CB selection as it is posshade the CB selection by a
user is crowded due to several other interfering userstisjeihe all or some of the channels
in the CB selection. In this case, selecting some other C8ctieh can help improve the
user performance. The proposBdakes into account such SINR-related factors. In some
scenarios, low SNR could also be the result of high level efjiiency selective fading in
the current subchannel(s) (instead of long communicatistace). Possible mobility of
users (or changes in the environment) will over time avemgethe fading effect. In these
cases, the SNR could be measured over several time slotetagavout fading, so that
SNR depends mainly on the distance for all subchannels., Ml@mherence bandwidth is
much less than the subchannel bandwidth, then averagingfdading will occur in the
frequency domain (and different subchannels likely leaditoilar SNR values for given
distance) and no time domain averaging is required.

To obtainf3, we need to measure the noise leMgl One way is to use receivers that can
switch the input chain to use internal termination, whickagly reduces the incoming signals
and provides mostly a signal-free estimate of the noisd.léuether way is to use signal
processing techniques to locate signal-free samples antham for noise floor estimation.
One such technique is Minimum Value Processing (MVP), inclwlone obtains a running



12

average of the received squared signal, obtains a large eruofitsamples of it, and selects
the minimum value out of them. The key in avoiding negativashis a sufficiently large
averaging window for the running average. The obtained mmumn value is the estimated
noise floor. Other noise floor estimation techniques incliseforward consecutive mean
excision (FCME) algorithm [28], which has been used in mamgasurement studies [29].
Note that in the first time slot when a user becomes activenhcgahave any knowledge
of the expected value db for different subchannels. In this case a user can eithet sta
with a pessimistic value which will b&[f] = 0 or an optimistic value oE[B] = 1. In
our work, we consider the optimistic value. Note that imnagely after becoming active
the user measurds for different subchannels over next time slots and updatihéoreal
estimate.

After initialization, in later time slots, a user can be eithn the explore or persist state.
When the user is in the explore state, the user selects aautehCB set randomly. When
the useri is in persist state it utilizes the previously used subckaset. The user then
senses the associated PU channel of the selected subckatoeger the periodsense One
of two possibilities can occur: 1) The PU channel is found ¢odacupied; or 2) The PU
channel is found to be free.

If the PU channel is found to be occupied, the user remainest guid utilizes the remaining
time period of the frame to measure tfe(see Eqn. 6) over another PU channel that is
randomly selected out of the remaining channels.

If the PU channel is found to be free, data is transmitted tvemperiodTyaa. One of two
possibilities occur: 1) Successful transmission; or 2) ldesssful transmission.

If the SINR at the intended receiver is greater than a thidsraueyyp, then the transmission
is successful and an acknowledgement (ACK) is received éy#er. In this case there are
two possibilities: 1) the user is currently in the exploratstand will enter persist state;
and 2) the user is currently in the persist state and willreexplore state with probability
Pexpiore It is important to note that due to the relatively smalleesof the ACK packets, it is
less likely that the ACK packets could also experience padsses. Also, to reduce further
ACK packet loses they may be transmitted with more robusinggohodulation/control
rate techniques. For example, in [30] the authors have siiggehe use of low rate ACK
transmission where packet ACK are sent with lower contrtéd if 1Mbps. Lower rate for
ACK can lead to lower requirement for SINR tolerance.
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I:)explore: \/CIBE[B](]-_ B)Za (7)

where{ > 0 is a constant, an@g represents a counter which counts the number of time
slots sinceBnew #* Bold-

Motivation for the use of channel quality metric B and Peypiore:

When a user finds successful CB selection for usage it is lpestfiere is some other CB
selection that is better than the current one. To take intowaat this, a user after successful
transmission can enter the explore state with probalilityiore It is important to note that
to avoid constant exploration (and hence constant subehawitching), Pexpiore decays
with time after a user is able to find a CB selection for sude¢ssibchannel utilization.
The probability Rxpiore takes into account the data rate on the current subchandehan
likelihood of another subchannel offering an improvemdiitis is achieved by utilizing
the proposed channel quality metfic In the presence of no interferenfieis equal to 1,
while as interference increasps— 0 asz{(zl’k#j Prik — o. As the value o3 decreases, the
potential of improvement to data rate by changing subchaassignment increases. The
metric 3 therefore reflects how beneficial changing subchannel mss&gt can be, while
being strictly between the values of 0 and 1. The consfantO is a weighting factor.
For { = 1, the parameter has no impact on fgpore However, wher( > 1, it reduces
Pexpiore A careful choice of¢ in Pexpiore is required: if it is set to a very high value, then
we may not be able to achieve convergence to a state wherg exgaeriences the highest
value3; on the other hand, if it is set a too low value, then it encgasamore exploration
and hence subchannel switching more often among the Usgsreflects the state of the
channels visited by a user over period of time &J@] — O means that the channels are
of poor quality. In this case further exploration can incafyooverhead costs in terms of
subchannel switching. Hence, in Eqn. &§ore— 0 also asE[B] — 0. Moreover, Rypiore
should also take into account the fact that if a user afteiirfndubchannel selections for
utilization is not able to find new subchannel selectionenaffy an improvement then the
user should explore less often as exploration incurs costrms of subchannel switching.
If the SINR at the intended receiver is less than the threstalueyp then the transmission
is unsuccessful and no ACK is received by the user. In thie tasre are two possibilities:
1) The user has been successful in a previous transmissiog te subchannel selection
and is currently in persist state, it will persist after aé with the probability Bersist in
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the next slot. Bersist for such cases is given by:
1 1
Ppersist= 1 — — 8
persist <(Tscs— (Ttail — 1)) Tscs) ®
whereTscsis the number of time slots the user has been utilizing theeatisubchannel

selection (SCS) set. Note th&¢csafter first failure is always greater than orfigy; is the
number of time slots the user has had failed transmissiorherctairrent subchannel. Note
that Ryersist= 1 in the first time slot after a failed transmission, and dases with each
further failed transmission.

Motivation for the use of Ppersist: When a user is in the persist state, it means it has
been previously successful on it's current subchannel \&ten it experiences a failed
transmission in the current time slot it can be that at leastioterfering user has attempted
to utilize at least one subchannel in the current set. Thexdveo outcomes in this case:
1) that all interfering users experienced a failed transimisand were unsuccessful, or 2)
at least one of the interfering users had a successful tiaagm and has entered persist
state. In the first case, all the interfering users will condi in explore state and attempt to
utilize different subchannel sets in the next time slot.sThill likely lead to a successful
transmission as interfering users will not select the sambetsannel selection and the user
can get improved SINR. In the second case where at least otiee ahterfering users is
successful on the subchannel set and enters persist sateyrrent user of the subchannel
set may or may not continue to have failed transmissionsg®ggte interference levels may
change depending on the subchannel selections of othefeimtg users. As the number
of sequential failed transmissions increases, the mosdyliik is to be caused by at least
one persisting user in the current subchannel set, and eo$ exploring the subchannel
set. In this case, it is desirable to enter explore state awdafinother set of subchannels to
utilize. We therefore base the probabilityeRist as a function offscsand Ty -

2) The second possibility is that the user is in explore stéaig was unsuccessful on this
subchannel. If the user has CB select©@g wherek > 1 it will reduce its CB order by 1
with probability Reguce it then sets the probability of accessing the current saibcél set
in the next time slot to 0. Byuce (the probability of reducing CB order by 1) is given by:

Preduce: B+T|Im(21_E[B]), (9)
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whereTiy, is defined as:

o Taa
Tnm:mln{l, a‘g”e}, (10)

whereTactive IS the number of time slots the user has been active in theonket@ndd > 0

is a parameter set sufficiently high that the estini&g accurately reflects the state of the
channels in use. For example diis set tod = 1 this will mean that even when for the case
where the user has been active since only a few time 8l{fis will have high influence
on reducing CB selection when a user gets unsuccessful isriasions. Howevek [B]

is an estimate and it would be good for a user to collect mongpges of3 to have better
estimate ofE[B]. Hence, higher values fd¥ allows a user to take decision of reducing CB
selection based on better estimate<(].

Motivation for the use of Prequce: EVen in the presence of no interference it is possible that
channel quality between a transmitter and its receiver ggatked due to bad signal-to-noise
(SNR) ratio. For example, it could be caused by the distamteden a transmitter and its
intended receiver (low SNR). In such scenarios it can bed#gsent to communicate with

a higher CB selection, as lower CB selection can improve thwemge. Reducing the CB
order in such scenarios may be desirable as a transmitterspeyd the same amount of
power in a smaller bandwidth and hence may improve its SNRe pitobability Requce
ensures that when transmissions are failed the probalmfizeducing CB order is high
wheref3 is high, in which case a low SNR is likely the cause of the thlnsmission. In
the case of lower values @ where interference may be the cause of failed transmission,
the probability of reducing CB order increases with failehsmissions. This is due to the
reason that as a user explores channels it mostly measuvegloes off3 which in turn
decreases the estimaigf]. Low values ofE[f] means most of the subchannel are poor
quality and by reducing CB order a user may increase its SINR.

« If a user enters explore state after a previously successfutmission and finds a subchan-
nel set on which it can communicate successfully, it willgp&rwith the new subchannel
set if B of the new set is greater thgh of the previously utilized set. Otherwise it will
persist with the previous subchannel set.

B. Ther®!9 Method with SAS Coordination

To protect the PUs from interference and to facilitate thersiseeking to utilize the spectrum
for secondary usage, recent approaches to spectrum shasneguggested the use of a spectrum
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manager entity, such as SAS [10]. In SAS based systems teultidependent users may be
required to register their information (which can includB €apabilities, location information,
etc) and also to inform their subchannel selection decsstona SAS [10]. In our work, we
ask the following question. In the presence of a SAS systelnigiwhas such user information
available; can it be utilized for efficient CB selections? Waticularly focus on the scenarios
where the information can be made available with minimunriosad.

Under the collision-channel model, where only a single user utilize a given channel when
in interference range, a SAS entity with knowledge of usenctel and subchannel selections
can help users to converge quickly to subchannel selectimtsminimize the probability of
collisions. This can be achieved withw overhead information exchander example, a SAS can
inform users with a single bit if they should utilize a givarbshannel. A user can inform the SAS
of it's channel and subchannel selections only when it changs selection. This information
exchange between the SAS system and the users can be aaméawgdhe concept of anchoring
the control channel which is recently proposed in [4]. IrstApproach, through aggregation, the
connectivity on the opportunistic access spectrum alwayses with the connectivity on the
more reliable spectrum. The control signaling always happmn the reliable channel such as a
licensed or an unlicensed channel with no incumbent. Naettie proposed method does not
allow for any information exchange between users. Alsohm groposed method, we consider
interference range to be twice the transmission range oka Uikis is a typical assumption in
standard literature when considering interference ranges

It is important to note that unlike the collision-channeldef under the SINR-channel model,
a SAS entity using the above low overhead information exghdn obtain the knowledge of all
users’ SCS selections at a given time instant can be of hilp to users to converge quickly
to those selections that minimize the probability of inteehce. This is due to the reason that
different users can have different sets of interferers ¢tlaat cause loss of communication, and
hence the universal knowledge of SCS selections obtaingldb$AS entity (as explained above)
may not lead to efficient SCS selections.

The important steps involved in the proposet® method are explained below in detail.

1) SAS information exchangdJsing knowledge of user locations, the SAS determines the
users that are within interfering range of a particular uBased on this, and the subchannel
selections of the users that are within interfering range o$er; the SAS generates a subchannel
status bit-map for each user. Each element of the bit-maggoonds to a subchannel, where
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a value of 1 indicates that the subchannel is singleton,aaupied by only a single user, that
is within the interference range of the user. A value of 0 ¢gatks that the subchannel is either
free, or utilized by 2 or more users within the interferingiga of the user.

™9 Method

a) Each useri part

Initialize Oy_max and each element of the local binary subchannel statumdgitto O
Update binary subchannel status bit-map if new bit map receivethf@AS
Selectuniformly at randomOy non-singleton subchannels associated with a PU chamnel
Inform Inform SAS of the subchannel selection.
Sensethe PU channel associated with the selected subchannels.
if PU is presenthen
Enter State= persist, Return t@enseand wait for the next time slot.
else
Transmit data
if Successful communicatiotmen
Enter State= persist, Return t@enseand wait for the next time slot.
else
Enter State= explore.
Check for the availability of at least one other non-singleton chdnnel set of orde®y.
ReduceOg — Ox_; whenk > 2 and no non-singleton subchannel set of or@gris available.
Return to Update
end if
end if

b) SAS part

Collect subchannel selections of every user

Generate bit-map of subchannel status, non-singleton channel suineis= 0, singleton channels- 1
Communicate bit-map to users.

Update subchannel selections when received from a userRetdrnto Generate

2) Subchannel selection and utilization:

« A user initializes a local binary subchannel status bit-ntap length of which is equal to
the total number of usable subchannels. Each element ofittnealp is initialized to 0. The
user sets it's current CB ord€dj = Omax;.

« After the initialization phase, a user then selects rangiamith uniform probability anOy
order subchannel set out of those subchannel sets that mentty free and its associated
PU channel. The user communicates its subchannel selectitme SAS and senses the
selected PU channel for the time peridgnse One of two possibilities can occur: 1) The
PU channel is found to be occupied; or 2) The channel is free.

« If the channel is found to be occupied, the user remains qglfiehe channel is found
free, data is transmitted. One of two possibilities occyrsdccessful transmission; or 2)
unsuccessful transmission.

« If the transmission is successful then the user enters aspstate and selects the same
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subchannel set in the next time slot.

« If the transmission is unsuccessful then the user remaias iexplore state. If there is no
other subchannel sets of the ord&; with status 0, according to the local binary subchannel
status bit-map , then the user reducg by 1.

o The user updates the local binary subchannel status bit#caprding to the bit-map
received from the SAS, and returns to the subchannel setestep.

C. 1°®" centralized method for subchannel selection

To establish a baseline for comparing the results obtaineu the proposed® and m°!9
methods, we consider " centralized method to the CB selection problem. A centdliZB
and subchannel allocation solution that performs an exhvausearch over a set of all possible
subchannel sets fdr users with different distances, subchannel and interéereronditions is
computationally intensive and becomes numerically utditsle beyond a certain number of users.
The 1°®" method finds a subchannel assignment for all users in theorletivat maximizes the
data rate of the network such that each user is able to sdigbgssommunicate. The steps
involved in thet®" method are explained in detail as follows:

« Step 1.The method works by first assigning a differapt subchannel set to each of the
| users. When no unused subchannels remain, the centralieftbdngoes through all
subchannels one-by-one and assigns a subchannel that imexidata rate.

« Step 2:The method then attempts to incre&3geby trying one by one different CB orders
Ok for a useri. For instance, if the usar has Omaxi = 3 then the method first tries all
subchannel sets af, for the usen and then all subchannel sets @f. While trying each
subchannel set, if there are any interferers on this newhsuhne| set, it attempts to relocate
the interferers by trying all possible subchannel setsheirtcurrentO;) assignments for the
interferers. The method calculates data rate for each ro@imtrease inOx. However, the
subchannel assignments are only updated if the total ditéas increased. The assignment
that maximizes the data rate is utilized. The above stept@fgts to increas@y is repeated
one by one for all the users in the network.

« Step 3:0nce step 2 is performed for dllusers, the method checks whether at least one
user has a different subchannel assignment after the ¢utezation. If this is true then
an improved subchannel assignment has been found in thentuteration for at least 1
user, and the method proceeds to the next iteration in whegh2is repeated again. If this
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is false then no improved subchannel assignments were ftarnahy user in the current
iteration, and the method ends.
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Fig. 3: Ratio of time average data rate of thE®" subchannel assignment to the optimal
assignment.

In Fig. 3 we show that the utilized“®" method performs close to an exhaustive search, and
hence can be utilized as a benchmark for performance cosopeti Fig. 3 presents the ratio of
time average data rate obtained usingfi&"to the optimal solution, where the optimal solution
is found by an exhaustive search of subchannel assignnmtet4.00 random network instances,
we perform an exhaustive search over all possible subchatfioeations in the scenario that
|Sp| = 1. Because of the computational complexity of the exhauste@rch, which increases
exponentially with the number of PU channels, we considerctises of only 1 and 2 potentially
available PU channels for comparison. It can be seen thakernoally the mean decrease in
throughput for thet®" method over the optimal solutions are found to be 0.0026% 0a®006%
in the 1 and 2 channel cases respectively.

V. PERFORMANCE ANALYSIS OFCB METHODS
A. Convergence evaluation of'" and /9 methods

In this subsection, we first show that the propoself method allows the network to arrive
at a conflict free channel allocation within a finite time pelii The proposed method converges
for the scenarios where the number of usable subchanndiénvitie same collision domain
is |Sp| > | users. We also provide the expected number of time slotsreshio arrive at a
conflict-free allocation using the>'9 method. For analytical convergence analysis, we consider
a difficult scenario where all users are within the same collision domain, asgl = 1.

Let E[T(n)] denote the expected number of time slots required for thearktof | users to
arrive at a conflict-free CB allocation starting from thetiadi staten. When| users operate in
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the network then using the>'9 method, the stochastic subchannel selection processsiraise
can be modeled as a finite-state Markov chain with a finiteSsétet

S={nn-1n-2,---,1}, (11)

where each element of is a state representing the number of users randomly sajeeti
subchannel in a time slot. Set forms the state space of the subchannel selection process.
For instance, wheh = 4 users operate in the network, there are 4 states in the Matkain,

S =1{4,3,2,1}, a state(n =4) means that all 4 users randomly perform a selection in a time
slot, a statgn = 3) means that 3 users randomly select while 1 user does notrpertmdom
selection in a time slot, a state = 2) means that 2 users randomly select while 2 users do not
perform random selection in a time slot, and sfate- 1) is the state in which no user performs
random selection.

Definition 1. A state i in a Markov chain is called absorbing if the chain ins&y in state
i with probability 1 once it has visited that state. The ssatkat aren’t absorbing are called
transient.

Definition 2. A Markov chain is called absorbing if every state i has a pathsoccessors
i — i’ —i” — ... that eventually leads to an absorbing state.

The above Definitions 1 and 2 are given in [31]. The initiatestaf the stochastic CB selection
process in=1, in which all | users randomly perform a selection in a time slot. If the Mark
chain is currently in stateit moves to statg at the next step with a transition probability denoted
by Bj. We say that in a given time instant, the process moves forwéen the number of users
performing random selection changes due to one or more gséFsting singleton subchannel.
It stays in the same state if the number of users performindgam selection remains the same.
For example, when = 4 users, the process starts in state 4. In the next time slot, it will
remain in staten = 4 if no user selects a singleton subchannel, it will move &iest = 3, if
one user selects a singleton subchannel, and so on. Wheseai have selected a singleton
subchannel then they settle down in terms of subchannetts®is. Hence, in the next time
instants the network remains in that state. Hence, the deresi Markov chain is absorbing in
which state 1 is absorbing and all other states are transient

Proposition V.1. For an absorbing Markov chain, the probability that the amaventually enters
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an absorbing state (and stays there forever) is 1.

The staten =1 is called absorbing as transition probability from stat® 1 is one. In other
words, once the system hits state 1, it stays there foreudraing able to escape. This is due to
the reason that when all users have selected a singletohaufel, i.e., a subchannel occupied
by only a single user, they settle down in terms of subchasakctions in this conflict-free
state. Hence, in the next time instants the network remairibat state. Hence, the considered
Markov chain is absorbing in which state 1 is absorbing.

Proposition V.2. For an absorbing Markov chain, the time that it takes for tlnaia to arrive
at a certain absorbing state (a random variable) has finitpemted value.

The transition probability from any statdo j, giveni # 1, is greater than zero, and also the
transition probability from the stae=2 toi =1 is greater than zero. Hence, it takes finite time
to reach the absorbing state, i.e., the statel.

The above propositions 1 and 2 are proved in [31].

To calculate transition probability from stakdo j for the considered stochastic subchannel
selection process, we need to consider the probabilitythah in a staten users select uniformly
at random randomly out af subchannels, exacttyof these users will select singleton selections,
i.e. a subchannel occupied by only a single user. This piibtyais given by [32]:

n I 2 _ Q\N-s
Pnn=2 ((ni'sn) (S—lr)!r! s n? (=17

=y

(12)
0<r<n.

Let P represent the state transition probability matrix of ancabisig Markov chain in canonical

-(37)

wherel is an identity matrix,0 is a matrix with all zero entrieRR is the matrix of transition
probabilities from transient to absorbing states &hds the matrix of transition probabilities
between the transient states. The transition probabilayrisnP for the absorbing Markov chain
of subchannel selection process can be constructed usimgl2qFor example, for = 4 users,

form:
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using Egn. 12P can be calculated as:

Q R
state 4 state 3 state 2 state 1
state 4| Psa=p(4,0) Pyz=p(4,1) Ps2=p(4,2) Pa1 = p(4,4)
o state 3 P3s=0 P33=p(3,0) Ps2=p(3,1) P31 =p(3,3)
~ state 2 Pos=0 Pz =0 P22 = p(2,0) P21 =p(2,2)
state 1 k Pa=0 Pi3=0 Pi=0 | Pu=1
(0] |

Using the standard theory of absorbing Markov chains (ptesein [31]), one can calculate
E[T (n)] for the subchannel selection process starting from théirstaten as follows. LetN
be fundamental matrix which is given By = (1 —Q)~%, wherel is an identity matrix and is
the matrix of transition probabilities between the transiates. In [31], it has been shown that
theij-entry of the matrixN gives the expected number of times the Markov chain is iregtat
given that it starts in state Hence, using thet™9 method, when the network starts from the
initial staten= N, E[T(n= N)] until convergence to a conflict-free allocation for the nativ
is given byE[T(n=N)] = z’j\‘zl Ny jCj, whereNy j is the jth entry of the first row of matrix,
andC; is the jth entry of vectorC. All entries of C are 1.
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Fig. 4: Expected time to converge to conflict free subchased#dctions of thet'9 and 1t 8
methods as a function of users, under collision-channel model. The number of avila
subchannel§Sp| =1, and Omaxi = 1Vi

In Fig. 4, we compare the results given by the analytical etguetime to convergence we
derived in Section V-A and the calculated expected time tavemgence from a Monte Carlo
simulation. Observe that the values calculated from M@uado simulations agree perfectly
with those obtained from the presented analytical model.

In Fig. 4 we also evaluate and compare the expected time teeopa (E[TTC]) to conflict free
subchannel selections (in terms of time slots), ofrfi€ method both analytically and simulated,
with a method proposed in [21], as a functionloincreasing users. Moreover, we consider a
difficult scenario under collision-channel model where tisenber of available subchannels)|
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TABLE [: Simulation parameters

Site radiusNg 50 and 100 m
Minimum distance between transmitter and receiyel8 m (High SNR) and
16 m (Low SNR)
Maximum distance between transmitter and receiyer 40 m
Center frequency 2.4 GHz
PU channel bandwidth 20 MHz
Number of subchannels per PU channel 8
Maximum transmission power 30 mW
Transmitter and receiver antenna gain 1 dBi
Transmitter and receiver antenna length 5cm
PU channel occupancy rate 30%
PU channel occupancy model independently and
identically distributed
Path-loss exponert 3
SINR thresholdyg 5dB
Explore parametef 5
Reduce parametey 30
Simulation iterations 1000
Time slots per iteration 1000

is equal to the number of usersThe method proposed in [21], which we will refer to &>,
considers autonomous selection of channels for users witiihe only their own feedback
information from their previous subchannel selectiong] aave no CB capabilities. It can be
seen from Fig. 4 that the¥ method allows the users to quickly converge to conflict-free
selections, as compared to the® method and™ method. The reason for this is as follows:
In the '9 method, users have additional binary feedback via an SASmsyswhich allows
them to determine which channels are currently free, wisetear® B and "t methods may
utilize only their limited feedback from previous subchahselections. For the distributgd't
method, we only numerically evaluate its convergence. delewte that providing closed form
expressions or upper bounds for convergence times areuttiffar the "t as the complexity
of the problem makes the analysis intractable.

B. Numerical analysis model and results

Using numerical analysis, we evaluate and compare theldistd and coordinated methods
in terms of data rate of all the users, user blocking rateragee CB selection utilized. We
also compare the methods in terms of data rate to the cemetlatt®" method which serves as
a benchmark in terms of the proposed methods performancélble | we present the main
simulation parameters.

1) Data rate: In order to calculate data rate for each network iteratior, a@nsider the
subchannel selections of all users after 1000 simulateel siots. Based on these final subchannel
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selections, we calculate data rate based on the Shannoaityajoamula:
! Ok iWpii
rsum:i;(l—ep,o |5fp7i'|°
where8p is the average occupancy of PU chanpeDy; is the CB order of usei, W is the
bandwidth of PU channgb used by user, |Spj| is the number of subchannels in PU chanpel
used by user, andy; is the SINR of user on it's current subchannel setf. Average sum data
rate results are plotted by performing simulations usingeissg Monte Carlo runs and in each
Monte Carlo run calculations are done using Eq. 13.

log2(1+Vi), (13)
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Fig. 5: Average sum data rate achieved by t¥' and 9 methods as a function df with
|Sp| =8, Nr =50m, and users with heterogeneous CB capabilities. i.e, maxii@8 capabilities
are uniformly selected fror®maxi = 1 t0 Omaxi = |Sp

Average Data rate comparison under high and low SNR scenar®

In Fig. 5 we present a comparison of average data rate achiesimg ther™™t and 519
methods as a function of Number of usérfor a fixed number of subchannels,| = 8. We
consider tha?™ method under two different scenarios: 1) users can only boadjacent non-
overlapping subchannels, which we cafi*t (ANO); and 2) users can bond any combination of
k subchannels, which we catt®'t (APS), where APS means all possible selections. It can be
seen from the figure that of the two CB methods, ¥ method achieves the highest sum data
rate for the network under the both ANO and APS scenarios.r&ason for this is as follows;
the 9 method does not allow users that are within interferencgaarf one another to select
the same subchannels, whereas in th¥ method a user does not select a subchannel only
when the SINR it experiences is below the threshgldcausing a collision. As a consequence,
under ther®'9 method users do not bond channels in circumstances wherayitom beneficial
in terms of throughput. It can be also seen that ¥ (APS) due to its freedom to use both
contiguous and non-contiguous CB selections outperforrasit't (ANO).
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Moreover, in Fig. 5 we also evaluate the impact of SNR on tleppsed methods. This is
important, as even in the presence of little to no interfeeeit is possible that channel quality
between a transmitter and its receiver is degraded due t&GNR. One factor that can impact
the SNR is the distance between the users. We consider twarseg, where the minimum
distance of receivers from their transmitters is no less #an, and 16 m, respectively, and in
both cases a maximum distance is no more than 40 m (betweamsntitter and its intended
receiver). The maximum distance is selected so that at taismum distance a user without CB
can successfully communicate given that there is no imemfe (based on the other parameters
such as path loss exponent). It is possible that a receivgrbedocated closer to interfering
transmitters than the 8 m / 16 m minimum distance. Increaiegminimum distance from 8
m to 16 m reduces mean SNR. We will refer to the case of 8 m mimrdistance as the high
SNR scenario, and 16 m case as the low SNR scenario from heteaam been seen in Fig. 5
that under high SNR the®"t (APS) achieves the highest gain in sum data rate for the mktwo

200

190 -

; ;
180 - R \

17or DBCA

60 ’Wmvw 7

SBCA

Average Sum Data Rate (Mbit/sec)

0 50 100 150 200
Time Slot

Fig. 6: Performance comparison of the proposéf method with the SBCA and the DBCA
methods. Average sum data rate achieved by the methods asteofuof time slot index, with
|Sp| =8, Nr=50m, and 8 users with maximum CB capability of bonding 3 subckésin

In Fig. 6 we present a comparison of average sum data ratevachby the proposert™!
method with the SBCA and the DBCA methods. It can be seen flafigure that of the three
distributed CB methods, the*"t method achieves the highest sum data rate for the netwogk. Th
reason for this is as follows: the SBCA and the DBCA methodsdbutilize any adaptation
in the choice of CB selections, whereas, the propagéti method utilizes adaptive CB, where
adaptations are in the choice of CB selections taking inttaat the channel quality metric
B. The adaptiver™ method enables the users to select those CB selectionsnttratise the
likelihood of achieving higher data rates, as compared ©©SBCA and the DBCA methods
that do not employ adaptations in CB selection.
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Fig. 7: Average sum data rate achieved by ti# under the APS and ANO CB selections as a
function of Number of userk, where|S$,| = 8, and ACE= 5%. Users are with heterogeneous CB
capabilities. i.e, maximum CB capabilities are uniformdyexted fromOmaxj = 1 t0 Omaxi = |Sp|

Average data rate under adjacent channel interference (ACk

In Fig. 7 we evaluate the impact of Adjacent Channel interiee (ACI) on performance of
the ™ method under the APS and ANO CB selections. ACI is set to 5%kwhieans 5% of
a user’s transmit power is leaked to its adjacent subchanki¢g consider high SNR scenario
(with the same parameters as used in Fig. 5. Comparing Figd5ay. 7 for ther™™t method
, it can be seen that ACI degrades its performance. Howaf&r APS outperformgr™t ANO.

Average sum data rate under maximum CB capabilities:

Fig. 8a shows that allowing maximum CB capability for all theers results in higher sum
data rate for the network only when the network site radNgss twice as considered beforsr
is the radius of network circle in which users are randomlgloged. When compared with the
sum data rate achieved by th@" (APS) method under high SNR and the same network radius
of Nr=50min Fig. 5. It can be seen that when there are few number of tisersum data rate
is increased when all the user have maximum CB capabilityoaspared to when they have
heterogeneous capabilities as in Fig. 5. However, as théauof users in the network increases
it can be seen that the heterogeneous CB capabilities soendfig. 5 and the homogeneous
maximum CB capabilities scenario in Fig. 8a obtain the sanme data rate for the network.

Average CB Usage under maximum CB capabilities:

Fig. 8b present average successful CB usage for a user urei@t method for the scenarios
where all the users have maximum CB capabilities. It can be #em the figure that for network
site radiudNr = 100m, and high SNR, allowing maximum CB capability for all the isseesults
in average successful usage between 3.5 bonded subchtm@di®nded subchannels when the
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Fig. 8: a) Average sum data rate achieved and b) Average ssfot€B utilized under the"t
with APS CB selections fofSp| = 8. Each user is with the same maximum CB capability which
means that each user has the ability to bond all the subclzanne

number of users is varied from 4 to 16. When network site mdiureduced tdNg = 50m while
keeping the other parameters same, then the average dut€&Bsisage varies from 2.7 to 1.4
bonded subchannels under high SNR, and it varies from tao213tfor low SNR. The results in
Fig. 8 show that for the™"t method average successful bonding order usage is greateotte
for all studied cases. However, it is also true that as the odtusers to available subchannels is
increased then the average bonding order that a user caessfudty utilize is decreased. When
the ratio of users to available subchannels is increasedutienately there comes a point where
CB can be of no benefit to a user as the user can successfuiie wihly one subchannel for
access. This means that the proposed distributed CB meiiies gither better performance or
equal performance as compared to the scenarios when nongpisdutilized.



28

1200 1 —ge— 7Cen igh SNR

- %= 7% | ow SNR
1000 [ —A— 7519 High SNR
- A- 759 | ow SNR
800 1 U (ANO) High SNR
U (ANO) Low SNR

Sum Data Rate [Mb/s]

4 8 12 16 20 24 28 32
Number of users

Fig. 9: Average sum data rate comparison betweenrtf& 19 and them®" methods as a
function of Number of users. Number of subchannels is increased with the number of users
i.e., |Sp| =1

Average sum data rate Comparison with benchmark Centralizel method "

In Fig. 9 we present a comparison of the data rate achievechéydistributedr™ and
™9 methods to the data rate achieved using the close to optiematadizedr©®" method. The
results show that of all the CB methods presented, & performs the closest to the~e"
solution. With 4 users and 4 subchannels, wigiyi = 3Vi, the average data rate achieved is
approximately 123 Mb/s with the©®" method and 107 Mb/s with the®"! method. In other
words with 4 users, the?™ achieves average data rate of 87% of that achieved by close to
optimal T©®" method. The gap in performance betweentifi# and®®" methods does however
increase with the number of users. For double the numbereatuthe performance of thé''"
decreases to approximately 77% of thfe®" method, reducing further to 69% with 32 users.

2) User blocking rate:lt is logical that as the number of users increases while thraber
of subchannels is constant, users will experience high@ldeof interference, and some users
will be left unable to communicate on any subchannels with yp. We consider blocking rate
to be the ratio of the mean number of blocked users per iterdt the total number of users:

Iblocked
|

In Fig. 10 we present a comparison of the blocking rate olestusing tha?™ under the APS
and ANO selections, and also'9 as a function ofl users withOmaxi = 3, again considering
both high and low SNR scenarios. The number of subchanndieei |S,| = 8. As previously
mentioned, users in the*"! method do not select subchannels only when SINR is below the

Rblocking = . (14)

thresholdyp. In the scenarios where a user is causing interference sythut not experiencing
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Fig. 10: User blocking rate of the®"! and 19 methods as a function of Number of usérs
high interference levels, the user may utilize a higher CBeorand deprive other users of
successful subchannel selections. As a consequence, dbkirty rate of ther™ method as
compared to thet™9 method is greater for such scenarios.

The results in Fig. 10 show that the blocking rate of tt# method is lower than the\t
with ANO selections method, when the number of users is lems 16 in the high SNR case, and
10 in the low SNR case. However, its blocking rate is highantther™ with APS selections
method. For an increased number of users, i.e. as the ratisess to subchannels increases,
the blocking rate of the?*"t method under both ANO and APS selections is lower tharriife
method. This shows that the information provided by the S&®&lér the assumption of collision
domain model) to users in the>'9 method is useful for reducing conflict between users when
the ratio of users to useable subchannels is suitably loventhe ratio of users to subchannels
increases, it becomes increasingly likely that all subok&nare determined by the SAS to be
in a state of conflict (i.e. state 0), therefore the subchlastaus bit-maps no longer contain
any useful information. In reality two or more users withimdrference range of one another
may select the same subchannel, with interference level€fmugh not to cause a collision. It
is for this reason that the limited feedback informatiodized in ther™“' method proves to be

more beneficial as the ratio of users to subchannels grogs.lar

VI. CONCLUSION

In our work we consider both the collision, and SINR channetleis to analyze the problem
of CB. We present a fully autonomous CB method designed uhéeBINR channel modei?™,
in which users utilize only their limited feedback on prawsatransmissions, and measurements
made while unable to transmit. We compare the performandhef?®t, with a method we
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design under the collision channel model; &9 method, and a close to optimal centralized
solution; ther®®" method. The two distributed methods differ in terms of infation available
to users. In thet'9 method, users inform a SAS of their subchannel selectiohg&ghin turn
informs users of the state of each subchannel through aybliiemap. We have shown that
the scenarios where the number of subchannels is at leaseasa the number of users, the
™9 scheme which is designed under the collision-channel meatelhelp users converge fast
to reduced conflict channel selections, and also reduce ltegking rates. One reason for this
is due to the simplicity of the collision-channel model, wh@nly a single user can utilize a
given channel when in interference range. We find, howebat, when users have the ability
to bond channels and/or when the number of available subefsis less than the number of
users, thet'9 scheme can result in conservative spectrum reuse due t® atsempting to avoid
using the same subchannel selections as other users. Wetlshbwhe ™"t scheme which is
designed under the SINR-channel model considerably dotpes the™9 in such scenarios.
Moreover, we also show that under all scenariostifi¢ scheme outperforms the>'9 scheme

in terms of data rate of all users.
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