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Abstract—This paper investigates a signal area (SA) estimation
method for spectrum measurements. The spectrum measure-
ments is for estimating statistical information of spectrum usage
and required latency is not very critical compared to spectrum
sensing. SA denotes the area (in time/frequency domain) occupied
by the primary user’s signal. The traditional approach, which
utilizes Fourier transform (FT) and energy detector (ED) for
SA estimation, can achieve low complexity, but its estimation
performance is not very high. For this issue, we propose a post-
processing, simple SA (S-SA) estimation. S-SA estimation exploits
the correlation of the spectrum states among the neighboring
tiles, i.e., time/frequency grids, and the fact that SA typically
has a rectangular shape to estimate SA with high accuracy and
relatively low complexity compared to a conventional method,
contour tracing based SA (CT-SA) estimation. Numerical results
will show that the S-SA estimation method can achieve better
detection performance than CT-SA. Furthermore, it can reduce
the computation time compared to the CT-SA estimation.

I. INTRODUCTION

In the wireless communication field, spectrum scarcity
problem is a pressing problem. On the other hand, spectrum
utilization measurement reports have revealed that the utiliza-
tion rate of most of the licensed spectrum is not very high in
spatial and/or temporal domains. The portions of spectrum left
unused are commonly referred to as white space (WS) [1]. For
this problem, dynamic spectrum access (DSA) with cognitive
radio techniques employed by the unlicensed user (secondary
user: SU) on the spectrum owned by the licensed user (primary
user: PU) have been investigated [2]. In the DSA, the SU can
utilize the vacant spectrum as long as it will not cause any
harmful interference to the PU. To enable DSA, a technique
for understanding the state of the spectrum, i.e. whether it
is vacant or occupied, is necessary. Spectrum sensing [3]
techniques have been investigated in order to understand
the instantaneous spectrum state. However, it requires high
accuracy, low latency and low cost and it is difficult achieve
the all requirements. One potential approach to solve the issue
in spectrum sensing is smart spectrum access (SSA) which
is an extended DSA that utilizes useful prior information,
such as statistical information of PU spectrum usages [4]. The
statistical information can enhance not only spectrum sensing
[5], but also other techniques, such as spectrum management,
channel selection and MAC protocol design [6], [7]. One
important issue in SSA is the implementation cost of the
function obtaining the prior information, especially at wireless

terminals. For this issue, we proposed a system architecture
consisting of two layers in [4]: the first layer corresponds to
a DSA system and the second layer is a spectrum awareness
system (SAS). In the two-layer SSA, the SAS is dedicated
for spectrum measurement to obtain the prior information.
Therefore, DSA terminals no longer suffer from the high
implementation cost, but the useful information is provided
by the SAS.

In this paper, we focus on spectrum usage measurements
at observation equipments (OEs) in SAS and the purpose of
spectrum measurements is to obtain the statistical information.
There are several spectrum measurement campaigns for the
assessment of WS based on spectrum usage detection [8],
[9]. One of the basic approaches in the spectrum measure-
ments is FT (Fourier transform)-based energy detector (ED)
to detect PU spectrum utilization in the considered frequency
bins and is denoted by FT-ED. Output of the FT-ED based
spectrum measurement consists of signal detection results
in two-dimensional time/frequency grids. Let us denote a
single element of the grid corresponding to one time slot and
one frequency bin by tile. In addition, a rectangular set of
contiguous tiles wherein a PU signal is detected is referred
to as estimated signal area (SA). Detection result Ĥ can be
either H1 (the tile is occupied by PU signal) or H0 (the tile
is not occupied). In signal detection, there are two errors: the
first one is missed detection (Ĥ = H0|H1) where | means
given that correct hypothesis is H1, and the second one is false
alarm (Ĥ = H1|H0). ED is very simple and does not require
any prior information about the PU signal [10], however the
detection performance is not very high [3].

A post-processing to the outputs of FT-ED can easily
improve the detection performance and this is applicable in the
spectrum measurement for obtaining statistical information.
Specifically, latency requirements in spectrum measurement
are relaxed compared to spectrum sensing. Now we define
SA as follows: a cluster of H1 tiles due to one continuous
signal transmission such as one data packet. The time duration
of SA is determined by the time duration of the continuous
signal and the bandwidth of the SA is determined by the
symbol rate and band limited filter used in the transmitter.
SA has typically a rectangular shape [11], since symbol rate is
typically fixed during one continuous signal. There are several
methods employing the post-processing [12], [13]. In [14],
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FT-ED is used and clusters of connected Ĥ = H1 tiles are
obtained by using standard contour tracing (CT) techniques
[15]. This approach is denoted by CT-SA and corresponds to
a baseline for comparisons with our proposed method.

In this paper, we propose an SA estimation based on the
output of the Welch FFT based ED. Welch FFT [16] based ED
can achieve better detection performance compared to typical
FFT based ED [17]. Our main contributions in this paper are
summarized as follows:

• Simple-SA (S-SA) estimation is proposed in this paper.
Unlike conventional CT-SA estimation, S-SA estimates
the width corresponding to frequency domain and the
height corresponding to time domain of the rectangle
which leads to less complexity. Similar to CT-SA, S-
SA combines the several detection results in time and
frequency domains and it can recognize SA accurately.

• Extensive performance evaluations are performed to ver-
ify the performances and complexity benefits of S-SA
estimation compared with the FT-ED and CT-SA.

II. OUTLINE OF SIGNAL PROCESSING IN OBSERVATION
EQUIPMENT (OE)

Fig. 1: Block diagram for spectrum measurement in OE.

A block diagram of the signal processing flow in OE is
shown in Fig. 1. The signal processing in the OE consists
of three processes; Welch FFT, ED, and SA estimation. The
details about ED based on Welch FFT are provided in our
earlier paper [17].

Observed samples are obtained at fS Hz sampling rate.
The center frequency of the observed spectrum is set to 0 Hz
by downconversion, and it is band-limited to [−fS/2, fS/2]
Hz. The observed bandwidth is large enough compared to the
PU signal bandwidth. We assume AWGN channel, i.e., non-
frequency selectivity and signal power is constant during the
measurement.

To obtain PSD, Welch FFT is used and the number of
samples in time domain for single Welch FFT is denoted
by NS . The NS samples resulting from the Welch FFT
correspond to a single time slot. We also set the number of
time slots in one observation to Ntimeslot. In the Welch FFT,

NS samples are divided into Nseg segments where the number
of samples in one segment is denoted by NW . Without loss
of generality, NS and NW are assumed to be powers of two
and Nseg is given by

Nseg =
NS −NW

NO
+ 1 =

2NS

NW
− 1, (1)

where NO indicates overlapped samples which is set to
NO = NW /2 and NS > NW . The obtained PSD values
are denoted by PnF ,nT

where nF ∈ {1, 2, ..., NW} and
nT ∈ {1, 2, Ntimeslot} are the frequency and time index
numbers of the tile. The Fig. 1 (a) shows an example of the
PSD values. In the Welch FFT, Hamming window is used.

The ED provides signal detection result at the tile (nF , nT )
and it is given by

D(ED)
nF ,nT

=

{
1 (PnF ,nT

> τ)
0 (otherwise),

(2)

where D
(·)
nF ,nT = 1 and D

(·)
nF ,nT = 0 indicate that the tile

is either estimated to be occupied by PU signal or vacant,
respectively, the superscript notation (·) indicates the method
to obtain the decision, such as S-SA estimation, and τ is the
threshold for ED. Fig. 1 (b) shows an example of D(ED)

nF ,nT .
There are several ways to define the bins where signal is

actually present. We use the 30-dB bandwidth [18], so that the
signal bandwidth is defined by the frequency bins when the
signal power is 30 dB below its peak value. The corresponding
SA is defined by the signal bandwidth and the time duration
of the continuous signal emission. A correct decision for a
frequency bin within this area is H1 otherwise H0 is correct.

We define false alarm probability for the output of ED
as PFA

(ED) = Pr(D
(ED)
nF ,nT = 1|H(nF , nT ) = H0) where

H(nF , nT ) indicate the spectrum state in the tile at (nF , nT )
and H0 indicates that the tile is not occupied by PU sig-
nal. In addition, detection probability (PD

(ED)) indicates that
PD

(ED) = Pr(D
(ED)
nF ,nT = 1|H(nF , nT ) = H1) where H1

indicates that the tile is occupied by PU signal.
All the SA estimation approaches utilize the outputs from

ED and process them. Due to processing, the false alarm
probability in the output may change compared to the false
alarm probability in the input data. Thus in SA estimation,
there are two false alarm probabilities, such as PFA

(ED) and
PFA

(S−SA). The threshold τ is set based on target false alarm
rate P̃

(S−SA)
FA , where ·̃ indicates target value.

The description of general behavior of SA estimation shown
in (b) and (c) of Fig. 1 is described as follows. In Fig. 1
(b), D(ED)

nF ,nT (ED output) are clusters colored by dark color
and they are almost rectangular. The SA estimation recognizes
the clusters and approximates them to rectangles as shown
in Fig. 1 (c). The white colored tiles (D(ED)

nF ,nT = 0) inside
the rectangles in Fig. 1 (b) are missed detections. The SA
estimation has a potential to reduce the missed detections by
filling the white colored tiles within rectangle.

III. SIGNAL AREA ESTIMATION

The general outline of the process common to both CT-
SA and S-SA estimation methods is illustrated in Fig. 2. In
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Fig. 2: Example outputs of ED and SA estimation.

both SA estimation methods, the first step of the algorithm
is to find a starting point for the occupied signal area. This
is done by performing a raster scan on the spectrum grid
from left to right and bottom to up until the first occupied
tile, i.e. D(ED)

nF ,nT = 1, is found. The coordinates of the first
tile are denoted by S and in the example of Fig. 2 (a) are
equal to S = (3, 2). After this, each method estimates the
occupied signal area, and provides an estimation result as a
rectangle which covers the area as shown in Fig. 2-(b). The
output of the estimation is denoted by estimated rectangle SA
in this paper. In the SA approach, the estimation result can
be represented with a corner coordinate, and the width and
height of the rectangle, such as A, Ŵ , and Ĥ in Fig. 2-(b).
However, the spectrum grid obtained with an ED represents
signal occupancy information in the observed time-frequency
space. Therefore, in wideband or long-term measurements
rectangular signal area estimate has the benefit of reducing
the amount of required information. In our implementation of
the CT-SA [14], we used the standard CT technique [15] which
can obtain the cluster of connected tiles with D

(ED)
nF ,nT = 1. The

estimated rectangle SA corresponds to the minimum rectangle
which can cover the cluster.

Details of the successive process after the raster scan in the
S-SA estimation are described in the following sub-section.

The difference to the CT-SA method is that since S-SA
is designed to estimate directly a rectangular area, on the
other hand CT technique is designed to find arbitrary shape.
Therefore, S-SA is generally simpler. Furthermore, since the
estimation is performed using larger detection masks covering
multiple tiles, it has the benefit of combining multiple masks
and covering small gaps between tiles. With proper mask size,
it is possible to improve SA estimation performance due to
diversity gain by combining multiple ED decisions.

A. Simple SA Estimation

After finding the starting point S, the S-SA method consists
of three separate steps: width estimation (step 1), coarse height
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Ŵ

∆T

Step  2

Coarse height estimation

T =1

T =2

T =TH=3

)(R

F
n

)(L

F
n

)( CU

T
n

Mask in the step  1

Mask in the step  2

Fig. 3: Process of S-SA step 1 and step 2.

17

16

15

14

13

12

11

10

2 S

1

0

0 1 2 3 4 5 6 7 8 9

F
n

17

16

15

14

13

12

11

10

2 S

1

0

0 1 2 3 4 5 6 7 8 9

T=TH

T=TH-1

T=TH

T=TH-1

F
n

T
nT

n

(a) (b)

)(
C

U

T
n

)(
C

U

T
n

Fig. 4: Process of S-SA step 3.

estimation (step 2) and fine height estimation (step 3).
The first step of the S-SA method is the width estimation

and the process is shown in Fig. 3. We set a parameter ∆t
which determines size of the detection mask used to detect
signal area in the first step. Starting from S = (xs, ys) the
algorithm checks the detected occupancy of tiles in nF =
xs and ys ≤ nT ≤ ys + ∆t. If one or more of these tiles
are determined as occupied, the algorithm moves to the right
to nF = xs + 1 and repeats the process. The right edge is
found when all the tiles inspected are detected as unoccupied.
The left edge can be found correspondingly by moving to the
opposite direction from the starting point S. The left and right
edge estimates are found as n(L)

F and n
(R)
F , respectively, which

then provides the width estimate as Ŵ = n
(R)
F − n

(L)
F + 1. In

the example of Fig. 3, n(L)
F = 2, n(R)

F = 7 and Ŵ = 6.
Next step provides a rough estimate for the height of the

rectangle and an example can also be found in Fig. 3. Param-
eter ∆T is set which denotes the height of the detection mask
and the width of the mask is set to Ŵ . Threshold controlling
the sensitivity is set to 0 < γstep2 < 1. The detection mask



begins with its bottom row at time slot xs + ∆t + 1. The
algorithm then checks the occupancy of the tiles covered by
the occupied and if more than γstep2×Ŵ∆T tiles are detected
as occupied, the area covered by the mask is determined as SA.
This condition is denoted by sensitivity condition. The mask
is then moved up by ∆T time slots and the process is repeated
until a mask not satisfying the sensitivity condition is found.
The index number of mask is denoted by T and T = TH at
the first mask not satisfying the sensitivity condition. This then
provides the rough estimate for the upper part of the estimated
area as n

(UC)
T which corresponds to the bottom time slot in

the TH th mask.
In the rough height estimation there are two different scenar-

ios to consider which are illustrated in Fig. 4 (a) and (b). In the
scenario (a), the algorithm stops because there are no occupied
tiles in the last mask. On the other hand, in the scenario
(b), the algorithm stops because of the sensitivity condition
is not satisfied but there are still less than γstep2 × Ŵ∆T

occupied tiles in the mask above the estimated n
(UC)
T time

slot. Therefore, a final height estimation step is performed to
obtain a more accurate result. In this fine height estimation, the
detection mask is set to Ŵ frequency bins and this corresponds
to setting ∆T = 1 in step 2. We also set a sensitivity parameter
0 < γstep3 < 1 and check if more than γstep3× Ŵ tiles under
the mask are occupied or not. The search starts at n(UC)

T . If
the sensitivity condition is not satisfied at the n

(UC)
T time slot,

it goes downwards to find a detection mask which satisfies the
sensitivity condition. This corresponds to scenario (a) in Fig.
4 and the time slot satisfying the sensitivity condition is the
final estimate n

(UF )
T .

On the other hand, if the sensitivity condition is satisfied
at the n

(UC)
T time slot, it goes to upwards to find a detection

mask which does not satisfy the sensitivity condition. This
corresponds to scenario (b) in Fig. 4 and the previous time
slot of the time slot not satisfying the sensitivity condition is
the final estimate n

(UF )
T . The decision result obtained by S-

SA is denoted by D
(S−SA)
nF ,nT and the state of tiles inside the

estimated SA is D
(S−SA)
nF ,nT = 1.

IV. NUMERICAL EVALUATIONS

In this section, we will evaluate SA estimation methods (CT-
SA and S-SA) and the typical approach, i.e. FT-ED, in terms of
detection probability, and computational time. Assumptions in
the numerical evaluations are as follows. Observed bandwidth
is set to 40MHz, i.e., fS = 2BS = 40MHz and the 30-dB
bandwidth is set to 22MHz. This bandwidth is equal to a
bandwidth in IEEE 802.11g WLAN since it assumes strong
filtering used at the transmitter. Number of samples in a time
frame is set to NS = 1024 and the number of samples in
segment size of Welch FFT to NW = 128. The number of NW

corresponds to the number of frequency bins. The number of
time slots for one observation is set to Ntimeslot = 300.

To fairly evaluate detection performance, we use CFAR
in the evaluations of detection probability and computational
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Fig. 5: Detection rate verse SNR.

time. The target false alarm rate for output of the SA methods
is set to P̃

(SA)
FA = 0.01.

We set ∆t and ∆T on the assumption that WLAN is
operating in ISM band. Specifically, based on the Monte Carlo
simulations we found proper parameter setting as ∆t = 8
and ∆T = 4. Moreover, γstep2 and γstep3 are set based on
minimizing RMSE (root mean square error) with target SNR
being equal to −5 dB, which is reasonable since most chal-
lenging for spectrum measurement and sensing is performing
with low SNR values such as −5 dB, i.e. γstep2 = 0.1 and
γstep3 = 0.15, by the Monte Carlo simulations.

In Fig. 5, detection probability obtained by Mote Carlo
simulation verse SNR is shown. According to the CFAR,
false alarm rate for outputs of the SA estimation methods,
and the FT-ED are set to 0.01. We can confirm that the S-
SA estimation can achieve the best detection performance.
Specifically, detection probability of the S-SA is better than
that of CT-SA and the difference in terms of SNR for achieving
PD = 0.9 is around 1 dB. S-SA estimation can improve the
overall detection probability by up to 25% with respect to
CT-SA and by up to 43% with respect to ED. The reason
why the S-SA can achieve better performance is as follows.
ED output D(ED)

nF ,nT for one continuous signal transmission can
be divided into several sub-clusters which indicates a cluster
in which tiles with D

(ED)
nF ,nT = 1 are contiguous. The CT-SA

can only recognize sub-cluster separately in most of cases.
However, the S-SA can combine several sub-clusters by gap
filling and this ability leads to better detection performance.

Compared to the typical approach, FT-ED, our proposed
method S-SA with FC can achieve more than 4 dB gain in
SNR for achieving PD = 0.9.

To evaluate the computational cost, we evaluate computation
time for the SA estimation methods in Fig. 6. The algorithms
were implemented with MATLAB. The evaluated computation
time represents the time required to perform SA estimation
methods for one hundred observations. In any SNR, compu-
tation times of S-SA estimation method is faster than that of
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CT-SA estimation method. S-SA estimation can reduce the
computation time of CT-SA by up to 57%. This is because
S-SA estimates only width and height. In addition detection
mask based estimation can reduce the computational time
compared to the CT-SA which checks the state of each tile
one by one.

In the high SNR region, such SNR is more than -2 dB, both
methods can achieve PD ≃ 1, therefore difference in terms of
the computation times is not significant. On the other hand,
in the region where SNR is more than -6 dB and less than -2
dB, both computation times are increased as SNR decreases.
In this region, PD < 1 and each actual SA is divided into
several estimated SAs and the number of divided estimated
SAs is proportional to the computation time. In the low SNR
region, such SNR is less than -6 dB, PD is significantly low
and it decreases the number of estimated SAs and leads to low
computation time.

V. CONCLUSION

In this paper, we have investigated SA estimation techniques
for spectrum measurement. To perform proper measurement,
the OE is required to be able to achieve adequate detection
accuracy at relatively low computational cost as well as low
amount of information in terms of local observations. A typical
approach for spectrum measurement is FT-ED, however it
cannot achieve adequate detection accuracy. For this issue,
we have proposed a simple SA estimation method, S-SA.
The S-SA is designed to estimate rectangular SA efficiently.
Specifically, the S-SA only estimates the location and the
width and height and it leads to less complexity. In addition,
diversity gain is available due to the covering several tiles.
Therefore SA can improve detection probability and it was
shown by numerical results, such as three dB gain in SNR
for achieving 0.9 detection probability. In addition, it is also

possible to achieve shorter computational time especially in
the low SNR region.
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