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LOCALIZATION ERRORS IN SOLVING STOCHASTIC PARTIAL

DIFFERENTIAL EQUATIONS IN THE WHOLE SPACE

MÁTÉ GERENCSÉR AND ISTVÁN GYÖNGY

Abstract. Cauchy problems with SPDEs on the whole space are localized to

Cauchy problems on a ball of radius R. This localization reduces various kinds

of spatial approximation schemes to finite dimensional problems. The error is
shown to be exponentially small. As an application, a numerical scheme is pre-

sented which combines the localization and the space and time discretization,

and thus is fully implementable.

1. Introduction

Parabolic, possibly degenerate, linear stochastic partial differential equations
(SPDEs) are considered. In applications such equations are often given on the whole
space, which makes the direct implementation of discretization methods problem-
atic. Finite element methods, see e.g., [1], [11], [13], [24], [25] and their references,
mostly treat problems on bounded domains and often under strong restrictions
on the differential operators, denoted by L and M below. For finite difference
schemes convergence results are available on the whole space, see e.g. [26] for the
non-degenerate and [2], [7] for the degenerate case, but the schemes themselves are
infinite systems of equations. A natural way to overcome this difficulty is to “cut
off” the equation outside of a large ball of radius R. A similar approach to obtain
error estimates for a truncated terminal condition in deterministic PDEs of optimal
stopping problems is used in [23].

The main results of the present paper are Theorems 2.6 and 3.6. Theorem
2.6 compares solutions of two SPDEs whose data agrees on a ball of radius R and

establishes an error estimate of order e−δR
2

in the supremum norm. The proof relies
on transforming fully degenerate SPDEs to zero order equations via the method of
characteristics, whose analysis goes back to [19] and [18], see also the recent work
[21] and the references therein. Once such a result is used to estimate the difference
between the original equation and its truncation, one can approximate the truncated
equation with known numerical schemes. Our choice is the finite difference method
for the spatial and the implicit Euler method for the temporal approximation. The
analysis of the former is invoked from [7], while for the latter one requires an error
estimate for the time discretization of the finite difference scheme, which is at this
point a finite dimensional SDE. Of course this estimate needs to be independent of
the spatial mesh size, and this is established in Theorem 3.10. To the authors’ best
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2 M. GERENCSÉR AND I. GYÖNGY

knowledge such an analysis of a full discretization is also a new result for degenerate
SPDEs, and in fact even in the deterministic case it improves the results of [2] in
that we are not restricted to finite difference schemes which are monotone. An
error estimate for the approximations obtained by localized and fully discretized
SPDEs is given in Theorem 3.5, which is a special case of Theorem 3.6, where the
accuracy of the approximations is improved by Richardson extrapolation in the
spatial discretization.

We mention that an alternative method for localization is to introduce artificial
Dirichlet boundary conditions on a large ball, this approach is used for deterministic
PDEs in, for example, in [20], [12], and to some extent, in [23]. The order of
error in these works is e−δR, and so the method of the present paper yields an
improvement even in the deterministic case. In the present context the method
of artificial boundary condition would present additional issues. For instance, if
the original SPDE is degenerate, then after introducing the boundary conditions
the resulting equation may not even have a solution. Even if we do assume non-
degeneracy, in the generality considered here - which is justified and motivated
by the filtering equation in signal-observation models - there is no approximation
theory of SPDEs on bounded domains with Dirichlet boundary condition, and
therefore such a localization method does not help in finding an efficient numerical
scheme. One indication of the problem is that regardless of the smoothness of the
data and of the boundary, solutions of Dirichlet problems for SPDEs in general do
not have continuous second derivatives, see [17].

Let us introduce some notation used throughout the paper. All random ele-
ments will be given on a fixed probability space (Ω,F , P ), equipped with a filtration
(Ft)t≥0 of σ-fields Ft ⊂ F . We suppose that this probability space carries a se-
quence of independent Wiener processes (wk)∞k=1, adapted to the filtration (Ft)t≥0,
such that wkt −wks is independent of Fs for each k and any 0 ≤ s ≤ t. It is assumed
that F0 contains all P -null subsets of Ω, so that (Ω,F , P ) is a complete probability
space and the σ-fields Ft are complete. By P we denote the predictable σ-field
of subsets of Ω × [0,∞) generated by (Ft)t≥0. We use the shorthand notation
EαX = [E(X)]α.

For p ∈ [2,∞) and ϑ ∈ R we denote by Lp,ϑ(Rd,H) the space of measurable
mappings f from Rd into a separable Hilbert space H, such that

|f |Lp,ϑ =
( ∫

Rd
|(1 + |x|2)ϑ/2f(x)|pH dx

)1/p
<∞.

We do not include the symbol H in the notation of the norm in Lp,ϑ(Rd,H). Which
H is involved will be clear from the context. We do the same in other similar
situations. In this paperH will be l2 or R. The space of functions from Lp,ϑ(Rd,H),
whose generalized derivatives up to order m are also in Lp,ϑ(Rd,H), is denoted by
Wm
p,ϑ(Rd,H). By definition W 0

p,ϑ(Rd,H) = Lp,ϑ(Rd,H). The norm |f |Wm
p,ϑ

of f in

Wm
p,ϑ(Rd,H) is defined by

(1.1) |f |pWm
p,ϑ

=
∑
|α|≤m

|Dαf |pLp,ϑ ,

where Dα := Dα1
1 ...Dαd

d for multi-indices α := (α1, ..., αd) ∈ {0, 1, ...}d of length
|α| := α1 +α2 + ...+αd, and Dif is the generalized derivative of f with respect to
xi for i = 1, 2..., d. We also use the notation Dij = DiDj and Df = (D1f, ...,Ddf).
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When we talk about “derivatives up to order m” of a function for some nonnega-
tive integer m, then we always include the zeroth-order derivative, i.e. the function
itself. Unless otherwise indicated at some places, the summation convention with
respect to repeated integer valued indices is used throughout the paper. The con-
stants in our estimates, usually denoted by N , may change from line to line in the
calculations, but their dependencies will always be clear from the statements.

2. Formulation and main results

Consider the stochastic equation

(2.1) dut(x) = (Ltut(x) + ft(x)) dt+

∞∑
k=1

(Mk
t ut(x) + gkt (x)) dwkt

on (t, x) ∈ [0, T ]× Rd =: HT , with initial condition

(2.2) u0(x) = ψ(x), x ∈ Rd.

Here f and g = (gk)∞k=1 are functions on Ω×HT with values in R and l2, respectively,
and L and Mk are second order and first order differential operators of the form

Lt = aijt (x)DiDj + bit(x)Di + ct(x), Mk
t = σikt (x)Di + µkt (x), k = 1, 2, ...,

where the coefficients aij , bi, c, σik and µk are real-valued functions on Ω×HT for
i, j = 1, 2, ...d, and integers k ≥ 1.

For an integer m ≥ 0, p ∈ [2,∞), and ϑ ∈ R the following assumptions ensure
the existence and uniqueness of a Wm

p,ϑ-valued solution (ut(·))t∈[0,T ].

Assumption 2.1. For P ⊗ dt⊗ dx-almost all (ω, t, x) ∈ Ω× [0, T ]× Rd

αijt (x)zizj ≥ 0

for all z ∈ Rd, where

αij = 2aij − σikσjk.

This is a standard assumption in the theory of stochastic PDEs. Below we
assume some smoothness on α in x, and on all the coefficients and free terms of
problem (2.1)-(2.2). We will also require that the nonnegative symmetric square
root ρ :=

√
α possesses bounded second order derivatives in x. Concerning this

assumption we remark that it is well-known from [3] that ρ is Lipschitz continuous
in x if α is bounded and has bounded second order derivatives, but it is also known
that the second order derivatives of ρ may not exist in the classical sense, even if α
is smooth with bounded derivatives of arbitrary order.

Assumption 2.2. (a) The derivatives in x ∈ Rd of aij up to order max(m, 2) are
P ⊗ B(Rd)-measurable functions, bounded by K for all i, j ∈ {1, 2, ..., d}.

(b) The derivatives in x ∈ Rd of bi and c up to order m are P⊗B(Rd)-measurable
functions, bounded by K for all i ∈ {1, 2, ..., d}. The functions σi = (σik)∞k=1 and
µ = (µk)∞k=1 are l2-valued and their derivatives in x up to order m+1 are P⊗B(Rd)-
measurable l2-valued functions, bounded by K.

(c) The derivatives in x ∈ Rd of ρ =
√
α up to order m + 1 are P ⊗ B(Rd)-

measurable functions, bounded by K.
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Assumption 2.3. The initial value, ψ is an F0-measurable random variable with
values in Wm

p,ϑ. The free data, ft and gt = (gk)∞k=1 are predictable processes with

values in Wm
p,ϑ and Wm+1

p,ϑ (l2), respectively, such that almost surely

(2.3) Kpm,p,ϑ(T ) := |ψ|pWm
p,ϑ

+

∫ T

0

(
|ft|pWm

p,ϑ
+ |gt|pWm+1

p,ϑ

)
dt <∞.

Definition 2.1. A W 1
p,ϑ-valued function u, defined on [0, T ]×Ω, is called a solution

of (2.1)-(2.2) on [0, T ] if u is predictable on [0, T ]× Ω,∫ T

0

|ut|pW 1
p,ϑ
dt <∞ (a.s.),

and for each ϕ ∈ C∞0 (Rd) for almost all ω ∈ Ω

(ut, ϕ) =(ψ,ϕ) +

∫ t

0

{−(aijs Dius, Djϕ) + (b̄isDius + csus + fs, ϕ)} ds

+

∫ t

0

(σirs Dius + µrsus + grs , ϕ) dwrs(2.4)

for all t ∈ [0, T ], where b̄i = bi −Dja
ij , and (· , ·) denotes the inner product in the

Hilbert space of square integrable real-valued functions on Rd.
The following theorem follows from Theorem 2.1 in [6].

Theorem 2.2. Let Assumptions 2.1, 2.2 (a)-(b), and 2.3 with m ≥ 0 hold. Then
there exists at most one solution on [0, T ]. If Assumptions 2.1, 2.2(a), and 2.3 hold
with m ≥ 1, then there exists a unique solution u = (ut)t∈[0,T ] on [0, T ]. Moreover,
u is a Wm

p,ϑ-valued weakly continuous process, it is a strongly continuous process

with values in Wm−1
p,ϑ , and for every q > 0 and n ∈ {0, 1, ...,m}

(2.5) E sup
t∈[0,T ]

|ut|qWn
p,ϑ
≤ NEKqn,p,ϑ(T ),

where N is a constant depending only on K, T , d, m, p, ϑ, and q.

Remark 2.3. Theorem 2.1 in [6] covers the ϑ = 0 case. We can reduce the case
of general ϑ to this by rewriting the equation for u as an equation for ũ(x) =
u(x)(1+ |x|2)−ϑ/2 (see e.g. [5]). It is easily seen that the coefficients of the resulting
equation still satisfy the conditions of the theorem.

Definition 2.4. A P⊗B(Rd)-measurable random field u on HT is called a classical
solution of (2.1)-(2.2), if along with its derivatives in x up to order 2 it is continuous
in (t, x) ∈ HT , it satisfies (2.1)-(2.2) almost surely for all (t, x) ∈ HT , and there
exists a finite random variable ξ and a constant s such that almost surely

|Dαut(x)| ≤ ξ(1 + |x|)s for all (t, x) ∈ HT and for |α| ≤ 2.

Corollary 2.5. Let assumptions of Theorem 2.2 hold with m > 2 + d/p. Then
there exists a unique classical solution u to (2.1)-(2.2).

Let us refer to the problem (2.1)-(2.2) as Eq(D), where D stands for the “data”

D = (ψ, a, b, c, σ, µ, f, g)

with a = (aij), b = (bi), σ = (σki), g = (gk) and µ = (µk). We are interested in
the error when instead of Eq(D) we solve Eq(D̄) with

D̄ = (ψ̄, ā, b̄, c̄, σ̄, µ̄, f̄ , ḡ).
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Assumption 2.4. Almost surely

(2.6) D = D̄ on [0, T ]× {x ∈ Rd : |x| ≤ R}.

The main example to keep in mind is when each component of D̄ is a truncation
of the corresponding component of D (see Section 3 below). Let

BR = {x ∈ Rd : |x| ≤ R}

for R > 0. Define K̄pm,p,ϑ(T ) as Kpm,p,ϑ(T ) with ψ̄, f̄ and ḡ in place of ψ, f and g,
respectively. The main result reads as follows.

Theorem 2.6. Let ν ∈ (0, 1) and let Assumptions 2.1, 2.2 (b)-(c) and 2.3 hold
with m > 2 + d/p and ϑ ∈ R for D and D̄. Let also Assumption 2.4 hold. Then
Eq(D) and Eq(D̄) have a unique classical solution u and ū, respectively, and for
q > 0, r > 1

(2.7) E sup
t∈[0,T ]

sup
x∈BνR

|ut(x)− ūt(x)|q ≤ Ne−δR
2

E1/r(Kqrm,p,ϑ(T ) + K̄qrm,p,ϑ(T )),

where N and δ are positive constants, depending on K, d, T , q, r, ϑ, p, and ν.

First we collect some auxiliary results. The following lemma is a version of
Kolmogorov’s continuity criterion, see Theorem 3.4 of [4].

Lemma 2.7. Let x(θ) be a stochastic process parametrized by and continuous in
θ ∈ D ⊂ Rp, where D is a direct product of lower dimensional closed balls. Then
for all 0 < α < 1, q ≥ 1, and s > p/α,

E sup
θ
|x(θ)|q ≤ N(1 + |D|)

[
sup
θ

(E|x(θ)|qs)1/s + sup
θ 6=θ′

(
E|x(θ)− x(θ′)|qs

|θ − θ′|qsα

)1/s
]

where N = N(q, s, α, p), and |D| is the volume of D.

Lemma 2.8. Let (αt)t∈[0,T ] and (βt)t∈[0,T ] be Ft-adapted processes with values in

Rd and l2(Rd), respectively, in magnitude bounded by a constant K. Then for the
process

(2.8) Xt =

∫ t

0

αs ds+

∫ t

0

βks dw
k
s , t ∈ [0, T ]

there exist constants ε = ε(K,T ) > 0 and a N = N(K,T ) such that

E sup
t≤T

eε|Xt|
2

≤ N.

Proof. A somewhat more general lemma is proved in [23]. For convenience of the
reader we give the proof here. By Itô’s formula

Yt := e|Xt|
2e−µt = 1 +

∫ t

0

e|Xs|
2e−µs−µs{|βs|2 + 2αsXs

+2|βsXs|2 − µ|Xs|2} ds+mt

for any µ ∈ R, where (mt)t∈[0,T ] is a local martingale starting from 0. By simple
inequalities

2αX + 2|βX|2 ≤ |α|2 + |X|2 + 2|β|2|X|2 ≤ K2 + (2K2 + 1)|X|2.
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Hence for µ = (2K2 + 1) and for a stopping time τ ≤ T we have

EYt∧τn ≤ 1 + 2K2

∫ t

0

EYs∧τn ds,

for τn = τ ∧ ρn, where (ρn)∞n=1 is a localizing sequence of stopping times for m.
Hence, by Gronwall’s lemma,

EYt∧τn ≤ e2K2T .

where N is independent of n. Letting here n→∞, by Fatou’s lemma we get

Ee|Xτ |
2e−µT ≤ Ee|Xτ |

2e−µτ ≤ eK
2T

for stopping times τ ≤ T . Hence applying Lemma 3.2 from [8] for r ∈ (0, 1) we
obtain

E sup
t≤T

er|Xτ |
2e−µT ≤ 2−r

1−r e
rK2T .

�

To formulate our next lemma we consider the stochastic differential equation

(2.9) dXs = αs(Xs) ds+ βks (Xs) dw
k
s ,

where α and β = (βk) are P ⊗B(Rd)-measurable function on Ω× [0, T ]×Rd, with
values in Rd and l2(Rd) such that they are bounded in magnitude by K and satisfy
the Lipschitz condition in x ∈ Rd with a Lipschitz constant M , uniformly in the
other arguments. Then equation (2.9) with initial condition Xt = x has a unique
solution Xt,x = (Xt,x

s )s∈[t,T ] for any t ∈ [0, T ] and x ∈ Rd.

Remark 2.9. It is well known from [19] that the solution of (2.8) can be chosen
to be continuous in t, x, s. In the following, by Xt,x

s we always understand such a
continuous modification.

Lemma 2.10. Set X̂t,x = Xt,x−x. There exists a constant δ = δ(d,K,M, T ) > 0
such that for any R,

(2.10) E sup
0≤t≤s≤T

sup
|x|≤R

e|X̂
t,x
s |

2δ ≤ N(1 +Rd+1/2),

and for any R and r

(2.11) P ( sup
0≤t≤s≤T

sup
|x|≤R

|X̂t,x
s | > r) ≤ Ne−δr

2

(1 +Rd+1/2),

where N = N(d,K,M, T ).

Proof. It is easy to see that (2.10) implies (2.11), so we need only prove the former.

For a fixed δ, to be chosen later, let us use the notations f(y) = e|y|
2δ and γ =

2(d+ 2) + 1. By Lemma 2.7, we have

E sup
0≤t≤s≤T

sup
|x|≤R

f(X̂t,x
s ) ≤ N(1 +Rd) sup

0≤t≤s≤T
sup
|x|≤R

(Efγ(X̂t,x
s ))1/γ

(2.12) +N(1 +Rd) sup
0≤t≤s≤T

0≤t′≤s′≤T

sup
|x|≤R
|x′|≤R

(
E|f(X̂t,x

s )− f(X̂t′,x′

s′ )|γ

(|t− t′|2 + |s− s′|2 + |x− x′|2)γ/4

)1/γ

.
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The first term above, by Lemma 2.8, provided δ ≤ ε/γ, can be estimated by NRd.
As for the second one,

f(X̂t,x
s )− f(X̂t′,x′

s′ ) =

∫ 1

0

∂f(ϑX̂t,x
s + (1− ϑ)X̂t′,x′

s )(X̂t,x
s − X̂

t′,x′

s′ ) dϑ.

Notice that |∇f(y)| ≤ N(δ)f2(y), therefore by Jensen’s inequality and Lemma 2.8
again, provided δ ≤ ε/(8γ), we obtain

E|f(X̂t,x
s )− f(X̂t′,x′

s′ )|γ ≤ NE1/2|X̂t,x
s − X̂

t′,x′

s′ |
2γ .

Now the the right-hand side can be estimated by standard moment bounds for
SDEs, see e.g. Corollary 2.5.5 in [15], from which we obtain(

E|f(X̂t,x
s )− f(X̂t′,x′

s′ )|2γ

(|t− t′|2 + |s− s′|2 + |x− x′|2)γ/2

)1/(2γ)

≤ N(1 +R1/2).

�

Proof of Theorem 2.6.
Throughout the proof we will use the constant λ = λ(d, q), which stands for a

power of R, and, like N and δ, may change from line to line. Clearly it suffices

to prove Theorem 2.6 with e−δR
2

Rλ in place of e−δR
2

in the right-hand side of
inequality (2.7). We also assume first that q > 1 and ϑ = 0.

The main idea of the proof is based on stochastic representation of solutions to
linear stochastic PDEs of parabolic type, see [18], [19], and [21]. This representa-
tion can be viewed as the generalization of the well-known Feynman-Kac formula
and is derived as follows. First, we consider an equation which differs from the
original only by an additional stochastic term driven by an independent Wiener
process. The new equation is fully degenerate and taking conditional expectation
with respect to the original filtration of its solution gives back u. On the other
hand, the method of characteristics allows us to transform the fully degenerate
equation to a much simpler one. This provides a formula for the representation of
u, and, more importantly for our purposes, allows us to compare u and ū on the
level of characteristics.

Recall that ρ = (ρirt (x))di,r=1 is the symmetric nonnegative square root of α =

(2aij − σikσjk)di,j=1 and ρ̄ is the symmetric nonnegative square root of ᾱ = (2āij −
σ̄ikσ̄jk)di,j=1. Then due to Assumption 2.4, ρ = ρ̄ almost surely for all t ∈ [0, T ] and
for |x| ≤ R. Let (ŵrt )t≥0,r=1...d be a d-dimensional Wiener process, also independent
of the σ-algebra F∞ generated by Ft for t ≥ 0. Consider the problem

dvt(x) =(Ltvt(x) + ft(x)) dt+ (Mk
t vt(x) + gkt (x)) dwkt

+N r
t vt(x) dŵrt(2.13)

v0(x) =ψ(x),(2.14)

where N r = ρriDi. Then by Corollary 2.5, (2.13)-(2.14) has a unique classical
solution v, and for each t ∈ [0, T ] and x ∈ Rd almost surely

(2.15) ut(x) = E(vt(x)|Ft).

Together with (2.13) let us consider the stochastic differential equation

(2.16) dYt = βt(Yt) dt− σkt (Yt) dw
k
t − ρrt (Yt) dŵrt , 0 ≤ t ≤ T, Y0 = y,
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where

βt(y) = −bt(y) + σikt (y)Diσ
k
t (y) + ρrit (y)Diρ

r
t (y) + σkt (y)µkt (y), t ∈ [0, T ], y ∈ Rd,

and σk, ρr stand for the column vectors (σ1k, . . . , σdk), (ρ1r, . . . , ρdr), respectively.
By the Itô-Wentzell formula from [16], for

Ut(y) := vt(Yt(y))

we have (to ease the notation we omit the parameter y in Yt(y))

dvt(Yt) = (Ltvt(Yt) + ft(Yt)) dt+ (Mk
t vt(Yt) + gkt (Yt)) dw

k
t +N r

t vt(Yt) dŵ
r
t

+(βitDivt(Yt) + aijt Dijvt(Yt)) dt− σikt Divt(Yt) dw
k
t −N r

t v(Yt) dŵ
r
t

(2.17) − σikt Di(M
k
t vt(Yt) + gk(Yt)) dt−N r

t N r
t vt(Yt) dt.

Due to cancellations on the right-hand side of (2.17) we obtain

dUt(y) ={γt(Yt(y))Ut(y) + φt(Yt(y))} dt

+ {µkt (Yt(y))Ut(y) + gkt (Yt(y))} dwkt , U0(y) = ψ(y),

where

γt(x) := ct(x)− σkit (x)Diµ
k
t (x), φt(x) = ft(x)− σkit (x)Dig

k
t .

Notice that in the special case when f = 0, g = 0, c = 0, µ = 0 and ψ(x) = xi for
i ∈ {1, ..., d}, we get ṽit(Yt(y)) = yi for i = 1, ..., d, where ṽi is the solution of (2.13)-
(2.14) with f = c = 0, g = µ = 0, σ = 0 and ψ(x) = xi. Hence for each t ∈ [0, T ] the
mapping y → Yt(y) ∈ Rd has an inverse, Y −1

t , for almost every ω, and the mapping
x → ṽt(x) = (ṽit(x))di=1, defined by the continuous random field (ṽit)(t,x)∈HT gives

a continuous modification of Y −1
t . Also, we can write vt(x) = Ut(Y

−1
t ).

As we shall see, due to the data being the same on a large ball, the character-
istics Y and Ȳ agree on an event of large probability. This fact and the above
representation will yield the estimate (2.7). Set Ūt(y) = v̄t(Ȳt(y)), where v̄t(x) and
Ȳt(y) are defined as vt(x) and Yt(y) in (2.13)-(2.14) and (2.16), respectively, with
D̄ and ρ̄ in place of D and ρ.

Introduce the notations BR = [0, T ]×BR and AR = BR ∩Qd+1. Since u and ū
are continuous in both variables,

(2.18) sup
(t,x)∈BνR

|ut(x)− ūt(x)| = sup
(t,x)∈AνR

|ut(x)− ūt(x)|

Let ν′ = (1 + ν)/2 and define the event

H :=

[
sup

(t,x)∈BνR
|Y −1
t (x)| > ν′R

]
∪

[
sup

(t,x)∈Bν′R
|Yt(x)| > R

]
.

Then

Hc =
[
Y −1
t (x) ∈ Bν′R,∀(t, x) ∈ BνR

]
∩ [Yt(x) ∈ BR,∀(t, x) ∈ Bν′R] ,

and thus on Hc

Yt(x) = Ȳt(x) for (t, x) ∈ Bν′R,

Y −1
t (x) = Ȳ −1

t (x) for (t, x) ∈ BνR ,

and consequently,

vt(x) = v̄t(x) for (t, x) ∈ BνR.
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Therefore, by (2.15) and (2.18), and by Doob’s, Hölder’s, and the conditional Jensen
inequalities,

E sup
(t,x)∈BνR

|ut(x)− ūt(x)|q ≤ E sup
t∈[0,T ]∩Q

|E(1H sup
(τ,x)∈AνR

|vτ (x)− v̄τ (x)||Ft)|q

(2.19) ≤ q

q − 1
(P (H))1/r′E1/r( sup

(τ,x)∈HT
|vτ (x)− v̄τ (x)|qr

′
)

(2.20) ≤ 2q−1q

q − 1
(P (H))1/r′VT

with

VT := E1/r sup
(τ,x)∈HT

|vτ (x)|qr + E1/r sup
(τ,x)∈HT

|v̄τ (x)|qr,

for r > 1, r′ = r/(r − 1), provided q > 1. By Theorem 2.2

(2.21) VT ≤ NE1/r(Kqrm,p,0(T ) + K̄qrm,p,0(T )).

We can estimate P (H) as follows. Clearly,

P (H) ≤ P ( sup
(t,x)∈BνR

|Y −1
t (x)| > ν′R) + P ( sup

(t,x)∈Bν′R
|Yt(x)| > R) =: J1 + J2.

For Ŷt(x) = Yt(x)− x by (2.11) we have

J2 ≤ P ( sup
(t,x)∈Bν′R

|Ŷt(x)| > (1− ν′)R) ≤ NRd+1/2e−δ(1−ν)2R2

.

Also, we have

J1 ≤
∞∑
l=0

P (∃(t, x) ∈ [0, T ]× (B2l+1ν′R \B2lν′R) : |Yt(x)| ≤ νR)

≤
∞∑
l=0

P ( sup
(t,x)∈B

2l+1ν′R

|Ŷt(x)| ≥ (2lν′ − ν)R).

Using (2.11) again gives

J1 ≤ N
∞∑
l=0

e−δ(2
lν′−ν)2R2

(2l+1ν′R)d+1 ≤ Ne−δR
2

We can conclude that

(2.22) P (H) ≤ Ne−δR
2

,

where N and δ are positive constants, depending only on d, K and T .
Combining this with (2.20) and (2.21) we can finish the proof of the theorem

under the additional conditions.
For general ϑ one applies the same arguments as in Remark 2.3. Finally (2.7) for

the case q ∈ (0, 1] follows easily from standard arguments using Lemma 3.2 from
[8]. �
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3. An application - finite differences

In this section we apply Theorem 2.6 to present a numerical scheme approxi-
mating the initial value problem (2.1)-(2.2). We make use of the results of [7] on
the rate and acceleration of finite difference approximations in the spatial variable,
which, together with a time discretization and a truncation - whose error can be
estimated using Theorem 2.6 - yields a fully implementable scheme. We shall carry
out the steps of approximation in the following order: spatial discretization by fi-
nite differences, localization of the finite difference scheme, and discretization in
time via implicit Euler’s method. This of course requires an analysis of the Euler
scheme, to present an error estimate for it, which does not depend on the spatial
mesh size and the localization. Furthermore, in our full discretization scheme we
shall incorporate Richardson’s extrapolation, which will allow us to improve the
accuracy of the scheme in the spatial mesh size h.

First we introduce the finite difference approximation in the spatial variable for
(2.1)-(2.2). To this end, let Λ1 ⊂ Rd be a finite set, containing the zero vector,
satisfying the following natural condition: Λ0 := Λ1 \ {0} is not empty, and if a
subset Λ′ ⊂ Λ0 is linearly dependent, then it is linearly dependent over the rationals.
Let h > 0, and define the grid

Gh = {h
n∑
i=1

λi : λi ∈ Λ1 ∪ −Λ1, n = 1, 2, . . .}.

Due to the assumption on Λ1, Gh has only finitely many points in every ball around
the origin in Rd. Define for λ ∈ Λ0 ∪ −Λ0, the finite difference operators

δhλϕ(x) =
1

2h
(ϕ(x+ hλ)− 2ϕ(x) + ϕ(x− hλ)),

and let δh0 stand for the identity operator. To approximate the Cauchy problem
(2.1) -(2.2), for h > 0 we consider the equation

(3.1) dut(x) = (Lht ut(x) + ft(x)) dt+

∞∑
k=1

(Mh,k
t ut(x) + gkt (x))dwkt

on [0, T ]×Gh, with initial condition

(3.2) u0(x) = ψ(x),

where Lh and Mh,k are difference operators of the form

Lht (x) =
∑

λ,κ∈Λ1

aλκt (x)δhλδ
h
κ , Mh,k

t (x) =
∑
λ∈Λ1

bλ,kt (x)δhλ, k = 1, 2, . . . ,

with some real-valued P ⊗B(Rd)-measurable aλκt and bλ,k on Ω× [0, T ], such that

(3.3) |aλκt (x)| ≤ K and
∑
k

|bλ,kt (x)|2 ≤ K2

for all λ, κ ∈ Λ1, t ∈ [0, T ], x ∈ Rd and ω ∈ Ω, where K is a constant.

Remark 3.1. Here ψ, f and g are the same as in (2.1)-(2.2) and we will assume that
they satisfy Assumption 2.3 with m > d/2, p = 2 and ϑ = 0. Thus by Sobolev’s
embedding of Wm

2 into Cb, the space of bounded continuous functions, for all ω we
can find a continuous function of x which is equal to ψ almost everywhere, and for
each t and ω we have continuous functions of x which coincide with ft and gt for
almost every x ∈ Rd. Here and in the following we always take such continuous
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modifications if they exist, thus we always assume that ψ, ft, and gt are continuous
in x for all t (for g = (gk)∞k=1 this means, as usual, continuity as a function with
values in l2). In particular, terms like ft(x) in (3.1) make sense. We note that for
m > d/2 one can use Sobolev’s theorem on embedding Wm

2 to Cb to show also that
if Assumption 2.3 holds with m > d/2, p = 2 θ = 0, then∑

x∈Gh

|ψ(x)|2hd +

∫ T

0

( ∑
x∈Gh

|ft(x)|2hd +
∑
x∈Gh

∑
k

|gkt (x)|2hd
)
dt

≤ N‖ψ(x)‖2m +N

∫ T

0

‖ft‖2m +
∑
k

‖gkt ‖2m dt <∞ (a.s.),

with a constant N = N(Λ0, d), where ‖ · ‖m := | · |m,2.0. (See Lemma 4.2 in [10].)

Clearly, for ϕ ∈ C∞0 (Rd) and λ 6= 0

δhλϕ(x)→ ∂λϕ(x) := λiDiϕ(x) as h→ 0.

Thus, in order to approximate L and Mk by Lh and Mh,k, respectively, we need
the following compatibility condition.

Assumption 3.1. For every i, j = 1, . . . , d, k = 1, . . . and for P ⊗ dt⊗ dx-almost
all (ω, t, x) ∈ Ω× [0, T ]× Rd

aij =
∑

λ,κ∈Λ0

aλκλiκj , bi =
∑
λ∈Λ0

(a0λ + aλ0)λi, c = a00,

σik =
∑
λ∈Λ0

bλ,kλi, µk = b0,k.

For each x ∈ Gh equation (3.1) is a stochastic differential equation (SDE), i.e.,
in general, (3.1)-(3.2) is an infinite system of SDEs. To replace this with a finite
system we make the coefficients, together with the free and initial data, vanish
outside of a large ball by multiplying them with a cutoff function ζR, which satisfies
the following condition.

Assumption 3.2. For an integer m ≥ 0 and a real number R > 0 the function ζR
is a continuous function with compact support on Rd, such that ζ(x) = 1 for |x| ≤ R
and the derivatives of ζR up to order m+ 1 are continuous functions, bounded by a
constant C.

In this way we replace (3.1)-(3.2) with the system of SDEs

(3.4) dut(x) = (Lh,Rt ut(x) + fRt (x)) dt+ (Mh,R,k
t ut(x) + gR,kt (x)) dwkt , t ∈ [0, T ],

with initial condition

(3.5) u0(x) = ψR(x),

for x ∈ Gh ∩ supp ζR, where supp ζR is the support of ζR,

(3.6) (ψR, fRt , g
R,k
t ) := (ζRψ, ζRft, ζRg

k
t )

and

Lh,Rt :=
∑

λ,κ∈Λ1

aλκ,Rt δhλδ
h
κ , Mh,R,k

t :=
∑
λ∈Λ1

bλ,R,kt δhλ, k = 1, 2, . . . ,
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with

(3.7) aλκ,R := ζ2
Ra

λκ for λ, κ ∈ Λ0,

(3.8) (a0κ,R, aλ0,R, bλ,R,k) := (ζRa
0κ, ζRa

λ0, ζRb
λ,k) for λ, κ ∈ Λ1, k ≥ 1.

At this point our approximation is a finite dimensional (affine) linear SDE, whose
coefficients are bounded by K owing to (3.3), and furthermore, by virtue of Remark
3.1, for each x, fR(x) and gR(x) are square integrable in time under Assumption
3.2 and 3.5 below with m > d/2.

Hence (3.4)-(3.5) has a unique solution

{uh,Rt (x) : x ∈ Gh ∩ supp ζR}t∈[0,T],

by virtue of a well-known theorem of Itô on finite dimensional SDEs with Lipschitz
continuous coefficients. The approximation of such equations are well studied,
various time-discretization methods can be used, each of them with their own ad-
vantages and disadvantages. Here we chose the implicit Euler method, formulated
as follows.

We take a mesh-size τ = T/n for an integer n ≥ 1, and approximate (3.1)-(3.2)
by the equations

(3.9) v0(x) = ψR(x),

vi(x) = vi−1(x) + (Lh,Rτi vi(x) + fRτ(i−1)(x))τ

(3.10) +

∞∑
k=1

(Mh,R,k
τ(i−1)vi−1(x) + gR,kτ(i−1)(x))ξki , i = 1, 2, . . . , n,

for x ∈ Gh ∪ supp ηR, where ξki = wkiτ − wk(i−1)τ .

Remark 3.2. In many applications, including the Zakai equation for nonlinear fil-
tering, the driving noise is finite dimensional. If this is not the case, one needs
another level of approximation, at which the infinite sum in (3.10) is replaced by
its first m terms. We shall not discuss this here.

Remark 3.3. As mentioned before, Euler approximations for SDEs are very well
studied. Therefore, while it is far from immediate that the error is of the desired
order, independently of h and R, the implementation of the scheme goes as usual,
see e.g. [14] and its references.

To prove to solvability of the fully discretized equation (3.9)-(3.10) and estimate
its error from the true solution of (2.1)-(2.2) on the space-time grid we pose the
following assumptions. As for the following we confine ourselves to the L2-scale,
without weights, we use the shorthand notation ‖ · ‖m = | · |Wm

2,0
, ‖ · ‖ = ‖ · ‖0.

Assumption 3.3. For all (ω, t, x) ∈ Ω× [0, T ]× Rd∑
λ,κ∈Λ0

(2aλκ − bλ,kbκ,k)zλzκ ≥ 0

for all z = (zλ)λ∈Λ0
, zλ ∈ R.

In the following assumptions m and l are nonnegative integers, as before, and
will be more specified in the theorems below.
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Assumption 3.4. The derivatives in x of aλκ up to order max(m, 2) are P⊗B(Rd)-
measurable functions, bounded by K for all λ, κ ∈ Λ1. The derivatives in x of
bλ = (bλr)∞r=1 up to order m + 1 are P ⊗ B(Rd)-measurable l2-valued functions,
bounded by K, for all λ ∈ Λ1.

Assumption 3.5. The initial value, ψ is an F0-measurable random variable with
values in Wm

2 . The free data, ft and gt = (gk)∞k=1 are predictable processes with

values in Wm
2 and Wm+1

2 (l2), respectively, such that almost surely

(3.11) K2
m := ‖ψ‖2m +

∫ T

0

(
‖ft‖2m + ‖gt‖2m+1

)
dt <∞.

Assumption 3.6. There exists a constant H such that

E‖ft − fs‖2l + E‖gs − gt‖2l+1 ≤ H|t− s|, E‖ft‖2l+1 + E‖gt‖2l+2 ≤ H

for all s, t ∈ [0, T ], and

|Dα(aλκt (x)− aλκs (x))|2 ≤ H|t− s|,
∑
k

|Dβ(bλ,kt (x)− bλ,ks (x))|2 ≤ H|t− s|,

for all ω ∈ Ω, x ∈ Rd, s, t ∈ [0, T ] and multi-indices α and β with |α| ≤ l and
|β| ≤ l + 1.

Remark 3.4. If Assumptions 3.1 and 3.3 hold then

(2aij − µirµjr)zizj = (2
∑

λ,κ∈Λ0

aλκλiκj −
∑
λ∈Λ0

bλ,kλi
∑
κ∈Λ0

bκ,kκj)zizj

=
∑

λ,κ∈Λ0

(2aλκ − bλ,kbκ,k)(λizi)(κjzj) ≥ 0

for all z = (z1, ..., zd) ∈ Rd, i.e., Assumption 2.1 also holds. Clearly, Assumptions
3.1 and 3.4 imply Assumption 2.2 (a)-(b). Notice that Assumption 3.5 is the same
as Assumption 2.3 with p = 2 and ϑ = 0. Thus if Assumptions 2.2 (c), and 3.1
through 3.5 hold with m > 2 + d/2, then by virtue of Corollary 2.5 equation (2.1)
with initial condition (2.2) has a unique classical solution

u = {ut(x) : t ∈ [0, T ], x ∈ Rd}.

Now we are in the position to formulate the first main theorem of this section,
with the notation GRh = Gh ∩BR.

Theorem 3.5. Let l > d/2 be an integer. Let Assumptions 3.1 through 3.4 hold
with m ≥ 4+l, and let Assumptions 2.2 (c) and Assumption 3.6 hold with m ≥ 2+l
and with l+1, respectively. Then if τ is sufficiently small, then for any h > 0, R > 1

the system of equations (3.9)-(3.10) has a unique solution (vR,h,τi )ni=0. Moreover,
for any ν ∈ (0, 1), q > 1 we have

E max
i=0,...,n

max
x∈GνRh

|uτi(x)− vh,R,τi (x)|2

(3.12) ≤ N1e
−δR2

E1/qK2q
l+2 +N2(h4 + τ)(1 + EK2

m),

with constants N1 and δ > 0 depending only on K, d, T , C q, ν and Λ0, and a
constant N2 = N2(K,T, d, C,H,Λ0).



14 M. GERENCSÉR AND I. GYÖNGY

As mentioned above we want to have approximations with higher order accuracy
in h by extrapolating from vh,R,τ . Let us recall the method of Richardson’s extrap-
olation. This technique, first introduced in [22], allows one to accelerate the rate
of convergence by appropriately mixing approximations with different mesh sizes,
given that a power expansion of the error in terms of the mesh sizes is available.
We shall use this, based on results of [7], to obtain higher order approximations
with respect to the spatial mesh size h. To formulate the extrapolation, let r ≥ 0,
V be the (r + 1)× (r + 1) Vandermonde matrix V ij = (4−(i−1)(j−1)),

(3.13) (c0, c1, . . . , cr) := (1, 0, . . . , 0)V −1,

and define

(3.14) v̄h,R,τ :=

r∑
i=0

civ
h/2i,R,τ ,

where vh/2
i,R,τ denotes the solution of (3.9)-(3.10) with h/2i in place of h. As we

shall see, even by mixing only two approximations with different mesh sizes, that
is, setting r = 1, the extrapolation increases the order of accuracy in h from 2 to 4.

The second main result of this section is the following.

Theorem 3.6. In additions to the assumptions of Theorem 3.5 let Assumptions
3.2, 3.4 and 3.5 hold with m ≥ 4r + 4 + l. Then for the extrapolation v̄h,R,τ we
have

E max
i=0,...,n

max
x∈GνRh

|uτi(x)− v̄h,R,τi (x)|2

(3.15) ≤ N1e
−δR2

E1/qK2q
2+l +N2(h2(2r+2) + τ)(1 + EK2

m)

for any ν ∈ (0, 1) and q > 1, with constants N1 and δ > 0, depending only on K,
d, T , C, ν, q and Λ0, and a constant N2 = N2(K,T, d, C,H, r,Λ0).

These theorems will be proved by using Theorem 2.6, some results from [7], sum-
marized below in Theorem 3.9, and the error estimate for the time-discretization,
established in Theorem 3.10 below.

Example 3.7. Consider the equation

dut(x) = sin2(x)D2ut(x)dt+ sin(x)Dut(x)dwt

for (t, x) ∈ [0, 1]× R, where (wt)t∈[0,1] is a 1-dimensional Wiener process, with the
initial condition

u0(x) = (1 + x2)−1.

The choice of localizing function ζR is quite arbitrary, for the sake of concreteness
we take ζR(x) := f(x+ 2 +R)− f(x− 2−R), where

f(x) :=
2

π
arctan ex/(1−x

2) for |x| < 1, and f(x) := 1[1,∞)(x) for |x| ≥ 1,

while noting that in practice a simple mollified indicator of [−R,R] may be more
favourable. Notice that ζR(x) = 1 for |x| ≤ R and supp ζR = [−3− R, 3 + R].

For an integers j ≥ 1 and n ≥ 1 we set h = R/(10j) and τ = 1/n. To use the
extrapolation with r = 1 in (3.14), we need to solve two discrete equations with
spatial mesh sizes h̄ = h, h/2, and mix them according to (3.14), where one can
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check that the coefficients are c0 = −1/3, c1 = 4/3. Following the steps outlined
above, the discrete equation we arrive at is

uR,h̄,τi (kh̄) = a(kh̄)(δh̄δh̄uR,h̄i )(kh̄)τ + b(kh̄)(δh̄uR,h̄i−1)(kh̄)(wτi − wτ(i−1))

for i = 1, 2, . . . , n and k = 0,±1, . . . ,±d(3 +R)/h̄e, with the initial values

uR,h̄,τ0 (kh̄) = (1 + k2h̄2)−1ζR(kh̄),

where a(x) = ζ2
R(x) sin2(x), b(x) = ζR(x) sin(x), and

δh̄φ(x) = (2h̄)−1[φ(x+ h̄)− 2φ(x) + φ(x− h̄)].

For each h̄ one can solve the above equation recursively in i.
Taking the resulting solutions uR,h,τ and uR,h/2,τ , and setting

vR,h,τ = (4/3)uR,h/2,τ − (1/3)uR,h,τ ,

we can conclude that the error Emaxi,k |uiτ (kh)− vR,h,τi (kh)|2, where i runs over

0, 1, . . . , n and k runs over 0± 1, . . . ,±0.9R/h, is of order e−δR
2

+ h8 + τ .

Before summarising some results from [7] on finite difference operators Lh, Mh

and stochastic finite difference schemes in spatial variables we need to make an
important remark.

Remark 3.8. The concept of a solution of (3.1)-(3.2), as a process with values in
l2,h, the space of functions φ : Gh → R with finite norm ‖φ‖2l2,h =

∑
x∈Gh |φ(x)|2,

is straightforward. One can, however, also consider (3.1)-(3.2) on the whole space,
that is, for (t, x) ∈ HT . Namely, when Assumptions 3.4 and 3.5 hold, then we can
look for an Ft-adapted L2-valued solution (uht )t∈[0,T ] such that almost surely for
every t ∈ [0, T ]

(3.16) uht = ψ +

∫ t

0

(Lhsu
h
s + fs) ds+

∞∑
k=1

∫ t

0

(Mh,k
s uhs + gks ) dwks

in the Hilbert space L2, where the first integral is understood as Bochner integral
of L2-valued functions, the stochastic integrals are understood as Itô integrals of
L2-valued processes, and the convergence of their infinite sum is understood in
probability, uniformly in t ∈ [0, T ]. Thus, by a well-known theorem on SDEs in
Hilbert spaces with Lipschitz continuous coefficients, equation (3.16) has a unique
L2-valued continuous Ft-adapted solution uh = (uht )t∈[0,T ]. We refer to such a
solution as an L2-valued solution to (3.1)-(3.2). We can view equation (3.16) also
as an SDE in the Hilbert space Wm

2 , and by the same theorem on existence and
uniqueness of solution to SDEs in Hilbert spaces, we get a unique Wm

2 -valued
continuous Ft-adapted solution to it. Consequently, if Assumptions 3.4 and 3.5
hold with m ≥ 0, then u = (uht )t∈[0,T ], the L2-valued solution to (3.1)-(3.2) is a
Wm

2 -valued continuous Ft-adapted process. Also, it is straightforward to see that
these two concepts of solutions are “compatible” in the sense that if m > d/2, then
the restriction of the L2-valued solution to Gh solves (3.1)-(3.2) as an l2,h-valued
process. Note that (3.4)-(3.5) is a special case of the class of equations of the form
(3.1)-(3.2), and so the above discussion applies to it as well.

The analogous concepts will be used for solutions of (3.9)-(3.10). Namely, a

sequence of L2-valued random variables (vh,Ri )ni=0 is called an L2-valued solution

to (3.9)-(3.10) if vh,Ri is Fiτ -measurable for i = 0, 1, 2, ..., n, and the equalities hold
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for almost all x ∈ Rd, for almost all ω ∈ Ω. If (vh,Ri )ni=0 is an L2-valued solution to

(3.9)-(3.10) such that vh,Ri ∈ Wm
2 (a.s.) for m > d/2 for each i, then it is easy to

see that the restriction of the continuous version of vh,Ri to Gh ∩ supp ζR for each i
gives a solution {vi(x) : x ∈ Gh ∩ supp ζR, i = 0, 1, ...,n} to (3.9)-(3.10).

Theorem 3.9. Let Assumptions 3.3, 3.4 and 3.5 hold with an integer m ≥ 0. Then

(a) For any φ ∈Wm
p and |γ| ≤ m

2(Dγφ,DγLht φ) +
∑
k

‖DγMh,k
t φ‖2 ≤ N‖φ‖2m

for all ω ∈ Ω and t ∈ [0, T ] with a constant N = N(K,m, d,Λ0);
(b) There is a unique L2-valued solution uh of (3.1)-(3.2). It is a Wm

2 -valued
process with probability one, and for any q > 0

E sup
t≤T
‖uht ‖qm ≤ NEKqm

with a constant N = N(K,m, d,Λ0, q, T );
(c) If for an integer r ≥ 0 Assumptions 3.1 through 3.5 with m > 4r + 4 + d/2

hold, then for any q > 0

E sup
t≤T

max
x∈Gh

|ut(x)− ūh(x)|q ≤ Nhq(2r+2)EKqm,

where u is the classical solution to (2.1)-(2.2), ūh =
∑r
i=0 u

h/2i , and N is a
constant depending only on K, d, T , q, Λ0 and m.

As discussed above, under Assumptions 3.4 and 3.5 we have a unique L2-valued

solution uh,R = (uh,Rt )t∈[0,T ] to (3.4)-(3.5), and it is a continuous Wm
2 -valued pro-

cess.

Theorem 3.10. (i) Let Assumptions 3.2 through 3.5 hold with m ≥ 0. Then for
sufficiently small τ there exists for all h and R > 0 a unique L2-valued solution

vh,R,τ to (3.9)-(3.10) such that vh,R,τi ∈Wm
2 for every i = 0, 1, ..., n and ω ∈ Ω.

(ii) If Assumption 3.6 holds with some integer l ≥ 0 and Assumptions 3.1 through
3.5 hold with m = l + 3, then

(3.17) max
i≤n

E‖uh,Rτi − v
h,R,τ
i ‖2l ≤ Nτ(1 + EK2

m),

with a constant N = N(K,C,H, d, T, l,Λ0).
(iii) Let l ≥ 0 be an integer. If Assumption 3.6 holds with l + 1 in place of l, and
Assumptions 3.1 through 3.5 hold with m = l + 4, then

(3.18) Emax
i≤n
‖uh,Rτi − v

h,R,τ
i ‖2l ≤ Nτ(1 + EK2

m)

with a constant N = N(K,C,H, d, T, l,Λ0).

Proof. To prove solvability of the system of equations (3.9)-(3.10) we rewrite (3.10)
in the form
(3.19)

(I − τLh,Rτi )vi = vi−1 + τfτ(i−1) +

∞∑
k=1

(Mh,R,k
τ(i−1)vi−1 + gR,kτ(i−1))ξ

k
i , i = 1, 2, . . . , n,

where I denotes the identity operator. We are going to show by induction on j ≤ n
that for sufficiently small τ for each j there is a sequence of Wm

2 -valued random
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variables (vi)
j
i=0, such that vi is Fiτ -measurable, v0 = ψR and (3.19) holds for

1 ≤ i ≤ j. For j = 0 there is nothing to prove. Let j ≥ 1 and assume that our
statement holds for j − 1. Consider the equation

(3.20) Dv = X,

where

D := I − τLh,Rτj , X := vj−1 + τfτ(j−1) +

∞∑
k=1

(Mh,R,k
τ(j−1)vi−1 + gR,kτ(j−1))ξ

k
j .

In the following we take κ to be either 0 or m. It easy to see that D is a bounded
linear operator from Wκ

2 into Wκ
2 , for each ω ∈ Ω and τ . Let us define the norm

| · |κ in Wκ
2 by

|ϕ|2κ = ‖(I −∆)κ/2φ‖2 =
∑

γ:|γ|≤κ

Cγ‖Dγφ‖2, ∆ :=
d∑
i=1

D2
i ,

where Cγ is a positive integer for each multi-index γ, |γ| ≤ κ. Thus | · |κ is a Hilbert
norm which is equivalent to to ‖ · ‖κ. We denote the corresponding inner product
in Wκ

2 by ( , )κ. By virtue of Theorem 3.9 (a) for all ω ∈ Ω and τ we have

(v,Dv)κ = |v|κ − τ(Lh,Rτj v, v)κ ≥ |v|2κ − τN |v|2κ, for all v ∈Wκ
2

where the dependence of N is as in the theorem, in particular, it is independent of
h,R. Consequently, for τ < 1/N we have

(v,Dv)κ ≥ δ|v|2κ for all v ∈Wκ
2 , ω ∈ Ω,

where δ = 1− τN > 0. Hence by the Lax-Milgram lemma for every ω ∈ Ω there is
a unique v = vκ ∈Wκ

2 such that

(Dvκ, ϕ)κ = (X,ϕ)κ for all ϕ ∈ C∞0 (Rd).

Since (Y, ϕ)κ = (Y, (I −∆)κϕ) for all Y ∈Wκ
2 and ϕ ∈ C∞0 (Rd), we have

(Dvκ, (I −∆)κϕ) = (X, (I −∆)κϕ) for all ϕ ∈ C∞0 (Rd).

Hence, taking into account that {(I −∆)mϕ) : ϕ ∈ C∞0 (Rd)} is dense in W 0
2 = L2,

we get that vm solves (3.20) in L2 as well, so by uniqueness, vm = v0. This means
(3.20) has a unique solution v ∈ L2 for every ω ∈ Ω, and v ∈ Wm

2 for every
ω ∈ Ω. Since X and Dφ are Wm

2 -valued Fjτ -measurable random variables for every
ϕ ∈ Wm

2 , the unique solution v ∈ Wm
2 to (3.20) is also Fjτ -measurable. This

finishes the induction, and the proof of statement (i) of the theorem.
For parts (ii) and (iii) EK2

m <∞ may and will be assumed. Hence by Theorem
3.9 (b),

(3.21) E sup
t∈[0,T ]

|uh,Rt |2% ≤ NEK2
% <∞ for % = 0, 1, 2, ...,m.

As Assumption 3.6 also holds, we have

(3.22) E‖ψ‖2l+κ + max
i≤n

E‖fti‖2l+κ + max
i≤n

∑
k

E|gkti‖
2
l+κ <∞

with κ = 0 in part (ii) and κ = 1 in part (iii), and hence, with the same κ,

(3.23) E‖vh,R,τi ‖2l+κ <∞ for every i = 0, 1, ..., n.
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To start the proof of (ii), let us fix a multi-index γ with length |γ| =: % ≤ l. From

equations (3.9)-(3.10) and (3.1)-(3.2), we get that the error ei := uh,Rτi − v
h,R,τ
i is

a Wm
2 -valued Fτi-measurable random variable, i = 0, . . . , n, and Dγei is the L2-

valued solution of the equation

Dγei =Dγei−1

+DγLh,Rτi eiτ +

∫ τi

τ(i−1)

DγFs ds

+DγMh,R,k
τ(i−1)ei−1ξ

k
i +

∫ τi

τ(i−1)

DγGks dw
k
s

for i = 1, . . . , n, with zero initial condition, where

Ft := Lh,Rt uh,Rt − Lh,Rκ2(t)u
h,R
κ2(t) + fRt − fRκ1(t), κ2(t) := κn2 (t) := (bntc+ 1)/n,

Gkt := Mh,k
t uh,Rt −Mh,R,k

κ1(t) u
h,R
κ1(t) + gR,kt − gkκ1(t), κ1(t) := κn1 (t) := bntc/n.

To ease notation we set

Li := Lh,Rτi , Mk
i := Mh,R,k

τi , Fi :=

∫ τi

τ(i−1)

DγFs ds, Gi :=

∫ τi

τ(i−1)

DγGks dw
k
s ,

and by using the simple identity ‖b‖2−‖a‖2 = 2(b, b−a)−‖b−a‖2 with b := Dγei
and a := Dγei−1, we get

‖Dγei‖2 − ‖Dγei−1‖2

= 2(Dγei, D
γLieiτ + Fi) + 2(Dγei, D

γMk
i−1ei−1ξ

k
i + Gi)− ‖Dγei −Dγei−1‖2

= 2(Dγei, D
γLieiτ + Fi) + 2(Dγei−1, D

γMk
i−1ei−1ξ

k
i + Gi)

+ 2(Dγei −Dγei−1, D
γMk

i−1ei−1ξ
k
i + Gi)− ‖Dγei −Dγei−1‖2

= 2(Dγei, D
γLiieiτ + Fi) + 2(Dγei−1, D

γMk
i−1ei−1ξ

k
i + Gi)

+ ‖DγMk
i−1ei−1ξ

k
i + Gi‖2 − ‖DγLieiτ + Fi‖2

≤ I(1)
i + I

(2)
i + I

(3)
i + I

(4)
i + I

(5)
i + I

(6)
i

(3.24)

with

I
(1)
i :=2τ(Dγei, D

γLiei)

I
(2)
i :=2(Dγei,Fi)

I
(3)
i :=2(Dγei−1, D

γMk
i−1ei−1ξ

k
i + Gi)

I
(4)
i :=‖DγMk

i−1ei−1ξ
k
i ‖2

I
(5)
i :=2(DγMk

i−1ei−1ξ
k
i ,Gi)

I
(6)
i :=‖Gi‖2.

By the Young and Jensen inequalities, and basic properties of stochastic Itô inte-
grals we have

(3.25) I
(2)
i ≤ τ‖Dγei‖2 + τ−1‖Fi‖2 ≤ τ‖Dγei‖2 +

∫ τi

τ(i−1)

‖Fs‖2% ds, EI(3)
i = 0,
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(3.26) EI(4)
i = τE

∑
k

‖DγMk
i−1ei−1‖2,

(3.27) EI(6)
i = E

∫ τi

τ(i−1)

∑
k

‖DγGks‖2 ds ≤ E
∫ τi

τ(i−1)

∑
k

‖Gks‖2% ds.

By Itô’s identity for stochastic integrals

EI(5)
i = 2E

∫ τi

τ(i−1)

∫
Rd
DγMk

i−1ei−1(x)DγGks(x) dx ds.

Here by integration by parts we drop one derivative from DγMk
i−1ei−1 on the term

DγGks , and then by the Cauchy-Schwarz-Bunyakovsky and Young inequalities we
get

EI(5)
i ≤ τNE‖ei−1‖2% +NE

∫ τi

τ(i−1)

∑
k

‖Gks‖2%+1 ds.

Using (3.26), by Theorem 3.9 (a) we have

(3.28) EI(1)
i + EI(4)

i ≤ NτE‖ei‖2%.
Therefore, by taking expectations and summing up (3.24) over i from 1 to j ≤ n,
and over γ for |γ| ≤ l, we get

(3.29) E‖ej‖2l ≤ N0τ

j∑
i=1

E‖ei‖2l +N0E
∫ T

0

(‖Fs‖2l +
∑
k

‖Gks‖2l+1) ds

for j = 1, ..., n, where N0 = N0(K,C,Λ0, l, d) is a constant. Notice that due to
(3.23) and (3.21)

E‖ei‖2l <∞ i = 1, 2, ..., n,

and due to (3.21) and Assumptions 3.4 and 3.6 we have

E
∫ T

0

‖Fs‖2l +
∑
k

‖Gks‖2l+1 ds <∞.

Hence the right-hand side of inequality (3.29) is finite. Thus when τ < 1/N0, from
(3.29) by discrete Gronwall’s lemma it follows that

(3.30) E‖ej‖2l ≤ N0(1−N0τ)−jE
∫ T

0

(‖Ft‖2l +
∑
k

‖Gkt ‖2l+1) dt

for j = 1, ..., n. Now we are going to show that

(3.31) E‖Ft‖2l +
∑
k

E‖Gkt ‖2l+1 ≤ Nτ(EK2
l+3 + 1)

for all t ∈ [0, T ] with a constant N = N(K,C, c, d, T, l,Λ0). To estimate E‖Ft‖2%,
first notice that due to Assumption 3.6,

(3.32) E‖fRt − fRκ1(t)‖
2
l ≤ Nτ,

and due to Assumptions 3.2, 3.4 and 3.6

‖Lh,Rt uh,Rt − Lh,Rκ2(t)u
h,R
κ2(t)‖

2
l ≤ 2A1(t) + 2A2(t)

with

A1(t) := ‖(Lh,Rt − Lh,Rκ2(t))u
h,R
κ2(t)‖

2
l ≤ Nτ‖u

h,R
κ2(t)‖

2
l+2,
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A2(t) := ‖Lh,Rt (uh,Rt − uh,Rκ2(t))‖
2
l ≤ N‖u

h,R
κ2(t) − u

h,R
t ‖2l+2.

By virtue of Theorem (b) and Assumption 3.2,

(3.33) EA1(t) ≤ Nτ sup
t∈[0,T ]

E‖uh,Rt ‖2l+2 ≤ NτEK2
l+2.

To estimate A2 we show that

(3.34) E‖uh,Rt − uh,Rs ‖2l+2 ≤ N |t− s|(1 + EK2
l+3) for all s, t ∈ [0, T ].

To this end we mollify uh,R in the spatial variable. We take a nonnegative φ ∈
C∞0 (Rd) supported on the unit ball in Rd such that it has unit integral, and for
functions ϕ, which are locally integrable in x ∈ Rd, we define ϕ(ε) by

ϕ(ε)(x) := ε−d
∫
R
ϕ(y)φ((x− y)/ε) dy, x ∈ Rd, for ε > 0.

We will make use of the following known and easily verifiable properties of ϕ(ε).
For integers r ≥ 0 and ε > 0,

(3.35) ‖ϕ(ε) − ϕ‖r ≤ ε‖ϕ‖r+1 for ϕ ∈W r+1
2 ,

and

(3.36) ‖ϕ(ε)‖r ≤ ‖ϕ‖r, ‖(Diϕ)(ε)‖r = ‖Diϕ
(ε)‖r ≤

Ni
ε
‖ϕ‖r, ϕ ∈W r

2

for i = 1, 2, ..., d, where Ni depends only on the sup and L1 norms of Diφ. Thus
by (3.35)

‖uh,Rt − uh,Rs ‖2l+2 = ‖uh,Rt − uh,Rs ‖2l+1 +

d∑
i=1

‖Di(u
h,R
t − uh,Rs )‖2l+1

≤ ‖uh,Rt − uh,Rs ‖2l+1 +

d∑
i=1

‖Di(u
h,R
t − uh,Rs )(ε)‖2l+1

+

d∑
i=1

‖Diu
h,R
t − (Diu

h,R
t )(ε)‖2l+1 +

d∑
i=1

‖(Diu
h,R
s − (Diu

h,R
s )(ε)‖2l+1

≤‖uh,Rt − uh,Rs ‖2l+1 +
d∑
i=1

‖Di(u
h,R
t − uh,Rs )(ε)‖2l+1

+Nε2(‖uh,Rt ‖l+2 + ‖uh,Rs ‖l+2).(3.37)

Since uh,R satisfies (3.1)-(3.2), for 0 ≤ s ≤ t ≤ T we have

‖uh,Rt − uh,Rs ‖2l+1 ≤ 2B1 + 2B2(3.38)

with

B1 :=
∥∥∥ ∫ t

s

(Lh,Rr uh,Rr + fRr ) dr
∥∥∥2

l+1
,

B2 :=
∥∥∥∫ t

s

(Mh,R,k
r uh,Rr + gR,kr ) dwkr

∥∥∥2

l+1
,

and using (3.36) we have

(3.39)

d∑
i=1

‖Di(u
h,R
t − uh,Rs )(ε)‖2l+1 ≤

N

ε2
B1 +B3,
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with

B3 :=

d∑
i=1

∥∥∥∫ t

s

(DiM
h,R,k
r uh,Rr +Dig

R,k
r ) dwkr

∥∥∥2

l+1
.

It is easy to see that

EB1 ≤ (t− s)
∫ t

s

E‖Lh,Rs uh,Rs + fRs ‖2l+1 ds

(3.40) ≤ N(t− s)2(sup
t≤T

E‖ut‖2l+3 + sup
t≤T

E‖ft‖2l+1).

Using Itô’s identity, for B2 we obtain

EB2 =E
∫ t

s

∑
k

‖Mh,R,k
r uh,Rr + gkr ‖2l+1 dr

≤ N(t− s)(sup
t≤T

E‖uh,Rt ‖2l+2 + sup
t≤T

E‖gt‖2l+1),(3.41)

and in the same way, for B3 we have

(3.42) EB3 ≤ N(t− s)(sup
t≤T

E‖uh,Rt ‖2l+3 + sup
t≤T

E‖gt‖2l+2).

From (3.37) through (3.41) we get

E‖uh,Rt − uh,Rs ‖2l+2 ≤ N(ε2 + (t− s)2ε−2 + |t− s|)J
for every ε > 0, where

J := sup
t≤T
{E‖uh,Rt ‖2l+3 + E‖gt‖2l+2 + E‖ft‖2l+1}.

Choosing here ε := |t− s|1/2 gives

E‖uh,Rt − uh,Rs ‖2l+2 ≤ 3N(t− s)J.
Hence we obtain (3.34), since by Theorem 3.9 and Assumption 3.6 we have

J ≤ NEK2
l+3 +H.

From (3.34) we get the estimate

EA1 ≤ Nτ(EK2
l+3 + 1),

which together with (3.33) and (3.32) shows that E‖Ft‖2l is estimated by the right-
hand side of the inequality (3.31). Similarly, by making use of (3.34), we can get
the same estimate for E‖Gt‖2l+1, which finishes the proof of (3.31). From (3.30)
and (3.31) we have

max
j≤n

E‖ej‖2% ≤ τN(1−N0τ)−n(EK%+3 + 1)

for τ < N−1
0 , with a constant N = N(K,C,H, d, l, T,Λ0). Hence noticing that

lim
n→∞

(1−N0τ)−n = eN0T ,

we obtain (3.17), which completes the proof of (ii).
To prove (iii) notice first that by using (ii) with l + 1 in place of l we have

(3.43) E
n∑
i=1

‖ei‖2l+1 ≤ N(1 + EK2
m)
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with m = l+ 4. Fixing a multi-index γ as in (ii), with |γ| = % ≤ l, we revisit (3.24)

and observe that I
(5)
i ≤ I(4)

i + I
(6)
i and by Theorem 3.9

I
(1)
i ≤ Nτ‖ei‖2l .

Thus summing up (3.24) over i = 1, ..., j, and recalling also (3.25) and (3.26), we
obtain

E max
1≤j≤n

‖Dγei‖2 ≤ NτE
n∑
i=1

‖ei‖2l +N

∫ T

0

E‖Fs‖2l ds

+N

∫ T

0

E‖Gs‖2l ds+ τ

n∑
i=1

E
∑
k

‖DγMk
i−1ei−1‖2 + E max

1≤j≤n

j∑
i=1

I
(3)
i .

Hence, noticing that

∞∑
k=1

‖DγMk
i−1ei−1‖2 ≤ N‖ei‖2l+1,

by using (3.43) and (3.31), we get

(3.44) E max
1≤i≤n

‖Dγei‖2 ≤ Nτ(EK2
m + 1) + E max

1≤j≤n

j∑
i=1

I
(3)
i .

Clearly,
j∑
i=1

I
(3)
i =

∫ jτ

0

Zkt dw
k
t , j = 1, 2, ..., n,

where (Zkt )t∈[0,T ] is defined by

Zkt = 2(Dγei−1, D
γMk

i−1ei−1 +DγGkt ) for t ∈ (ti−1, ti], i = 1, 2, ..., n.

It is easy to see that∫ T

0

∑
k

|Zkt |2 dt ≤ 4 max
1≤i≤n

‖Dγei‖2
∑
k

(
n∑
i=1

‖DγMk
i−1ei−1‖2τ +

∫ T

0

‖Gks‖2l ds

)

≤ 1

36
max

1≤i≤n
‖Dγei‖4 + 144

(
n∑
i=1

‖ei−1‖2l+1τ +
∑
k

∫ T

0

‖Gks‖2l ds

)2

.

Hence by the Davis inequality we have

Sn ≤ E sup
t∈[0,T ]

∫ t

0

Zks dw
k
s ≤ 3E

(∫ T

0

∑
k

|Zks |2 ds

)1/2

≤ 1

2
E max

1≤i≤n
‖Dγei‖2 + 36τ

n∑
i=1

E‖ei−1‖2l+1 + 36E
∫ T

0

‖Gs‖2l ds <∞.

Using this, and estimates (3.31) and (3.43), we obtain (iii) from (3.44). �

By virtue of Remark 3.8, by using Sobolev’s theorem on embedding Wm
2 into Cb

for m > d/2, we get the following corollary.
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Corollary 3.11. (i) Let Assumptions 3.2 through 3.5 hold with m > d/2. Then
for sufficiently small τ there exists for all h and R > 0 a unique solution vh,R,τ =

{vh,R,τiτ (x) : x ∈ Gh ∩ supp ζR} to (3.9)-(3.10).
(ii) If Assumption 3.6 holds with some integer l > d/2 and Assumptions 3.1 through
3.5 hold with m > d/2 + 3, then

(3.45) max
0≤i≤n

E max
x∈Gh

|uh,Rτi − v
h,R,τ
i |2 ≤ Nτ(1 + EK2

m),

with a constant N = N(K,C,H, d, T, l,Λ0).
(iii) If Assumption 3.6 holds with l > d/2 + 1 and Assumptions 3.1 through 3.5
hold with m > d/2 + 4, then

(3.46) Emax
i≤n

max
x∈Gh

|uh,Rτi − v
h,R,τ
i |2 ≤ Nτ(1 + EK2

m)

with a constant N = N(K,C,H, d, T, l,Λ0).

Proof of Theorems 3.5 and 3.6. The solvability of (3.9)-(3.10) has already been
discussed above, so we need only prove the estimates (3.12) and (3.15). A natural
way to separate the errors of the different types of approximations would be to
write

|uτi(x)− vh,R,τi (x)| ≤ |uτi(x)− uhτi(x)|+ |uhτi(x)− uh,Rτi (x)|+ |uh,Rτi (x)− vh,R,τi (x)|.
However, in such a decomposition we cannot directly estimate the middle term on
the right-hand side, that is, the localization error of the finite difference equation.
Therefore we introduce u0,R, the classical solution of (2.1)-(2.2) with data

D̄ := DR = (ζRψ, ζ
2
Ra, ζRb, ζRc, ζRσ, ζRµ, ζRf, ζRg).

Clearly the pair D, D̄ satisfies Assumption 2.4. Also, as the finite difference co-
efficients a, b are compatible with the data D in the sense that Assumption 3.1 is
satisfied, it follows that the coefficients aR, bR, as defined in (3.7)-(3.8), are com-
patible with the data D̄ in the same sense. Therefore in the decomposition

|uτi(x)−vh,R,τi (x)| ≤ |uτi(x)−u0,R
τi (x)|+ |u0,R

τi (x)−uh,Rτi (x)|+ |uh,Rτi (x)−vh,R,τi (x)|
the first term can be treated by Theorem 2.6, the second by Theorem 3.9 (c), and
the third by Corollary 3.11 (iii). Adding up the resulting errors we get the estimate
(3.12), and the dependence of the constants also follows from the invoked theorems.

Similarly, for (3.15) we write

|uτi(x)− v̄h,R,τi (x)| ≤ |uτi(x)− u0,R
τi (x)|+ |u0,R

τi (x)− ūh,Rτi (x)|

+

r∑
j=0

cj |uh/2
j ,R

τi (x)− vh/2
j ,R,τ

i (x)|,

where ūh,R =
∑r
j=0 cju

h/2j ,R, and follow the same steps as above.

Remark 3.12. As it can be easily seen from the last step of the proof, Assumption
3.6 can be weakened to α-Hölder continuity for any fixed α > 0, at the cost of
lowering the rate from 1/2 to α ∧ (1/2).

To decrease the spatial regularity conditions, in particular, the term d/2, one
would need the generalization of the results of [7], and subsequently, of Theorem
3.10, to arbitrary Sobolev spaces Wm

p . Partial results in this direction can be found
in [5].
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