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REVIEW Open Access

MF and HF radar techniques for investigating
the dynamics and structure of the 50 to
110 km height region: a review
Iain Murray Reid1,2

Abstract

The application of medium-frequency (MF) and high-frequency (HF) partial reflection radar to investigate the neutral
upper atmosphere is one of the oldest such techniques still regularly in use. The techniques have been continuously
improved and remain a robust and reliable method of obtaining wind velocities, turbulence intensities, electron
densities, and measurements of atmospheric structure in the mesosphere lower thermosphere (MLT) region (50 to
110 km). In this paper, we review recent developments, discuss the strengths and weaknesses of the technique, and
consider possible improvements.

Keywords: Medium-frequency radar techniques; High-frequency radar techniques; Partial reflection radar; Spaced
antenna technique; Full correlation analysis; Mesosphere lower thermosphere region; D region; MLT region dynamics;
Meteor radar; Imaging Doppler interferometer

Review
Introduction
This review is about the investigation of the upper neutral
atmosphere in the 50 to 110 km height region by radars
operating in the medium-frequency (MF, 0.3–3 MHz) and
high-frequency (HF, 3–30 MHz) bands. In the MF band,
the focus is on the range from about 2 to 3 MHz and in
the HF band on the frequency range up to around
3.2 MHz. These radars are sometimes referred to as partial
reflection (PR) radars and make use of the ionized compo-
nent of the atmosphere as a tracer for the neutral motions
in the ionosphere between heights of around 50 to 110 km.
We do not consider the case of total reflection from the
ionosphere, except where it complicates partial reflection
radar measurements of the neutral atmosphere. Of course,
we do consider other results where appropriate.
The 50 to 110 km height range is generally referred

to as the mesosphere and lower thermosphere (MLT).
The mesosphere is that region between the temperature
maximum near 50 km (the stratopause) and the tem-
perature minimum near 85 km (the mesopause). The

thermosphere lies above the mesosphere. It is perhaps
worth noting that the actual boundary heights change
with location and season, and the mesopause height may
be nearer 100 km at mid-latitudes in winter (e.g., Fan et al.
2014).
The state of the MLT is determined by dynamical

coupling from below via waves and by photoionization
from above by the sun. The basic thermal structure is
set by the balance between absorption of solar UV and
infrared radiation to space, but it is significantly modified
by momentum deposition by atmospheric waves, notably
internal atmospheric gravity (buoyancy) waves, that drives
the atmosphere away from radiative equilibrium. For
example, this causes the summer polar MLT to be up to
100 K colder than radiative equilibrium acting alone and
the winter polar MLT to be correspondingly warmer (e.g.,
Andrews et al. 1987).
The investigation of the MLT region relies largely on

remote sensing techniques. The direct techniques avail-
able generally rely on rocket delivered instruments, and so
observations are necessarily episodic in nature. Indirect
techniques include passive (airglow) and active (lidar)
optical and radar techniques. A form of radar, the focus of
this paper, was used to confirm the existence of the iono-
sphere (Appleton and Barnett 1925; Breit and Tuve 1925,
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1926), and radar has since been extensively used to inves-
tigate its properties.
There are two main mechanisms believed to result in

coherent returns of radio waves from the MLT region.
These are turbulent (or Bragg) scatter and Fresnel
Reflection or Fresnel Scatter. Bragg scatter results from
radar returns from turbulent irregularities in the elec-
tron density with scales of half the projection of the
radar wavelength onto the wave vector. Fresnel reflec-
tion (also known as partial reflection) results from the
presence of irregularities in refractive index transverse to
the beam direction which are thin compared to the radar
wavelength. Fresnel scatter results when the scattering
medium is coherent in the two dimensions transverse to
the probing wave and random in the direction parallel to
the wave vector. This might correspond to a sharply
bounded region of turbulence, for example. Generally at
the MF/HF frequencies that we are considering here, the
radar returns are produced by Fresnel reflection or Fres-
nel scatter. However, it is noteworthy in this context that
the detailed nature of the backscattering and partially
reflecting irregularities in the MLT is still not well
understood.
The MLT height region corresponds to the iono-

spheric D region and the lower part of the ionospheric E
region. The E region extends from heights of about 90
to 140 km and reaches its peak ionization levels near
110 km near noon. The actual peak height and height
extent of the E region is dynamic, and it varies with lo-
cation, time of day, season, solar cycle, and solar activity.
The D region is that part of the ionosphere lying below the
E region, and its lowest extent is about 50 km. Again, this
lower bound is dynamic and depends strongly on location,
time of day, and solar activity. Likewise, its upper extent is
dynamic, and it varies with the changes in the extent of the
E region. During the day, ionization rates in the D region
are determined by solar Lyman-α (Ly-α; ~65–80 km), solar
X-rays (≥80 km) and galactic cosmic ray fluxes (≤65 km),
and at night by solar Ly-α and Lyman-β (Ly-β) scattered
from the geocorona (~80–90 km) and by galactic cosmic
ray fluxes (e.g., Nicolet and Aikin 1960; Thomson et al.
2007; Hedin et al. 2008; Pavlov 2014).
It is sometimes suggested that the D region can be

considered to be formed by two different “layers”: a “D
layer” formed by the solar photoionization of NO by Ly-α
and peaking near 90 km, and a “C layer” near 64 to 68 km
formed by cosmic ray ionization (e.g., Deeks 1966; Bain
and May 1967; Abdu et al. 1973). The idea of the C layer
was first introduced to understand very low frequency
(VLF, 3–30 kHz) radar propagation observations. In more
recent work, Bertoni et al. (2013) briefly review some of
these and suggest that a C layer of enhanced electron
density does exist near 64 to 68 km for a few hours after
dawn, but that its formation is associated with sunrise

rather than with cosmic ray ionization. However, in the 50
to 110 km height region, the concept of a clear division
between “E” and “D” regions and single “D” and “C” layers
is slightly misleading, as the 50 to 100 km height region is
stratified (e.g., Reid 1990), and most often consists of mul-
tiple regions of enhanced backscatter, with a tendency for
this to occur at certain “preferred” heights for radar
returns (e.g., Gregory 1961; Titheridge 1962; Reid 1990).
This strong tendency to form layer-like regions of
enhanced backscatter is overlaid with a strong diurnal
variation in the heights of occurrence of radar returns.
Near 85–90 km, a layer persists both day and night, and
during the day, partial reflections extend down to heights
near 50 km. This behavior might be a more logical justifi-
cation for splitting the D region into D and C layers.
Whatever the actual height extent of the D region, or

its subdivisions, in this review, we are focused on partial
reflection of radar returns from the ionosphere in the
region above 50 km, and below the total reflection
height of the E region, for the purposes of investigating
the neutral atmosphere.

Brief historical overview

Partial reflection from the 50 to 100 km height region
Echoes that appeared to be from mesospheric heights
were reported as early as 1930 (Appleton 1930), and in
the years that followed, a number of reports of echoes,
mainly not only from the 50–100 km height interval but
also some of uncertain origin from the 15 to 65 km
height range (see e.g., Watson-Watt et al. 1937) were
made. These early observations were all obtained from
low frequencies (LF, 30–300 kHz) to HF and are summa-
rized in Ellyett (1947) and Ellyett and Watts (1959). The
first unequivocal indications of radar that returns from
heights near but below the E region appear to be those
presented by Appleton and Piddington (1938). They
found echoes below the E region (~110 km) and which
extended down to heights of about 80 km. Their results
were obtained at MF using an ionosonde and were
followed by similar results at MF and HF obtained by
Dieminger (1952), Dieminger and Hofmann-Heyden
(1952), and by Gnanalingham and Weekes (1952).
The work of Dieminger represents the first systematic

investigation of the characteristics of these echoes and is
not inconsistent with present knowledge. The first re-
sults of an experiment specifically designed to investi-
gate the lower ionosphere below the E region were
presented by Gardner and Pawsey (1953). The ordinary
(O) and extraordinary (E or X) magnetoionic compo-
nents each suffer different amplitude and phase varia-
tions with height due to the height variations in electron
density (Ne) and collision frequency (v) (e.g., Thrane and
Piggott 1966; Friedrich and Torkar 1983; Holdsworth
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et al. 2002; Vuthaluru et al. 2002), and this was exploited
by Gardner and Pawsey to measure the electron dens-
ities. The technique they used was the foundation of the
differential absorption experiment (DAE) and differential
phase experiment (DPE), amongst the few techniques
capable of providing regular ground-based measurements
of electron density in the mesosphere (for reviews, see
Belrose 1970; Manson and Meek 1984). They also found
that the ionization had a tendency to form in strata near
70 and 90 km.
As we have noted above, the evidence that there is a

tendency for layers observed by radar to occur at certain
preferred heights regardless of location has a long
history. For example, Dieminger (1952), Gregory (1956,
1961), Titheridge (1962), Reid (1990), Jones et al. (2004),
and Hall et al. (2006) discuss this for MF and HF, Bailey
et al. (1955) and Pineo (1956) for very high frequency
(VHF; 30 to 300 MHz) forward scatter results, Bowles
et al. (1964) for both vertical and forward scatter VHF
results, and Flock and Balsley (1967) for vertical inci-
dence VHF results. At MF/HF, such preferred heights
are subject to seasonal and annual variations, but per-
sistent echoes occur from mean heights of about 65–68,
74–75, 83–85, and 92 km. The origin of the layers below
80 km is not well understood and could be aeronomic,
dynamical, or a combination of both in origin. Layers do
appear near sunrise and disappear near sunset, and so
photo detachment is suggested.
The authors noted above, and many others, have found

that one of the most persistent regions of echo occurrence
is that near 70–75 km. This particular preferred height
seems to be related to an equally persistent temperature
inversion in the same height range (Schmidlin 1976;
Champion 1987; Offermann et al. 1987; Hauchecorne et al.
1987), and Hauchecorne et al. (1987) suggest a similar
height variation in the inversion to that found in VHF echo
occurrence and that an enhancement in gravity wave
breaking occurs in the region of increased stability in and
above the temperature minimum. This idea has not been
explored in a systematic manner using a modern MF/HF
radar collocated with other observing instruments, the
ideal instrument being a LIDAR. This, and the underlying
formation mechanisms for the other preferred heights, is a
topic certainly worth for future investigation.

Investigation of dynamics in the 50 to 100 km height region
In the MLT region, the first attempts to measure the mo-
tion of the ionosphere used spaced receiving antennas to
measure the apparent motion of the ground diffraction
pattern across the observing region (e.g., Ratcliffe and
Pawsey 1933; Mitra 1949; Krautkrämer 1950). These early
results were for total reflections from the ionosphere, and
spaced antenna (SA) measurements ultimately proved
very difficult to interpret when applied to total reflection

from the ionosphere if the object was to measure neutral
atmospheric dynamics, and they are not suitable for this
purpose. Spaced antenna techniques are still used for
investigating ionospheric dynamics in the form of iono-
sondes and dynasondes, and Reinisch et al. (1998) and
Rietveld et al. (2008) give contemporary accounts of this
application.
Gardner and Pawsey’s (1953) work laid the founda-

tions for an entire field of study for measuring electron
densities and investigating the structure of the D region
MLT region, and weak D region partial reflections and
backscatter were subsequently exploited using a SA
technique to investigate the dynamics of the neutral at-
mosphere (Fraser 1965). Both Gardner and Pawsey’s and
Fraser’s techniques are still in use in essentially the same
basic experimental form as they were more than 60 and
50 years ago, respectively.
The evolution of MF/HF SA techniques since the

1950s has followed the development of radar hardware
and computing. In 1965, Fraser (1965) used the spaced
antenna technique to determine partial reflection winds
at Birdling’s Flat near Christchurch in New Zealand using
a simple binary correlation analysis. A more complete de-
scription is included in Fraser (1965). Stubbs (1973) used
the Buckland Park medium frequency (BPMF) array to
make SA measurements and analyzed them using the full
correlation analysis (FCA) to determine D region winds.
The FCA is a more sophisticated correlation analysis for
the SA experiment which we will discuss below. Stubbs
also validated the MF SA FCA winds against meteor radar
winds from a nearby location.
Originally, data analysis generally took place offline

and offsite, and most observing sites were limited to
operation on a campaign basis. The advent of cheap
personal computers allowed the introduction of the first
real-time analysis of the SA experiment with a simplified
FCA, the so-called poor man’s FCA (Meek 1980). The
original system hardware used in the SA experiment
often only measured the amplitude of the returned radio
waves, and phase information was not generally avail-
able. An example of the amplitude-only variation of
radio waves received at one antenna on the BPMF radar
in the 1970s is shown in Additional file 1: Video 1. This
variation in amplitude was originally referred to as
“fading”, and the mean fading time is still one of the
output parameters of a typical SA analysis (see Table 5).
Later, once coherent receiver systems were introduced,

phase information became available, and Doppler-based
and interferometric techniques became more common
at MF (e.g., Vincent and Reid 1983; Adams et al. 1986).
The most sophisticated ultimate implementation of this
was perhaps the development of the BPMF radar (Reid
et al. 1995) which included 30 independent phase-
controlled transmitters and 16 independent receivers,
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allowing great flexibility in experimental configurations
(e.g., Holdsworth and Reid 2004a). Currently, the Saura
HF large array radar is the most capable in the world
(Singer et al. 2008).
In the sections below, we explore the application of

MF/HF radar techniques to investigate the MLT region,
consider their weaknesses and strengths, and suggest
possible future developments.

MF and HF radar techniques for the MLT region
There are a variety of radar techniques available for in-
vestigating the MLT region. These split naturally into
those that use the ionization produced by solar radiation
as a target and those that use ionized trails produced by
meteors as targets. A number of these techniques are
summarized in Table 1. Each technique has its own
strengths and weaknesses, and it has become more com-
mon to utilize clusters of instruments to investigate the
MLT region in order to maximize strengths and minimize
weaknesses. For completeness, we have included two tech-
niques in this table that are no longer used. These are the
LF ionospheric drift experiment (see Sprenger and
Schminder 1969; Jacobi 2014) which used transmitters of
opportunity, in the form of commercial broadcast radio
transmitters, and the “partial reflection experiment” (PRE)
radar for measuring electron densities which was estab-
lished near Tromsø, Norway in 1975 (see Brekke et al.
1985). This radar was the last of the large dedicated
instruments for measuring electron densities in the lower
ionosphere (see Belrose 1970 for a summary of instru-
ments existing at that time). The Tromsø radar now oper-
ates in modified form as an MF SA FCA radar (e.g., Hall
2000). As we note briefly below, the ability to measure
electron densities has been incorporated into newer MF/
HF SA and Doppler beam swing (DBS) radars (see e.g.,

Holdsworth et al. 2002; Holdsworth and Reid 2004a;
Singer et al. 2011).
In the last decade, this reapplication of older techniques

and the validation of existing techniques for measuring
neutral winds in the MLT region have emerged. In
addition to measuring electron densities, these include the
use of dynasondes for measuring neutral winds in the
MLT (Jones et al. 2003) and the use of super dual auroral
radar network (SuperDARN) ionospheric radars as meteor
radars (e.g., Kleinknecht et al. 2014).
While the application of radars operating in the MF

and HF bands to investigate the neutral upper atmos-
phere is one of the oldest such techniques still regularly
in use, the techniques have been continuously improved,
largely through the availability of better hardware (e.g.,
Reid et al. 1995; Holdsworth and Reid 2004b; Singer
et al. 2008; Li et al. 2012) and readily available and
economical but powerful computers, and provide a ro-
bust and reliable method of obtaining wind velocities
(e.g., Stubbs 1973; Pancheva et al. 2002), turbulence in-
tensities (e.g., Hocking 1983; Holdsworth et al. 2001),
electron densities and collision frequencies (e.g., Thrane
and Piggott 1966; von Biel 1977; Friedrich and Torkar
1983; Holdsworth et al. 2002; Singer et al. 2011), measure-
ments of atmospheric structure (e.g., Gregory 1956; Hall
2000), temperatures (e.g., Tsutsumi et al. 1999; Holdsworth
et al. 2006), and measurements of energy and momentum
transfer (e.g., Reid and Vincent 1987; Murphy and Vincent
1993; Placke et al. 2015) in the MLT region.
There have been a number of reviews of the tech-

niques. Briggs (1980) carefully describes the underlying
principles of SA and DBS measurements of the neutral
atmosphere, and Whitehead et al. (1983) provides a
complementary review, which extends the discussion to
ionospheric measurements. Briggs (1992, 1994) provides

Table 1 Radar techniques for investigating the MLT region

Radar technique Typical frequency
(wavelength)

Frequency range Typical height
coverage

Height resolution Time
resolution

Measured
quantities

Status

Meteor radar 30 MHz (10 m) MF to UHF 75–110 km 1–5 km 30–60 min u, v, T, ρ, radiants,
meteoroid velocities

Current

LF ionospheric
spaced antenna drift

200 kHz
(1500 m)

200 kHz (1500 m) 90–100 km (night) 1 height uncertainty
~2 km

1 min u, v Retired

Dedicated DAE/DPE
PR radar

3 MHz (100 m) 3 MHz (100 m) 60–90 km (day) 1–3 km 1–5 min Ne, υ Retired

85–100 km (night)

MF/HF PR SA radar 3 MHz (100 m) 1.94 to 3.18 MHz 60–100 km (day) 1–3 km 1–5 min u, v, Ne, υ Current

80–100 km (night)

MST radar 50 MHz (6 m) 44.75 to
64 MHz

0.5–20 km 150–600 m 5 min u, v, w Current

60–80 km (day)

SuperDARN radar 12 MHz (25 m) 8–20 MHz As for meteor
radar

As for meteor radar As for meteor
radar

As for meteor
radar

Current

The symbols represent the following parameters: u is the zonal wind magnitude, v is the meridional wind magnitude, w is the vertical wind magnitude, T is the
temperature, ρ is the neutral density, Ne the electron number density, and υ is the collision frequency
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a general overview and history of MF/HF radar techniques
of direct relevance to this review that can be applied to
the MLT region. Reid (1996) reviewed MF techniques in
terms of their ability to make measurements of mean
winds, atmospheric tides, and gravity waves, and Hocking
(1997) considers the strengths and limitations of meso-
sphere stratosphere troposphere (MST) radar measure-
ments of middle atmosphere winds with a focus directly
related to MF and HF radar techniques. Reid et al. (1995)
and Holdsworth and Reid (2004a, 2004b) provide an over-
view of the capabilities of the BPMF radar which serves as
a good description of the capabilities of MF/HF radars
generally, Holdsworth et al. (2004a) provide a good de-
scription of a modern all-sky meteor radar, Fraser (2005)
provides a history of the development of scientific radar in
New Zealand very relevant to this review, and Hocking
(2011) provides a general review of radar techniques for
investigating the MLT region.
As we noted above, in this review, we concentrate on

MF/HF SA radar techniques for measuring the neutral
atmosphere using returns from the ionized atmosphere,
but include meteor radars where relevant. The most com-
mon meteor radar operating frequencies are currently in
the lower VHF band, between 30 and 55 MHz, but there
are advantages to operating at lower frequencies because
the meteor count rate N goes as (McKinley 1951)

N∝
PT

1=2 Gλ3=2

PR
1=2

where λ is the radar wavelength, PT is the transmitted
power, G is the system gain, and PR is the received
power. Meteor radars historically operated close to, and
often below, 30 MHz. The peak of the meteor detection
distribution is also higher with a lower frequency
(e.g., Younger et al. 2014). This makes SuperDARN
radars (8 to 20 MHz) potentially very powerful me-
teor radars for measuring winds at heights in the data
poor region between above 100 and 120 km.
MF radars have been successfully used as meteor ra-

dars, particularly, but not exclusively, at higher latitudes
(e.g., Tsutsumi et al. 1999; Holdsworth and Reid 2004a;
Tsutsumi and Aso 2005), and for measuring winds up to
120 km. However, a disadvantage here is that as the
frequency is lowered, meteor detections are harder to
discriminate from ionospheric echoes. In addition, above
about 110 km, the Earth’s magnetic field increasingly
influences the motion of the ionized component of the
atmosphere, (e.g., Elford and Elford 2001), and so both
the SA and meteor techniques may not measure the
neutral dynamics above this height.
The radar techniques applied at MF and at HF to inves-

tigate the MLT height region are basically the same tech-
niques that can be applied at other radar frequencies.

They differ in that the wavelengths in the MF and HF
bands are relatively long (1000 to 100 m in the MF band;
100 to 10 m in the HF band), in that ionospheric radar
returns are generally present above 80 km both day and
night at these frequencies as we shall see below, and in
that the irregularities responsible for the backscatter and
partial reflection are very aspect sensitive at these frequen-
cies (see e.g., Pawsey 1935; Holdsworth and Reid 2004a).
These differences give rise to a number of unique consid-
erations which we discuss below.

Spaced antenna techniques
The most common technique applied at MF and lower
HF is the SA technique, and MF/HF radars currently
operating using the technique are summarized in Table 2
along with some of their operating characteristics.
Radars of this type that have been retired since the re-
view of Reid (1996) are summarized in the same way in
Table 3. Some of these radars were only ever intended to
provide shorter term observations, but for others, on-
going long-term funding has proved difficult to obtain.
Figure 1 shows the location of the radars summarized in
Tables 2 and 3.
In SA techniques, a minimum of three non-collinear

receiving antennas are used to receive partial reflections
from the D region. The transmitting antenna used is
usually located very close to the receiving antennas in
a bi-static configuration. More commonly, the same
antennas are used for both transmission and reception.
A typical antenna arrangement is shown in Fig. 2. In
this particular case, which is for the Poker Flat MF
radar (see e.g., Kawamura et al. 2007), all four anten-
nas are used for both transmission and reception, and
each antenna is connected to an independent receiver.
Another arrangement is shown in Fig. 3, which is for
the Saura HF radar (Singer et al. 2011). The long
arms allow this radar to be used in DBS mode, and
the antennas shown in green allow it to be used as a
SA radar. In DBS, narrow beams are formed in order
to measure the radial velocities in three or more
beam directions, and the horizontal and vertical winds are
calculated from the radial velocities.
The D region ionosphere is birefringent, and both or-

dinary (O) and extraordinary (E or X) polarizations are
used. The E mode is strongly absorbed during the day,
so historically, for wind measuring radars, the E mode
was used at night and the O mode during the day. For
this reason, the antennas shown in Fig. 2 are crossed
dipoles. This allows both modes to be transmitted and
received. It is now common to transmit O and E modes
on either alternate radar pulses, or on alternate data
records, and then apply the DAE or DPE to measure the
electron density (see e.g., Holdsworth et al. 2002; Singer
et al. 2003; Singer et al. 2011).
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Figure 4 shows one example from Singer et al.
(2003) which shows the electron densities derived
from the DAE and DPE, as well as the O and X
mode signal powers obtained using interleaved
operation.

Vertical incidence pulsed transmission is used for all
current MF/HF SA systems. A unique frequency modu-
lated continuous wave chirp (FMCW-chirp) 3.18 MHz
system was operated at Juliusruh in Germany for a num-
ber of years. This system commenced operation in 1982

Table 2 A summary of current MF/HF SA radars

Facility Lat./long Mode Freq. (MHz) Power (kW)

Adelaide, Australia 35 S, 138 E SA, IDI, DBS 1.98 100

Andenes, Norway 69 N, 16 E SA 1.98 50

Bear Lake, USA 42 N, 111 W IDI 2.2 (day), 3.8 (night) 10

Christchurch, NZ 44 S, 172 E SA 2.40 100

Davis Station, Antarctica 69 S, 78 E SA 1.98 25

Kolhapur, India 16.8 N, 74.2 E SA 1.94 25

Juliusruh, Germany 55 N, 13 E SA, IDI, DBS 3.18 128

Langfang, China 39.41 N, 116.71 E SA 1.99 64

Pameungpeuk, Indonesia 7.7 S, 107.7 E SA 2.008 30

Poker Flat, USA 65 N, 148 W SA 2.43 50

Pontianak, Indonesia 0 S, 109 E SA 1.98 25

Qujing, China 25.6 N, 103.8 E SA 2.138 64

Saskatoon, Canada 52 N, 107 W SA 2.22 50

Saura, Norway 69 N, 16 E SA, IDI, DBS 3.17 116

Scott Base, Antarctica 78 S, 167 E SA 2.90 60

Syowa Base, Antarctica 69 S, 39.6 E SA 2.4 50

Tirunelveli, India 8.7 N, 77.8 E SA 1.98 25

Tromso, Norway 70 N, 19 E SA 2.78 50

Wakkanai, Japan 45.4 N, 141.7 E SA 1.955 50

The radar at Bear Lake is a dynasondes that can operate in an IDI mode. The most recent MF radar installations have been in China, as part of the Chinese
Meridian project. The Indian radars and the Saura 3.18 MHz radar (IAP, Germany) have been recently upgraded

Table 3 MF/HF radars that have been retired since the review of Reid (1996)

Facility Lat./long Mode Freq. (MHz) Power (kW) Remarks

Bribie Island, Australia 28 S, 153 E SA, DBS 1.98 25 Long term

Christmas Island 2 N, 157 W SA 1.98 25 Long term

Halley Base, Antarctica 76S, 26 W IDI 2.75 10 Long term

Hawaii, USA 22 N, 156 W SA 1.98 25 Long term

London, Canada 43 N, 81 W SA 2.22 25 Long term

McMurdo, Antarctica 78 S,166 E SA 1.98 50 Long term

Nanjing, China 32 N, 119 E SA 2.00 25 Long term

Platteville, USA 40 N, 105 W SA 2.219 25 Long term

Puerto Rico 19 N, 67 W SA 1.95 25 Long term

Rarotonga, Cook Islands 22 S, 160 W SA 1.98 25 Long term

Robsart, Canada 49 N, 109 W SA 2.22 25 Campaign

Sylvan Lake, Canada 52 N, 114 W SA 2.22 25 Campaign

Tindal, Australia 15 S, 132 E SA 1.98 25 Campaign

Urbana, USA 40 N, 88 W SA 2.66 25 Long term

Yamagawa, Japan 31 N, 131 E SA 1.95 50 Long term

The Halley dynasonde operated successfully in IDI mode until it was relocated in 2008
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to measure electron densities (Priese and Singer 1984;
Singer et al. 1988) and was modified to be capable of
making spaced antenna measurements in 1990 (e.g.,
Hoffmann et al. 1990). It was replaced with a pulsed
system in 2005 (e.g., Hoffmann et al. 2011).

Fig. 1 MF and HF radars used to measure the MLT region. Green indicates retired radars, blue current radars, and yellow dynasondes that have
operated as IDI radars. See text and Tables 2 and 3 for further details

Fig. 2 A typical antenna layout for the spaced antenna technique
at 2.43 MHz. This arrangement is for the Poker Flat MF radar (see
Kawamura et al. 2007). All antennas are used for both transmission
and reception using circular polarization. This optimizes system
sensitivity, as transmitter and receiver polar diagrams are matched.
The antenna orientation is designed to reduce coupling, and the
overall arrangement facilitates the use of the FCA, FSA, SCA, IDI, and
meteor analyses. Generally, the antenna spacing is selected so that
cross-correlation functions calculated between antennas on the long
sides of the triangle takes peak values of about 0.5. Because the fading
times vary with height (see Fig. 8), the outer triangle spacing
is generally optimized for a particular height. Having an additional
antenna at the center of the triangle provides the potential for better
cross-correlation values (~0.5) over a greater range of heights

Fig. 3 The antenna arrangement for the Saura HF radar (after Placke
2013). All antennas of the main arms (the “Mills Cross”) are used for
transmission and reception. The crossed dipoles shown in green are
used for SA applications
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With a typical 3 dB pulse width of 26.6 μs for a system
operating at 2 MHz, the height resolution is about 4 km,
which is commonly oversampled to yield a 2 km range bin.
However, as we discuss below, because of the presence of
the strong returns from the E region, it would be preferable
to use a shorter pulse. At 2 MHz, the wavelength is 150 m,
so a 4 km resolution at 2 MHz is comparable to a 160 m
height resolution for a 50 MHz (6 m wavelength) atmos-
pheric radar. A more typical best range resolution at
50 MHz would be 100 m, which would correspond to a
2.5 km pulse width at 2 MHz. A 1 km pulse width (which
would be 1.6 km at 2 MHz) is used successfully on the
3.17 MHz Saura radar (e.g., Singer et al. 2008, 2011).
The maximum usable pulse repetition frequency (PRF)

is determined by the total reflection height. An illustra-
tive range time diagram is shown in Fig. 5. This is taken

from Czechowsky et al. (1983) and shows two pulse
repetition periods (PRP = τ), of 1 and 4 ms, corre-
sponding to PRFs of 1000 and 250 Hz, respectively. In
simple range aliased terms, the maximum unaliased
range rmax is given by

rmax ¼ cτ=2;

where c is the speed of light, and so these PRFs would
correspond to maximum usable ranges of 150 and
600 km, respectively. However, as the figure shows,
returns from ranges 1, 2, and 3 in the E region appear at
lower ranges at later times as a consequence of multiple
reflections from the E region. At E region heights, and
at MF and lower HF during the day, these returns would
most likely be from total reflections. Consequently, we

Fig. 4 Electron densities derived from the DAE and DPE using the Saura HF radar (left panel) and the corresponding signal powers for the ordinary
(O mode) and X modes obtained using interleaved observations (right panel) (after Singer et al. 2003)

Fig. 5 Range-time diagram showing the influence of multiple reflections or scattering at E region heights on the received signals for two different
pulse repetition periods (after Czechowsky et al. 1983). For the case of total reflection from the E region, the returns would be attenuated by each
ground reflection and by any absorption through the D region. This is significant during daytime
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expect these returns to be very strong and to potentially
dominate the weaker partial reflections (typically 10−3 to
10−5 that of the E region) from the D region. Of course,
the strength of these returns would be reduced by each
ground reflection and by any D region absorption
present during each transit, but the returns could still be
strong enough to contaminate the weak D region returns
even after multiple reflections. D region absorption is
very strong during the day. As a consequence of this,
with typical E region peak heights during the day of
110 km, and typical F region peak heights of above
210 km during the night, PRF values from 80 to 120 Hz
during the day and from 20 to 40 Hz at night are used.
These restrictions on PRF mean that the duty cycles of

PR radars are low, and in this, the radars could be con-
sidered to be underutilized. The use of pseudo-random
pulse codes and of pulse stuttering on transmission are
avenues for investigation that could lead to better use of
such radar’s capabilities.

Choice of operating frequency
Most MF/HF SA radar techniques for investigating the
neutral atmosphere do not routinely make measure-
ments above about 100 km. This is because a significant
issue with radars operating at less than the critical fre-
quency for the E region (between 2 and 4 MHz depend-
ing on latitude, time of day, season, and solar cycle; see
e.g., Jursa et al. 1985) is that the total reflection height
varies between around 95 and 110 km. This represents
an upper operating height during the day for radars op-
erating in the MF and lower HF bands. In addition, close
to, but below the total reflection height, group retard-
ation means the reported heights (the virtual heights)
are greater than the actual backscatter/partial reflection
heights. This results in different ranges (that is, group
delays) corresponding to very similar heights. This also
means that the maximum useable height is not fixed for
a particular frequency radar or location, and the actual
maximum useable height may not be readily identifiable
for a particular location unless some care is taken (see e.g.,
Namboothiri et al. 1993). However, it is possible that with
care, the actual height can be determined, and there is also
good evidence that winds above 100 km can be recovered
at some times of the day and at some locations using MF/
HF SA techniques (Namboothiri et al. 1994) and MF
meteor methods (e.g., Tsutsumi and Aso 2005).
Given the issues around in the influence of the height of

the total reflection, the selection of the operating fre-
quency is very important. This is more so the case because
of the proximity of the operating frequencies to those of
the AM broadcast band, MF and HF amateur bands,
radiolocation bands, and maritime communication and
mobile communications bands. In most instances, the
radar frequency is determined by the available spectrum

and licensing. The best operating frequency (f) is a bal-
ance between the competing requirements of licensing,
good backscattered power, which goes as 1/f2, and favors
a lower frequency, and the reflection height, which goes as
f, and favors a higher frequency. As a consequence of
these limitations, current PR radars operate in the range
from 1.94 to 3.18 MHz as shown in Table 2.
In addition to forming an upper limit to the upper

measurement height of MF and lower HF radar tech-
niques, strong E region returns may have another impact
on winds above about 92 km during the middle of the
day. Because of the long tail on the Gaussian transmitter
pulses used, and the steep gradient in returned power in
height approaching the E region, height gates well away
from the height of the total reflection layer may be con-
taminated by returns from the E region, possibly making
the derived winds unrepresentative, and potentially un-
usable. This was first suggested by Hocking (1997) in
the context of finite receiver bandwidths and who sug-
gested that this was most likely to be an issue around
mid-day. He suggested that all data over a measured
height of 92 km should be discarded and repeated this
in a subsequent review (Hocking 2011). This conserva-
tive approach is appealing in its simplicity, and a safe
approach, but may not be entirely necessary when with
some effort, suspect data could be excluded from further
consideration after initial processing.
As noted above, the influence of the E region represents

an upper limit to the technique during daytime. The ma-
jority of investigators have taken the view that below
about 100 km at mid-latitudes any group retardation ef-
fects are negligible, that the real and virtual heights are
equivalent below 100 km, and E region contamination was
minimal. As we have noted above, this is too lax. However,
the quality control criteria applied within most analysis
techniques mean that the quality of the data is high and
that some results contaminated by total reflections are
most likely omitted. This is one reason for the relatively
high rejection rates above 90 km during the day (greater
than 50 % in ordinary mode (O-mode) and greater than
75 % in E mode) as we shall see below. The current quality
control parameters (or equivalently the rejection criteria)
for the BPMF SA FCA are summarized in Table 6 by way
of example.
However, there is no doubt that great care must be

taken to avoid contamination from total reflection,
and the addition of other quality control measures to
address this is recommended. In addition, an active
consideration of the likely total reflection height, the
consequent restriction of data to unaffected height
ranges, an active consideration of group retardation
and a correction made for it, and the use of smaller
range resolutions to increase the number of un-
affected range gates at least above 90 km should be
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implemented. At 2 MHz, a 2 km pulse oversampled
to 1 km is suggested.

Character of the ground diffraction pattern
An example of a snapshot in time of a D region diffrac-
tion pattern from a weak partial reflection from a height
of 80 km is shown in Fig. 6. This was obtained using the
BPMF radar using a technique described by Felgate and
Golley (1971), and further descriptions relevant to this
are provided by Briggs and Holmes (1973), Holmes
(1975), and Briggs (1993). It is the motion of this ground
diffraction pattern that is used to infer the motion of the
atmosphere at the partial reflection or backscatter
height. In an attempt to do this by sampling the ground
diffraction pattern at a limited number of locations, the
various spaced antenna techniques that we discuss here
were used. Generally, the number of locations sampled
is limited by cost. If all of the pattern was available as it
is in Additional file 2: Video 2, then in a modern radar
system, image processing techniques could be applied to
determine the motion of the pattern as is done for cloud
images in both the lower and upper atmosphere (e.g.,
Rong et al. 2015). This does assume that all of the

motion of the ground diffraction pattern is due to the
horizontal motion of the atmospheric irregularities produ-
cing it, and this does not always hold true. For example,
differential vertical motion in the radar pulse volume can
induce an apparent horizontal motion of the pattern (e.g.,
Røyrvik 1983). We will return to this below. Additional
file 2: Video 2 shows the sequence from which Fig. 6 was
obtained. The fading shown in Additional file 1: Video 1
corresponds to the variation in the strength of the electric
field at a particular position on the ground as the diffrac-
tion pattern moves over the receiving antennas.
A more contemporary example of a SA data record is

shown in Fig. 7. This shows the returned signal mea-
sured during a 120 s period every 0.4 s (after coherent
integration) over a range of heights for a single receiver
for the BPMF radar, along with the corresponding mean
power profile. This figure shows the variation in power
with height and the tendency to layering. The corre-
sponding figure for this record showing the variation of
the amplitude of the signal from each range gate (the
fading) is shown in Fig. 8. In the simplest spaced antenna
analysis, the signals detected at three spaced antennas cor-
responding to the fading shown in Fig. 7 are analyzed
using a correlation analysis to determine the motion of
the diffraction pattern of the partially reflected signal from
the D region over the ground. The detection may utilize
coherent receivers, but only the amplitude information is
used in the analysis.
A schematic representation of the SA experiment is

shown in Fig. 9 (MacKinnon et al. 2002). The ground
diffraction pattern is sampled at three ground locations.
In this case, which corresponds to the arrangement used
at VHF for the boundary layer version of the SA experi-
ment, groups of nine antennas are used for both recep-
tion and transmission. Groups of three or four antennas
are similarly used at each received location with the
BPMF radar with SA mode (see e.g., Holdsworth and
Reid 2004a), and there is a consequent increase in gain
and a high frequency filtering of the ground diffraction
pattern in both cases.
Figure 10 shows a sequence of a few hours of the

signal to noise ratio (SNR) for one receiver for the BPMF
radar again showing the tendency for layering. In this ex-
ample, sunrise occurred at 21:05 UT (6.35 am LT). The
layer between 60 and 65 km that forms around sunrise is
consistent with VLF observations of the C layer described
by Bertoni et al. (2013) and mentioned above. The layer
near 75 km is also commonly observed and, as discussed
above, is often associated with a “preferred height”.
Figure 11 shows the height profile of the SNR for the

Davis Station MF SA radar for one receiver for 1 year of
observations for O mode (McIntosh et al. 2010). A dis-
tinction is often made between the nature of the scattering
processes above and below about 80 km. In this context,

Fig. 6 The instantaneous ground diffraction pattern at 2 MHz for a
partial reflection height of 80 km. The scale of the diffraction pattern is
indicated by the overlay of the BPMF large array. The basic antenna
spacing is 91.4 m. For this work, the small transmitting array at the
bottom right of the figure was used for transmission. The image of the
diffraction pattern is taken from movies produced by Briggs and Holmes
(1973) and Holmes (1975) and described by Briggs (1993). Videos of the
movies are included as additional material with this paper
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we note the rapid increase in SNR between 82 and 84 km,
which corresponds to a gradient of about 8 dB/km. This
rapid increase in returned power is the rationale for using
two sampling regimes and two gain settings on some
radars. Another example of a height profile of returned
power for a brief period of observation is given in Fig. 4,
in this case for the Saura HF radar in northern Norway.
This example shows height profiles of both the O and X
mode returned powers, which range over 65 dB.
Generally, slow fading times are associated with more

aspect sensitive backscatter, and so with larger scales of
the ground diffraction pattern. The aspect sensitivity is
parameterized as the half width of the backscatter polar
diagram and given by θS (see e.g., Holdsworth and Reid
2004a). A review of the methods for investigating thin
sheets of temperature gradients in the lower atmosphere

by Luce et al. (2001) provides a useful review of tech-
niques for measuring aspect sensitivity and of the relation-
ship between atmospheric structure and aspect sensitivity.
In addition to the rapid increase in power, there is a

change in character of the backscatter at heights of
around 80 km, from more to less aspect sensitive (Figs. 7
and 11). This suggests that one challenge of spaced an-
tenna techniques is to adequately characterize the ground
diffraction pattern through all sampling heights. This may
not be possible when the same sampling scheme is used
for all heights.
Hocking (1981) estimated that minimum data lengths of

(80 − 100) ×T0.5, where T0.5 is the fading time, are required
to produce the true spectrum of velocities in the backscat-
tering region. Inspection of Fig. 8, which is typical, sug-
gests that data lengths of 160–500 s may be required

Fig. 7 The returned power on one receiver for one randomly selected 120 s observation at 00:00 UTC (LT = UTC + 9.5 h) from the BPMF radar.
Note the returned power spans more than 3 orders of magnitude in this height range and the layered structure evident around 75 km

Fig. 8 The time series of the normalized voltage corresponding to Fig. 7. The amplitude variation with time is the “fading” analyzed in the original SA
technique. The mean fading time for the record is shown in the panel on the right hand side. In any cross-correlation analysis, data records need to be
of sufficient length to characterize the correlation functions. Because of this, the QC parameters applied to these types of analysis (see, e.g., Table 6)
reject records for “slow fading”, and indicators of poor correlation function form. Ideally, the record length should be selected based on the fading
characteristics at a particular height. This would be simple to implement on current systems
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between 80 and 90 km and much longer lengths required
above and below this height range. Typical data lengths
used at Saskatoon were about 5 min (Meek and Manson
2001), but at Adelaide and many of the other radars in
Tables 2 and 3, typical data lengths used for SA analyses
were around 2 min, a length originally determined by
computer limitations at the field site. Two minute record
lengths are still typical, although now unnecessarily so,
and the use of longer, fading time-dependent data record
lengths is recommended. We note here that implicit in
many of the SA analysis techniques, including the FCA, is
the assumption of volume scatter. If discrete scattering

targets exist, then interferometric techniques could meas-
ure radial velocities in shorter time intervals than indicated
by Hocking’s analysis. We will return to this point below
and discuss the formation of the ground diffraction pattern
when we discuss DBS techniques.

Spaced antenna analysis techniques

Similar fades The oldest and simplest analysis tech-
nique for spaced antenna data is the “method of similar
fades” (see e.g., Mitra 1949; Krautkrämer 1950; Sprenger
and Schminder 1969). This approach involves measuring

Fig. 9 Schematic representation of the SA experimental arrangement (after MacKinnon et al. 2002). In this figure, the scattering irregularities are
moving at velocity v at a particular height, and the ground diffraction pattern is produced by the radar return from these irregularities. The ground
diffraction pattern from a particular height moves across the ground with a velocity 2v, and this is sampled at three locations indicated by the green
squares. In this example, which is for a VHF boundary layer radar, three groups of nine antennas are used for reception. This increases the gain and also
introduces a high frequency filter on the diffraction pattern

Fig. 10 A few hours of SNR for E mode randomly selected for one receiver of the BPMF radar showing layering typical of this type of
observation. LT = UT + 9.5 h, and sunrise occurred at 21:05 UT (6.35 am LT). The layer between 60 and 65 km that forms around sunrise is
consistent with VLF observations of the “C-layer” described by Bertoni et al. (2013) and mentioned in the text. The layer near 75 km is also
commonly observed and is often associated with a “preferred height”
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and recording the fading of a radio signal returned from
the ionosphere at three points on the ground at the cor-
ners of a triangle. The receiving locations are separated
by distances of the order of one wavelength or less. Ori-
ginally, the triangle was right-angled, but this was later
shown to introduce a bias into the derived velocity, and
subsequently, equilateral triangles were generally used
(Stubbs 1973). The velocity of the ground diffraction
pattern is then determined from the time displacements
of the fading measured at each receiving location. A
simple correction is made for the point source effect
(the derived velocity is divided by two; see Felgate 1970;
Briggs 1980). A series of experiments in the late 1960s
and early 1970s determined that the motion of the
ground diffraction pattern could be well characterized
using only three non-collinear receiving locations (Briggs
1980; 1994). Varieties of this spaced antenna analysis all
attempt to determine the motion of the atmosphere
from the same basic information provided by the ground
diffraction pattern. We will return to this below.
It was realized very soon after the introduction of the

simple “similar fades” analysis that a complete evaluation
of such measurements needed to take into account the
effects of any random changes and any anisotropy of the
ground diffraction pattern as it moves across the receiv-
ing antennas. An analysis to do this was developed by
Briggs et al. (1950), Phillips and Spencer (1955), Ratcliffe
(1956), and others and called the FCA method. A more
contemporary description is given by Briggs (1984) and
Holdsworth and Reid (1995a). However, as explained by
Sprenger and Schminder 1969, at that time the FCA was

relatively laborious and expensive, and so the simple
similar-fade method was often preferred. They also
describe another approach used with similar fades. This
was to average the “drift” vectors measured between the
spaced receiving locations to determine the velocity of
the ground diffraction pattern.
When a simple correlation analysis (effectively a simi-

lar fades analysis) is used to determine the movement of
the ground diffraction pattern across three non-collinear
antennas, the resulting velocity does not take into ac-
count random changes in the pattern as it moves, or any
anisotropy in the pattern. This results in a velocity that
overestimates the magnitude of the true velocity. For
this reason, this velocity is called the “apparent” velocity
in the FCA. This is illustrated in Fig. 12 which is taken
from Briggs (1993). Part (a) of this figure illustrates a
changing pattern E(x, t) moving past two antennas sepa-
rated by distance ξ0 with velocity V to produce records
E1(t) and E2(t). Part (b) shows the cross-correlation
function ρ12 that takes a maximum value a lag τm,

smaller than the “correct” value ξ0
V because of these

Fig. 11 The average height profile of returned signal to noise (SNR)
for 1 year of observations for one receiver channel for O-mode on
the Davis Station MF radar (after McIntosh 2010). Note the rapid
increase in SNR between 80 and 82 km, which corresponds to a
gradient of 18 dB in 2 km. This rapid increase in returned power
with height was the rationale for using two sampling regimes and
two gain settings on some older radars

Fig. 12 (After Briggs 1993) Part a of this figure illustrates a changing
pattern E(x, t) moving past two antennas separated by distance ξ0
with velocity V to produce records E1(t) and E2(t). Part b shows the
cross-correlation function ρ12 calculated from E1(t) and E2(t) that

takes a maximum value a lag τm, smaller than the “correct” value ξ0
V

because of these changes, and consequently, an overestimation of the
correct velocity V, the “apparent” velocity Va is produced
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changes, and consequently an overestimation of V, the
apparent velocity. It is easy to understand how this
comes about if we consider the limiting case of V = 0
and only random motions. In this case, the maximum
cross correlation will be at τm = 0.
Sprenger and Schminder (1969) argued that the simple

similar fades approach produces a result very similar to
the “apparent velocity” derived in the FCA method,
whereas the velocity obtained from averaging the drift
vectors produces a result in a term more similar to the
“true velocity” in the FCA method. In this, the technique
is similar to the simplest imaging Doppler interferometer
(IDI) techniques, which we discuss below, and which
produce a term similar to the apparent velocity.
The similar fades spaced antenna analysis using the drift

vector approach was applied at LF and oblique incidence
using commercial radio transmitters about 165 km distant
from the receiving site in Germany from 1959 until 2007,
with height information being available from 1982 on-
wards. This approach is effectively a single height meas-
urement, with the mean reflection height being typically
90 to 95 km, and the measurements were restricted to
nighttime because of strong daytime absorption. A de-
scription of the experiment, the analysis and results is
given by Schminder and Kürschner (1994).

Full correlation analysis
Like the method of similar fades, the FCA utilizes a
minimum of three spaced antennas to sample the
ground diffraction pattern produced by the backscatter-
ing irregularities. Table 4 shows the typical operating
parameters for the BPMF radar operating in SA mode.
Cross correlation techniques are used to determine its

velocity of motion, and the analysis takes account of ran-
dom changes in the pattern, and also any anisotropy of
the pattern, so that both horizontal components of the
wind field are measured at a particular height in a single
region directly above the radar. This analysis yields the
horizontal wind velocity, as well as a number of parame-
ters related to the ground diffraction pattern itself. These
are summarized in Table 5. The analysis was originally
applied to amplitude only time series data, but current
systems all use coherent data acquisition systems. How-
ever, the FCA itself does not make full use of the phase
information available. The apparent vertical velocity,
angle of arrival (AOA), and corrected vertical velocity in
this table are calculated outside of the FCA.
The FCA is the most common analysis routinely applied

to spaced antenna radars. It has been routinely applied at
MF to investigate the atmosphere in the 60–100 km
height region since the early 1970s on a campaign basis
(e.g., Stubbs 1973), then as a continuous and routine real-
time measurement of the MLT region (Gregory et al.
1979; Meek 1980). This development continued and in
the early 1990s, commercial three or four receiving
antenna MF/HF SA radar systems became available for
the first time, and a de facto antenna arrangement stand-
ard as shown in Fig. 2 for small partial reflection MF/HF
radars using the FCA was established.
However, a variety of transmitting and receiving an-

tenna arrangements were and are still common, particu-
larly with older larger systems established for the DAE
or as large general purpose antenna arrays. For example,
at Saskatoon, a vertically pointing 4 × 4 array of folded
half-wave dipoles with a half-power beam width of about
15° operating at 2.219 MHz was used for transmission.
Either four half-wave receiving antennas spaced at 1.16λ
and arranged in a “Y” arrangement or three half-wave
dipoles arranged in a triangle with a spacing of 1.35λ
were available for reception for routine observations (see
e.g., Meek and Manson 1987). At Adelaide, a square
array of four half-wave dipoles was used until the early
1990s for transmission, and three groups of four half-
wave dipoles were used for reception for routine obser-
vations (see e.g., Stubbs 1973).
Such arrangements affect the sampling of the ground

diffraction pattern by performing a spatial average on it
by removing finer scale structure. This is equivalent to
restricting the angles of arrival of the backscatter de-
tected by using narrower polar diagrams on reception.
This means that the filtering of the ground diffraction
pattern is different on different antenna systems, and
this may potentially influence the results of the analysis.
The height coverage of MF/HF PR radars is amongst

the best available from typical upper atmospheric radar
systems. By way of example, typical acceptance results
for 2 min records for both O and E modes, and for day

Table 4 Experimental parameters used for routine Spaced
Antenna FCA for the Buckland Park MF radar

Parameter Day value Night value

Start range, km 50 70

Range resolution 26.6 μs (4 km) 26.6 μs (4 km)

Sampling range resolution, km 2 2

Number of ranges 25 15

Polarization Linear Linear

PRF, Hz 100 40

Coherent integrations 40 16

Effective sampling time, s 0.4 0.4

Number of complex samples 280 280

Record length, s 112 112

A typical 112 s data record is shown in Fig. 7. In common with most modern
radar techniques, it is suggested that coherent integration should be avoided.
Also, as discussed in the text, it is suggested that the sampling times and
record lengths be better matched to the characteristics of the fading at each
sampling height
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and night, are shown in Figs. 13 and 14 for routine FCA
operation of the BPMF radar. These results correspond to
a 3 year period of observation, and the acceptance criteria
applied are those shown in Table 6. Daytime O mode
acceptance rates peak at around 70 % near 82 km and
acceptance rates for X mode peak at about 40 % near
71 km. During nighttime, O mode rates peak at around
40 % near 88 km, and X mode around 50 % near 84 km.
The FCA has also been applied at other frequencies. It

was first applied at VHF to measure wind velocities in
the 2–20 km height region in the mid-1970s (Vincent
and Röttger 1980). Since the mid-1990s, it has been
applied at VHF to mesospheric data using MST radars
(e.g., Morris et al. 2006) and to boundary layer data
using 55 MHz radars (0.3 to 8 km) (e.g., Dolman and
Reid 2014), and at ultrahigh frequency (UHF) (Dolman
and Reid, private communication, 2015).
It has proven to be a reliable and robust analysis but

does underestimate the magnitude of the wind velocity.
In general, any noise in the FCA analysis will lead to an
underestimate of the derived wind velocity. This has
been investigated extensively using a numerical model
by Holdsworth and Reid (1995a, 1997). In addition, there
is a tendency for the derived velocity to be too small if
antennas are too closely spaced, the so-called triangle
size effect (TSE), if the sampling rate is too low, if there
is receiver saturation, if there are digitizer quantization
errors, or if there are channel differences associated with
antenna matching or receiver phase characteristics (see
e.g., Holdsworth 1999).

When all of these effects are taken into account, there
is still an underestimation of the wind magnitude.
Holdsworth and Reid’s modeling and their work using
the BPMF radar suggested a 10 % magnitude underesti-
mation at MF/HF. For some small MF/HF systems, the
underestimation is found to be up to 15 to 40 % and
strongly height dependent. For comparison, it is typically
up to 5 to 10 % at VHF and only weakly height
dependent, if at all (e.g., Reid et al. 2005; Dolman and
Reid 2014). It is likely that antenna system mismatches
play some role in the larger underestimation at MF/HF
for modern systems, and this is an important aspect of
maintenance for such systems, particularly after some
years of operation. However, antenna mismatches cannot
explain the height dependence of the bias. We return to
this below.
An example of a wind intercomparison between a

small MF/HF SA FCA radar and a meteor radar is
shown in Fig. 15. These data represent 1 year of observa-
tions from a 2 MHz MF PR SA radar which has an
arrangement similar to that shown in Fig. 2 and the
33 MHz “all-sky” meteor radar at Davis Station in
Antarctica (McIntosh et al. 2010). This is for a height of
88 km, which is near the peak meteor count rate, and
also generally corresponds to the highest acceptance
rates for the MF winds at this location. The red and blue
lines indicate least-squares fits of MF on meteor, and
meteor on MF winds respectively, and so are the bounds
of the fits assuming errors in only one technique. The
dashed line indicates y = x, and the green line indicates

Table 5 Parameters derived from the SA FCA

Symbol Parameter Description

Va Apparent velocity The velocity of the ground diffraction pattern over the spaced antennas calculated from the time delays
of the cross-correlation function determined between pairs of antennas.

Vt True velocity The velocity of the ground diffraction pattern over the spaced antennas calculated from the time delays
of the cross-correlation function determined from pairs of antennas corrected for random changes in
the pattern in time and for any pattern anisotropy. Additional quality control parameters are also applied
to obtain this parameter (see Table 6).

wa Apparent vertical velocity Vertical velocity measured from the phase of the complex autocorrelation function measured on
each antenna uncorrected for angle of arrival

wcor Corrected vertical velocity Vertical velocity corrected for effects of off-zenith mean angle of arrival

AOA Mean angle of arrival Mean angle of arrival

τ0.5 Fading time Mean auto-correlation function half-width

T0.5 Pattern lifetime Fading time in the frame of the ground diffraction pattern

S0.5 Pattern scale Major axis of the characteristic ellipse

Rax Axial ratio Ratio of the major to minor axes of the characteristic ellipse

θax Axial rotation Direction of major axis of characteristic ellipse

PTD Percentage time discrepancy Ratio of sum of cross-correlation function maximum delay times to sum of absolute cross-correlation
function delay times

SNR Signal to noise ratio The signal to noise ratios for each receiver channel

P Received power The received power for each receiver channel
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the slope of fit after estimating the actual errors in each
technique. The purple line represents the slope derived
using error values obtained for the meteor radar from a
similar comparison of the 55 and 33 MHz meteor radars
at the same site. This analysis indicates the MF winds
underestimate of the meteor winds in the zonal compo-
nent, with a value of 0.82, with the corresponding merid-
ional value being 0.77.
In this context, it is interesting to note that Dolman and

Reid (2014) have described an empirical correction for the
bias on operational boundary layer tropospheric (BLT)
VHF SA FCA wind profilers. The form of their correction
was determined by extensive intercomparison with radio-
sonde winds and appears to be very robust. With a suit-
able technique on which to base an intercomparison, it
should be possible to also correct for the magnitude bias
evident in the MF/HF SA FCA winds. However, it should
be noted that unlike the FCA correction for VHF SA
radars, experience shows that the MF/HF FCA correction
is likely to be strongly height dependent and that there are
few options for intercomparison techniques below about

80 km. Needless to say, bias correction will not remove
the effects of E region contamination.
Just why the underestimation is height dependent is

a question that still needs to be addressed. There are
a number of possibilities, including inadequate sam-
pling of the ground diffraction pattern. The ideal an-
tenna spacing for the FCA is that for which the
cross-correlation values are typically one half. We
have seen how slower fading is associated with smaller
values of the aspect sensitivity parameter (θS) and with a
larger pattern scale. We have also seen how the fading
times change with height and the sharp demarcation be-
tween the character of the fading and signal powers at
heights near 80 km during the day. This means that the
antenna spacing cannot be matched to the diffraction pat-
tern scale for every height. The use of the arrangement
shown in Fig. 2 does help because there is more than one
basic spacing, but this does seem to be a fundamental
issue when using the FCA. Furthermore, when a fixed
sampling rate and record length are used for all heights, it
is probable that this is better suited to some heights than

Fig. 13 The daytime SA FCA acceptance rates for the BPMF radar for O mode (top) and E mode (bottom) measured over a 3 year period. These
figures show the acceptance rates for 2 min data records for O and E mode for daytime. The current quality control parameters (or equivalently
the rejection criteria) for the BPMF SA FCA are summarized Table 6 by way of example
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others. Dolman and Reid (2014) did note a weak depend-
ence on wind speed, again suggesting a sampling issue.
In the MLT region, large vertical shears in magnitude
are common, and so, the quality of the characterization of
the ground diffraction pattern may also be height
dependent. Modern systems have the ability to vary their
sampling schemes with sampling height, and this should
be investigated.
Dolman and Reid (2014) also describe a quality control

(QC) approach for the winds derived from the FCA
analysis. QC at the spectral level is not an option for SA
radars running the FCA technique as it is for DBS ra-
dars, and outliers must be identified in the wind profiles
themselves. Dolman and Reid (2014) follow Weber and
Wuertz (1991) in developing a successful QC technique
for SA FCA-derived winds. This raises the question of
whether MF/HF SA FCA winds should be quality con-
trolled. Of course, this is the norm for most observing
systems (e.g., satellite-based instruments), and since
most radars are now operated more as turnkey wind

measuring systems, rather than as pure research radars,
this seems appropriate.
Additional information that can be recovered from the

FCA analysis relates to the turbulent velocity and the
aspect sensitivity and general form of the scattering
irregularities.

Turbulent velocity
The basic theory of turbulence velocity estimation
using the FCA is described by Briggs (1980), and
examples of its application are provided by Holds-
worth et al. (2001) and Holdsworth and Reid (2004a).
Holdsworth et al. (2001) demonstrated that wider
transmit beam widths lead to an overestimation of
the turbulent velocity. This confirmed the suggestions
made by previous authors (e.g., Briggs 1980; Vandepeer
and Hocking 1993; Hall et al. 1998). They concluded that
using relatively narrow transmitter beams (in their
case, the BPMF radar operated with transmit beam
half-power widths of 9°) reduced the effects producing

Fig. 14 The nighttime SA FCA acceptance rates for the BPMF radar for O mode (top) and E mode (top) measured over a 3 year period. These
figures show the acceptance rates for 2 min data records for O and E modes for nighttime
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overestimation of turbulent velocities and resulted in
a usable result. Holdsworth and Reid (2004a) later
showed that turbulent velocities derived using the
IDI technique were equivalent to those from the
FCA.

The FCA estimate of the turbulent velocity is given by

vFCA ¼ λ
ffiffiffiffiffiffiffiffiffi
2ln2

p

4πT0:5
;

where λ is the wavelength and T0.5 is the ground diffrac-
tion pattern lifetime in the reference frame of the pat-
tern (e.g., Holdsworth et al. 2001). Figure 16 shows the
turbulent root mean square velocities obtained by
Holdsworth and Reid (2004a) for a period of 7 years
using the BPMF radar. Turbulent velocities are observed
to increase with height and solsticial maxima and equi-
noctal minima are observed below 80 km. Inspection of
this figure indicates that there is a maximum extending
from 93 km in summer to above 98 km in winter.
Holdsworth and Reid (2004a) attribute this to contamin-
ation from the E region total reflection because routine
harmonic analysis of the turbulent velocities at these
heights and times yields values which peak at mid-day
when the E region contamination is expected to be most
likely (e.g., Holdsworth et al. 2001)

Aspect sensitivity
The FCA also allows an estimate of the aspect sensitivity
θS of the backscattering irregularities to be estimated as
(Lesicar et al. 1994; Holdsworth and Reid 1995a)

sin−2θS ¼ sin−2θS0− sin−2θ0; with θS0

¼ 15:2λ
ffiffiffiffiffiffiffi
Rax

p
S0:5

and where S0.5 is the pattern scale, Rax is the axial ratio,
θS0 is the 1/e half width of the effective polar diagram of
the backscatter including the antenna polar diagram.
Figure 17 is from Holdsworth and Reid (2004a) and
shows the mean aspect sensitivity calculated for a 7 year

Table 6 Quality control criteria for the FCA of the SA experiment

Code Meaning

0 No error—analysis result ok.

1 Time series unsuitable for analysis (signal amplitude too low or
interference present)

2 Signal to noise ratio < − 3 dB

3 Fading time >6S

4 At least one cross-correlation function maxima lies outside end
points

5 Percentage time discrepancy >35 %

6 V2
c < 0

7 Ground diffraction pattern analysis breaks down

8 Apparent velocity magnitude Va > 400 ms− 1

True velocity magnitude Vt > 200 ms− 1

9 Difference between apparent Va and true Vt direction exceeds 40°.

10 Va > 10Vt

11 Vt > 1.5Va

12 Poor fit to cross-correlation function (CCF) maximum

13 At least one CCF maximum <0.2

14 Poor zero-lag auto-correlation function (ACF) interpolation

15 Insufficient number of lags on main peak of mean
auto-correlation function (MACF) to estimate fading time

16 Poor fit to MACF

17 Secondary maxima in MACF >0.5 (oscillatory)

18 Mean ACF >0.5 at end lags

19 One or more CCF maxima exceeds 1.0

γ

γ

ρ

γ

γ

ρ

Fig. 15 Intercomparison of meteor and MFSA winds from Davis Station for 1 year of observations showing the zonal component (left) and the
meridional component (right) (after McIntosh 2010). See text for details
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period at 2 MHz for the BPMF radar derived using this
technique. Inspection of this figure illustrates a general
increase in the aspect sensitivity with decreasing height,
and a seasonal variation, with the least anisotropic scat-
ter occurring above 80 km in winter. The backscatter is
different in character above and below about 80 km,
with scatter from a range of angles up to about 10° to
15° centered on the zenith above 80 km, indicating a
mixture of quasi-isotropic and specular scatter, while
below, scatter is from a more restricted range of angles,
typically less than 5°, indicating a scattering process
rather more specular in character.

Imaging Doppler interferometry
There are a number of interferometric analyses available
for use with spaced antenna systems, and Chau (2000)

provides a good review. The most commonly applied at
MF/HF is IDI. The raw data acquired by the IDI and
other SA techniques are essentially identical. However,
as in all interferometry, multiple antenna spacings are
desirable in order to reduce the possibility of ambiguity
in the phase corresponding to the angle of arrival of the
returned signal, when the spacing is larger than a wave-
length (by also using a spacing less than a wavelength),
while reducing the uncertainty in the phase (by using a
larger spacing). This requirement perhaps gives some
insight into the limitations imposed on the sampling of
the ground diffraction pattern by the fixed antenna spa-
cing used by current small MF/HF FCA systems. The IDI
and non-interferometric SA techniques also differ in the
assumptions they make about the backscattering medium,
and consequently, in the subsequent analysis, and in that,

Fig. 16 The turbulent root mean square velocity measured at Buckland Park for a period of 7 years using the spaced antenna technique and the
full correlation analysis (after Holdsworth and Reid 2004a)

Fig. 17 The aspect sensitivity θS for 2 MHz for Buckland Park for a period of 7 years measured using the spaced antenna technique and the full
correlation analysis (after Holdsworth and Reid 2004a)
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IDI makes use of the available phase information. IDI-like
techniques assume that discrete scattering regions exist in
the atmosphere. The other non-interferometric SA tech-
niques assume volume scatter.
The aim of IDI technique is to track individual radio

wave scatterers in the neutral atmosphere, and it was first
applied at MF (Adams et al. 1986). The experimental
setup utilizes spaced antennas to sample the radio waves
partially reflected or backscattered from the atmosphere.
The analysis then looks for evidence of down-coming
plane wave radiation and uses spectral techniques to lo-
cate a scattering position for each frequency bin. A radial
velocity is associated with each scattering position, and
the entire wind field can then be reconstructed. This
approach has some similarity to the analysis of all sky
meteor radar data but tends to require more scattering
centers to derive a stable result in practice.
The fundamental assumption of IDI is that the phase

information at each Doppler frequency results from a
single discrete scattering location, but this original
underlying theory of its operation is suspect (see Briggs
1995; Holdsworth and Reid 2004b).
The simple IDI analysis was extended by Franke et al.

(1990) to remove the “single scatterer” criterion and the
associated limitations regarding antenna configuration.
They also introduced rejection criteria to quality control
the data. These included limiting the acceptable range of
zenith angles for angle of arrival data and setting limits
on acceptable radial velocities. Without these, the IDI-
derived velocities appeared to be the FCA apparent veloci-
ties (or equivalently, the similar fades velocities), a result
predicted by Vandepeer and Reid (1995a).
In this context, it is noteworthy that Pfister (1971) antic-

ipated this result. He applied the SA experiment arrange-
ment to E region radar returns in what seems to be the
first attempt to make use of the phase information in the
returned signals using this technique. He found that the
phase of the cross-spectral functions measured between
the spaced receivers was a linear function of the associated
Doppler velocities of the reflecting surface, and he used
the slopes of these phases to estimate the horizontal vel-
ocity of the surface. In doing so, he found that the inter-
ferometric wind velocities were in good agreement with
the velocities obtained with the method of similar fades.
While the Pfister (1971) results are for total ionospheric
reflections, Bennett and Dyson (1993) later showed that
this result generally applied when fixed ground sites were
used to observe an ionosphere that moved without change
of shape. This means that the same conclusions that apply
to simple IDI in the MLT, namely that similar-fade appar-
ent velocities correspond to the case for which changes in
the backscatter, or equivalently, in the ground diffraction
pattern over time, are not adequately accounted for, apply
to the case of total reflections from the ionosphere.

Holdsworth and Reid (2004a) further investigated the
IDI technique using a 3 year data set. They applied es-
sentially the same analysis as that of Frank et al. (1990),
but used the BP MF radar, which has a much narrower
beam than the standard SA arrangement. In this special
case, they found that IDI and FCA winds are comparable
and concluded that IDI is a useful technique with three
distinct and significant advantages over the FCA. The
first is that it is significantly simpler to apply than FCA,
requiring fewer criteria to reject bad data. The second is
that it yields considerably higher 2 min acceptance rate
percentages. The third and most important is that they
found that the IDI velocities were around 10 % larger
than FCA true velocities and in good agreement with
spatial correlation function (SCA; see below) and hybrid
Doppler interferometer (HDI; see below) velocities,
which are better agreement with the actual wind vel-
ocity. That is, the magnitude bias evident in the FCA
was not evident in the IDI technique in this special case.
One apparent disadvantage to IDI when compared to

other non-interferometric SA techniques is that accurate
phase calibration is required. However, it should be
noted that the phase calibration of SA radars running
the FCA analysis is also essential as discussed by Holds-
worth and Reid (1997). They found in simulations using
the Holdsworth and Reid (1995b) model that even small
phase differences between the receiver channels resulted
in an underestimation of the actual wind magnitude.
The conclusion here then is that phase calibration is as
important for SA radars running the FCA analysis as it
is for those running the IDI analysis, and Holdsworth
and Reid (2004a) describe how phase calibration is con-
ducted periodically for the BPMF radar.
Briefly, Holdsworth and Reid (2004a) followed the

approach of Golley and Rossiter (1970) and used a
commercially available eight-way splitter to equally divide
the signal received by a single antenna into multiple re-
ceivers. They did this manually at regular intervals as part
of routine maintenance of their radar. They then calcu-
lated the cross-correlation functions (CCFs) of the result-
ing signals, and after interpolating across zero-lag to
remove the effects of noise correlated between receiver
channels (e.g., Briggs 1984), the zero-lag CCF magnitudes
were estimated to measure the statistical similarity of the
receiving channels. The zero-lag CCF phases were esti-
mated to measure the phase difference between channels.
Holdsworth and Reid (2004a) do note that the tech-

nique they describe does not account for complex receiver
gain variations that may occur over smaller time scales
(e.g., diurnal variations as found by Vandepeer and Reid
1995b in older radar equipment). It also does not account
for antenna differences. It would be possible to supple-
ment the Holdsworth and Reid (2004a) approach to apply
an active automated self-calibration technique for the
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entire receiver chain from antenna to digitizers as is done
for meteor radar interferometers (e.g., Holdsworth et al.
2004b; Younger et al. 2013), and this approach is recom-
mended using either meteor echoes or attenuated returns
from the E region.
In summary, in spite of the issues around the actual

form of the backscatter from the MLT region, IDI has
been successfully applied by Franke et al. (1990) and
Holdsworth and Reid (2004b) on SA MF/HF radars and
also on MF/HF dynasonde radars to produce usable
wind velocities (Jones et al. 1997; Jones et al. 2003). It
makes better use of the phase information available than
the FCA and is not susceptible to the underestimation
bias of the FCA. With a radar with a suitably narrow
transmit beam (~9° half-power full-width) and good
phase calibration, it would be preferable to the standard
FCA analysis.

Other SA analysis techniques
There are a number of other analysis approaches which
are not routinely applied at MF and lower HF, but which
are worth noting.

Full spectral analysis (FSA)
The full spectral analysis (FSA) is a variation of the FCA
that differs from it in that the analysis takes place in the
frequency, rather than time domain (e.g., Briggs and
Vincent 1992; Holdsworth and Reid 1995b). This has
some advantages, but the simple implementation of the
technique at MF does not appear to be as robust as the
FCA (Holdsworth and Reid 1997). Further development
of the technique is described by Holloway et al. (1997)
and by Venkatesh and Frasier (2013).

Spatial correlation analysis (SCA)
The SCA originated with Briggs et al. (1969). It deter-
mines the displacement of the ground diffraction pattern
using the spatio-temporal autocorrelation function. When
more than three receiving sites are used, it has some
advantages over the FCA technique (Holdsworth and Reid
1995b, 1997). In particular, it is less susceptible to the
triangle size effect and does not suffer from the magnitude
bias evident in the FCA winds. It is noteworthy that the
antenna arrangement shown in Fig. 2 does support
analysis using the FCA, FSA, IDI, SCA, time domain
interferometry (TDI), and meteor techniques, as well as
the DAE and DPE experiments.

Time domain interferometry (TDI) and hybrid Doppler
interferometry (HDI)
A problem when using the broad beams associated with
the SA technique is that measurements of the vertical vel-
ocities are compromised because the mean angle of arrival
of the backscatter is not typically from the vertical and so

has large uncertainties. In TDI (Vandepeer and Reid
1995b), complex time series from spaced receivers are
analyzed using the zero lag cross-correlation phase
measured between multiple antenna pairs to determine a
single angle of arrival of the backscatter from each data
record. The average radial velocity measured from the
autocorrelation functions of the time series sampled from
each of the antennas can be associated with the mean
angle of arrival to yield the average motion along the line
of sight.
In the case of vertically directed beams, this can be

used to calculate the vertical velocity and in the case of
off-vertical beams, to determine the effective beam
direction corresponding to the measured radial velocity.
Because of their small relative magnitudes, vertical
velocity measurements are always challenging. Further-
more, the apparent bias towards downwards vertical
velocities observed in atmospheric radars with vertically
directed Doppler beams has led to the results being
treated with some suspicion.
Consequently, even when TDI is applied, vertical

velocities obtained with MF/HF SA radars have been lit-
tle used. Insight into the vertical bias, at least in the con-
vective boundary layer, has been provided by Muschinski
and Sullivan (2013), who modeled covariances of turbu-
lently fluctuating clear-air radar reflectivity and the
turbulently fluctuating radial wind velocity. They found
that such covariances can lead to Doppler velocity biases
similar to those observed with vertically pointing wind
profiling radars operating in this region. It is likely that
this is a viable mechanism for the vertical velocity biases
generally observed by atmospheric radars throughout
the atmosphere.
An extension of the TDI analysis for wider beam DBS

radars to correct for uncertainties in the actual beam
direction, called HDI, was applied by Holdsworth and
Reid (2004a) at MF and by Reid et al. (2005) at VHF. In
HDI, the transmitter beams are formed and directed as
for normal DBS radars, but the effective pointing angle
of the receiver beam is formed and measured interfero-
metrically. Post statistics beam steering (PSS) (e.g.,
Kudeki and Woodman 1990) is used to form a receive
beam which is steered through a grid of beam directions.
The power for each beam direction is determined, and
the effective beam position (EBP) is found by applying a
2-D Gaussian to estimate the direction of maximum
power. The receive beam is then re-steered in the direc-
tion of the EBP, and the standard DBS parameters are
estimated. The term “hybrid Doppler interferometry” is
used as the technique is a hybrid of Doppler and inter-
ferometric techniques. Holdsworth and Reid (2004a) also
used in HDI preference to time domain interferometry,
since the analysis can be applied in either the time or
frequency domain.
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The use of PSS allows the EBP to be determined more
accurately (and to lower SNRs) than using the mean angle
of arrival (MAOA), since it uses combined receiver out-
puts, while the MAOA is estimated by cross-correlating
single receiver outputs. The technique can also be usefully
applied to wider vertically directed transmitter beams to
determine the mean angle of arrival. The ability to deter-
mine the actual beam form is clearly an advantage, and
the technique appears to work well.
With sufficient spread in the angles of arrival of the

measured radial velocities in the TDI technique, it is also
possible to measure the horizontal wind components.
Thorsen et al. (1997) provided a more extensive theoret-
ical formulation for the TDI approach and considered
ordinary and total least squares fitting to TDI radial vel-
ocities to derive the mean and fluctuating components
of the wind field. In so doing, they extended TDI to
measurements of the three-dimensional mean winds and
of the Reynolds stress tensor for small MF/HF PR SA ra-
dars. In this, they anticipated a similar approach applied
by Hocking (2005) to derive the same parameters from
all-sky meteor radars. Thorsen et al. provided promising
results from the Urbana MF radar, but their insightful
approach has not been further investigated.
However, preliminary investigation of the application

of HDI to the BPMF radar indicates good results and
suggests that it should perhaps be applied in preference
to hardware beam forming when using this radar be-
cause of the effects of aspect sensitivity on the relatively
wide polar diagram of the antenna array (Spargo et al.
2015). How well-horizontal velocities can be measured
in the wide vertically directed beams of small MF/HF PR
SA radars depends on the aspect sensitivity of the back-
scatter, and as we have seen, this is very high at heights
below about 80 km. This may restrict the application of
the technique to height ranges where more isotropic
backscatter is typical.
By way of example, Fig. 18 shows the mean angles of

arrival determined using the HDI technique for a 13 day
observational period using the BPMF radar in 1998. For
these observations, the radar transmitter beam was suc-
cessively steered between five beam positions. These
were 12° off-zenith towards the east, west, north, south,
and vertical, and so a cycle took 10 min to complete.
The transmitter beam 3 dB contours are shown in the
figure. Reception was on 16 receivers. Inspection of this
diagram indicates the effect of the aspect sensitivity on
the effective beam position for each 2 min observation
and the great variability in the actual angle of arrival
over time.
Figure 19 shows an example of the mean density nor-

malized upward flux of zonal (< u ′w ′ >) and meridional
(< v ′w ′ >) momentum measured over a 6 day period
using the same configuration as shown in Fig. 18, but

with an off-zenith angle of 13°. To calculate these terms,
three approaches were used. In the first, the mean aspect
sensitivity was calculated and used to correct the appar-
ent beam direction and the density normalized Reynolds

stress terms �u02 ; �v02 ; �w02 ; �u0w0 ; �v0w0 ; �u0v0
� �

were calculated

using the approach of Vincent and Reid (1983) by fitting
to all five beams. This results for this approach for the
�u′w′ and �v′w′ terms are shown as the red line. The

second approach calculated the density normalized
Reynolds stress tensor by taking the radial velocities
corresponding to the angle of arrivals and performing a
least squares fit to these to obtain the six Reynolds stress
terms. The results are shown as the black line. The last
analysis used this same approach but only used the
angles of arrival from the vertically directed beam. This
resulted in this observation being made over only 20 %
of the observation time for the red and black profiles.
This is shown as the gray line in Fig. 19.
Inspection of this diagram indicates good agreement in

form between the red and black height profiles. While
noisier, the gray profile looks similar in form. Note that
this last analysis is a version of that suggested by Thorsen
et al. (1997) and for this case, with a relatively narrow
transmitter beam (~20° for these observations), appears to
deliver a tolerable result for this difficult to measure

Fig. 18 Shows a typical example of the effective receiver beam
positions for the BPMF radar operating in an east (red), west (yellow),
north (green), south (blue), and vertical (pink) transmitter beam sequence.
Each point corresponds to a 2 min determination. The 3 dB transmitter
beam is shown as a gray line for this range (80 km). The effective beam
positions (EBPs) are determined using hybrid Doppler interferometry on
reception using 16 receivers (after Spargo et al. 2015)
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parameter. This is a preliminary result but suggests some
hope of measuring these terms with small MF/HF PR
radar systems.

Lataitis slope technique
Other analysis approaches to SA data are described by
Lataitis et al. (1995), Doviak et al. (1996), and Holloway
et al. (1997). Lataitis et al. (1995) showed that the slope
of the cross-correlation amplitude at zero lag, normal-
ized by the level of the cross-correlation amplitude at
zero lag, is directly proportional to the component of
the wind velocity along the antenna pair baseline. Using
this approach and three non-collinear antenna locations,
they were able to determine the wind velocity. They
found that their “slope technique” was sensitive to the
degree of vertical anisotropy of the scattering medium
and suggested that it was best suited to the situation of
scattering from isotropic to moderately anisotropic tur-
bulence. This would correspond to wind profiling in the
atmospheric boundary layer. Doviak et al. (1996) and
Holloway et al. (1997) further considered the application of
spaced antenna technique in situations of more isotropic
turbulence, a condition more likely to hold only as generally
true in the troposphere when using upper VHF, UHF, or
higher frequencies. For example, in a typical study, Tsuda
et al. (1997) found significant aspect sensitivity at lower
VHF in the troposphere and lower stratosphere when using
the MU radar in Japan.
More recent work has considered the application of

the technique to UHF boundary layer radar (Cohn
et al. 2001), and to weather radar (e.g., Zhang and
Doviak 2007; Venkatesh and Frasier 2013), and has

revisited the theoretical formulation of the analysis.
Venkatesh and Frasier (2013) provide a good brief
contemporary review of SA analysis techniques.

Doppler beam swinging
Traditional Doppler beam steering radar, in which trans-
mitter and receiving beams are formed and used to meas-
ure radial velocities in a number of look directions, is rare
at MF and lower HF because of the physically large array
size needed to obtain the relatively narrow beams needed
for the technique at these wavelengths. In DBS, beams
may be formed in hardware or software, but we use the
DBS term to apply where there is no further interferomet-
ric correction to determine the actual angle of arrival of
the returned signal. There are only three MF/HF radars
currently capable of operating in this mode. These are the
BPMF large array (Briggs et al. 1969; Reid 1987; Reid
1988; Reid et al. 1995; Holdsworth and Reid 2004a), the
large Saura HF crossed array radar (Singer et al. 2003,
2008, 2011), and the smaller Juliusruh crossed array HF
radar. The BPMF uses a filled array as shown in Fig. 6,
while the Saura HF radar uses a cross type antenna array
as shown in Fig. 3. A large MF/HF cross type antenna
array on Bribie Island in Australia used a sophisticated
raster style of operation to image the ionosphere at three
different frequencies (see e.g., Lingard 1996a,b) until
retired in the 1990s, and is particularly noteworthy as a
precursor to the Saura HF radar (Singer et al. 2008), and
to crossed type partially filled radars generally (Hocking
and Thayapaxan 1997).
A very important point here is that the complex

data received on any one receiver has the same form

Fig. 19 The mean upward flux of horizontal momentum for the zonal (left) and meridional (right) directions for a 5 day period in July 1997 using
the five beam arrangement shown in Fig. 18. The red line indicates these terms calculated by using the Vincent and Reid (1983) approach with the five
nominal beam directions after correcting them for the aspect sensitivity of the atmosphere. The black line uses the radial velocities corresponding to
each of the calculated 2 min effective beam positions and calculates the Reynolds stress tensor from these. The results indicated by the gray line are
calculated in the same way as the black line but using only the vertically directed beam. These then correspond to the Thorsen et al. (1997) approach
described in the text (after Spargo et al. 2015). For further details, see the text
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for FCA, FSA, SCA, IDI, HDI, TDI, or Doppler beam
steering, but the analysis applied differs. The Doppler
beam swinging and spaced antenna methods use the
same information. The DBS technique exploits the
change in the mean Doppler shift with azimuth angle
and samples small spatially separated volumes. The
SA correlation methods make use of the fact that the
variation in the Doppler shift with angle is such that
the resultant field moves over the ground as a ran-
dom pattern with a velocity twice that of the horizon-
tal wind at the backscatter height. Briggs (1980)
provides a complete discussion.
We illustrate the idealized situation in Fig. 20 which

is adapted from Briggs (1980). In this figure, the
atmosphere at height z is moving with a horizontal
velocity u, so that the electric fields from paths 1 and 2, E1
and E2, are given by

E1 ¼ E0expi ω0 1þ 2u
c

sinθ

� �
t−

2πx sinθ
λ

þ 2πz cosθ
λ

� �
;

and

E2 ¼ E0expi ω0 1−
2u
c
sinθ

� �
t þ 2πxsinθ

λ
þ 2πzcosθ

λ

� �
;

at the ground. Here ω0, is the radar angular frequency,
and ω1 and ω2 are the Doppler shifted radar frequencies
given by

ω1 ¼ ω0 þ 2ω0
u
c

� �
sinθ;

and

ω2 ¼ ω0−2ω0
u
c

� �
sinθ;

and the other terms have their usual meanings. The real
part of the sum of the electric fields at the ground pro-
duces a sinusoidal variation in electric field strength on
the ground with a wavelength λ sinθ= that moves with a
velocity 2u and is given by

R xð Þ ¼ 2E0 cos
2π sinθ

λ
−
2ω0ut sinθ

c

� �
:

Each pair of angles ±θ produces a particular sinusoid,
and these all sum to produce the moving ground diffrac-
tion pattern. Smaller spatial scales in the diffraction
pattern are produced by returns from larger off-zenith
angles, and so the effect of using groups of antennas on
reception is to filter out higher frequency spatial scales.
Of course, this just corresponds to using a narrower
polar diagram on reception. In the SA experiment, the
antenna spacing is selected so that the cross-correlation
functions between antenna pairs have values of around
0.5 on average. This varies with height (see Fig. 8), and
so in this sense, the experiment is optimized for a par-
ticular height or range of heights. This can be thought
of as being somewhat analogous to selecting a particular
off-zenith angle in the DBS experiment.
Note that a differential vertical velocity, that is, one

which is not the same in beams 1 and 2 will produce an
apparent motion of the ground diffraction pattern. A
similar effect occurs in the DBS technique, and as we
discuss in the section on meteor radars below, this may
limit the minimum time resolution available for meas-
uring winds in all of these techniques. Generally, an
averaging time of about 1 h is considered reliable.
DBS techniques use a narrower angular range to measure

the line of sight Doppler shift, and when these are obtained
from a number of angles, and statistical homogeneity
of the wind field is assumed, the three-dimensional
wind field can be reconstructed (e.g., Reid 1987). Inter-
ferometric techniques use Doppler shifts associated with
randomly distributed scattering centers to determine a
mean velocity. In this, they are similar to all-sky meteor
radar techniques (Holdsworth et al. 2004a). The hy-
brid Doppler interferometer combines relatively narrow

Fig. 20 (Modified from Briggs 1980). The situation described in the
text outlining the basis of the formation of the ground diffraction
pattern in the SA experiment. Here, the electric fields produced by
volume scatter from a moving atmosphere at angles of ±θ sum to
produce an electric field on the ground, the real part of which is a
sinusoid of wavelength λ sinθ= that moves with twice the velocity of
the atmosphere at the backscatter height. When a broad range of
angles is illuminated, the sinusoids from each pair of angles sum to
produce the moving ground diffraction pattern. DBS techniques use
a narrower angular range of angles (such as those outlined in green)
to measure the line of sight Doppler shift. When these are obtained
from a number of angles and statistical homogeneity of the wind field
is assumed, the three-dimensional wind field can be reconstructed.
Interferometric techniques use Doppler shifts associated with randomly
distributed scattering centers to determine a mean velocity
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transmitter beams with interferometric reception, and so,
we have described it in the SA section above.
Great care must be taken when using DBS at MF and

HF because of the high aspect sensitivity of the MLT re-
gion at these frequencies (see e.g., Reid 1988) and the
relatively wide beams available. This results in the effect-
ive beam pointing angle being less than the apparent
beam angle (e.g., Reid 1988; Vandepeer and Reid 1995b;
Holdsworth and Reid 2004a). This can be corrected by
using HDI as noted above, but this is a further limitation
for MF and lower HF radars even when it is possible to
build arrays large enough for DBS.

MF/HF radar: strengths and weaknesses
As we have seen, the strengths of the MF/HF SA tech-
nique include moderate range and good time resolution,
with values of 2 to 4 km height resolution and 2 to
5 min time resolution for wind measurements being typ-
ical. The height coverage is good, with typical values
from 60 to 98 km during the day and 80 to 98 km dur-
ing the night (see Figs. 13 and 14). The upper usable
height depends on the total reflection height and also on
the ability of the data acquisition system to cope with
the very large dynamic range in echo strength in the 60 to
100 km height range. We will return to this point below.
MF radars operate with high peak powers, but very low
average powers and duty cycles (typically less than 0.5 %).
Power consumption is low, and reliable continuous long-
term operation has been demonstrated consistently at
a number of locations; for example, the Saskatoon
MF SA radar has operated continuously since 1979, and
the Adelaide MF SA radar continuously since 1984.
The limitations of the techniques include a degrad-

ation in height resolution through range smearing if the
angular scatter is wide (with a half-power half-width
greater than about 10°). This is because the actual beam
pattern is the product of the antenna polar diagram and
the polar diagram of the backscattering irregularities.
The simple antennas used in the spaced antenna tech-
nique have wide angular polar diagrams, and so, this
product also produces a wide effective beam when the
backscatter angular polar diagram is wide.
The large increase in the returned echo power as illus-

trated in Figs. 4 and 11 requires a large dynamic range
within the receiving and data acquisition system, and a
variety of approaches have been utilized. These have in-
cluded a three-step variable gain system with height used
with the Saskatoon MF radar (Meek 1979) and alternate
low- and high-mode gains for the 60 to 80 and 80 to
100 km height ranges, respectively, and an adaptive gain
system (e.g., Vandepeer and Reid 1995b). This was a par-
ticular issue for older systems with limited digitization.
Most current systems now use 12-bit or larger digitization

schemes and so have corresponding larger dynamic
ranges.
The rapid increase in power with height typical at MF

and lower HF for the MLT region has restricted the ap-
plication of pulse coding techniques at these frequencies.
However, this could have considerable utility in the 40
to 80 km height region with 4 bit and 8 bit codes and
1 km bit lengths.
Czechowsky et al. (1983) do report on an intriguing

radar backscatter experiment at 2.75 MHz using a peak
power of 1.2 MW and a maximum duty cycle of 4 %.
Their experiment was conducted at Tromsø using the
heating facility transmitter in winter and used “limited
pulse coding”. With this very high peak power, they re-
ported finding echoes from 15 to 35 and from 52 to
100 km during their brief experiment. Belrose (1970)
does report the ability to measure electron densities in
the 40 to 80 km height region during times of abnor-
mally high ionization, and Holdsworth and Reid (1997)
report measurements from 52 km upwards, so there is
some additional evidence to support their observations.
The Czechowsky et al. result for echoes below 40 km

does not appear to have been replicated since, and there
are potential complications because of range aliasing,
but the results are interesting enough to justify repeating
the experiment. This could be done in the region above
30 km using a (typically available) 64 kW transmitter,
large antenna array, and an 8 bit code with 1 km bit
length. This would lead to a power aperture (PA) product
smaller than that of Czechowsky et al.’s (1983) experiment
but would allow much longer observation times and a
more systematic investigation of the possible appearance
of stratospheric echoes at MF. However, it is noteworthy
that stratospheric echoes have not been reported by the
Saura HF radar at a similar latitude and location to
Czechowsky et al.’s observations.
Simple 2 bit pulse coding may also be useful in dis-

criminating out interfering signals, which is sometimes
an issue at MF and HF, and this has been implemented
on the Saura radar to reduce interference from HF com-
munications (Mayo 2015).
Finally, relatively large land areas are required for the

simple antennas used in the SA technique, although it is
possible to share the land with cropping or other agri-
cultural activities as is done with the Indian MF radars.

Investigation of the IDI and FCA analysis applied to MF and
HF radar techniques
The MF/HF SA technique has been somewhat contro-
versial as a technique when applied to measuring MLT
winds. This has resulted from its evolution from its ori-
ginal application to total reflection from the ionosphere,
and the elementary analyses applied to the original ex-
periments, largely because of computational limitations.
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These original measurements are certainly problematic.
This was further compounded by the evolution of the
acceptance criteria that were applied to constrain the
data, the uneven adoption of both these quality control
measures and the more sophisticated analyses such as
the FCA, which took account of the real nature of the
ground diffraction pattern, and a lack of care in exclud-
ing backscatter contaminated by total reflections above
about 92 to 94 km at some times and locations. The
current FCA includes 18 QC measures (see Table 6) that
have often, but not exclusively, evolved based on experi-
ence in applying the analysis, rather than from deriva-
tions from first principles.
In the 1990s, considerable useful investigation of MF/

HF SA radar techniques occurred. This was because of a
number of factors, which we now discuss and which are
still relevant and instructive, because some of the results
were over generalized and not necessarily critically
assessed subsequently.

AIDA 89 campaign
The first of these was the AIDA 89 campaign during
which very mixed quality results were obtained above
80 km when an HF radar using the simple IDI analysis
was compared to other techniques (Hines et al. 1993).
Hines argued that this was a result of gravity wave con-
tamination of the measured IDI winds resulting in the
phase velocities of the gravity waves being measured in-
stead of the actual background wind and generalized this
argument to all MF/HF SA radars. This particular argu-
ment had previously been used for MF/HF SA radars
using total reflections from the ionosphere and the simi-
lar fades technique, where it could be valid (see e.g.,
Hines and Rhagava Rao 1968). However, it is not valid in
the case of partial reflections (see e.g., Hocking et al.
1989), and in any case, gravity wave effects, if any, would
be the same as those experienced by all atmospheric ra-
dars operating at frequencies up into the VHF band.
Hines subsequently agreed that this would be the case
(private communication, 1994), but it is not observed at
MF, or any other frequency.
The Hines et al. (1993) results motivated experimental

(Vandepeer and Reid 1995a), theoretical (Briggs 1995),
and modeling (Holdsworth and Reid 1995a,b) investiga-
tions of the IDI analysis. These found that the simplest
IDI analysis produced results similar to the apparent
velocity of the FCA, and that the presence of (apparent)
discrete scattering centers was inevitable even in the
case of volume scattering. The Holdsworth and Reid
(1995a) model used point scatterers, which would cor-
respond to a volume scatter situation, but included as-
pect sensitivity in the radar scattering volume, so that
the anisotropy of the real atmosphere was accounted for.

The Hines et al. (1993) results also motivated model-
ing studies by Kudeki et al. (1993) and Surucu et al.
(1995). These studies suggested that MF/HF SA wind
measurements were suitable for measurement periods
longer than about 1 h. Hocking (1987) noted that wind
measurements made over shorter time intervals were
potentially usable, but some care needed to be exercised
to recognize the potential contaminating effects of verti-
cal velocities associated with short period gravity waves
on the results. In this, the SA techniques are no different
to DBS (e.g., Reid 1987) or all-sky meteor radar tech-
niques (see below).
Turek et al. (1995) revisited the Hines et al. (1993)

AIDA IDI intercomparisons, included many more ob-
servations, and re-analyzed the IDI data using the
Saskatoon and Adelaide implementations of the FCA.
They found much better agreement between the vari-
ous techniques, but they did find that the relationship
between the true and apparent FCA velocities, and
the interferometric velocities remained to be clarified.
We have discussed this above, and as we noted there,
subsequent detailed investigation by Holdsworth and
Reid (2004b) found the IDI technique valid when
relatively narrow beams were used and careful selec-
tion criteria were applied. They also concluded that
with these improvements, the technique had some
real advantages over the FCA. The numerical model-
ing work of Holdsworth and Reid (1995b, 1997) failed
to find any evidence of the gravity wave contamin-
ation effects proposed by Hines et al. (1993) in the
IDI. Holdsworth and Reid (1997) also investigated the
FCA analysis in some detail using their model and
confirmed that the gravity wave arguments of Hines
were not valid for this analysis either.
From these investigations, it was clear that the AIDA 89

IDI results reported by (Hines et al. 1993) were not at all
typical of modern MF/HF SA radars in general or of ana-
lyses that were more sophisticated than the similar fades
analysis that was current in the 1960s. The subsequent in-
vestigations showed that although the FCA technique did
underestimate the wind magnitude, it was a valid method
of measuring winds in the MLT region, particularly for
periods longer than about 1 h. The investigation of the
IDI and FCA analyses is discussed in some detail by Reid
(1996) and Holdsworth and Reid (2004b).

Interferometric techniques
The second reason for the close scrutiny of MF/HF SA
techniques was the development of a new radar inter-
ferometric techniques and their application at MF (e.g.,
Meek et al. 1986a, 1986b). This was facilitated by the
use of better hardware using coherent receiver systems,
but more importantly, as we have noted above, more
powerful affordable computers. This development in
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itself was an exciting evolution, but the technique we
have discussed at some length, IDI, was offered as an
MF/HF SA radar technique analysis not subject to the
limitations or doubts of the FCA analysis.
However, as noted above, the simplest IDI analysis

measures the apparent velocity. More sophisticated IDI
analyses do not necessarily have an advantage over the
FCA when applied to the standard SA configuration,
which has relatively wide beams, and additional care
must be taken with system phase calibration. However,
again as noted above, it does have advantages in the case
of narrower beam radars (Holdsworth and Reid 2004b),
and importantly, it does allow some other MF/HF radar
types to measure MLT winds. For example, the dyna-
sonde (see e.g., Rietveld et al. 2008) for a description of a
modern dynasonde at Halley was configured to operate
in an IDI mode (Jones et al. 1997) and was successfully
used to measure MLT winds prior to being relocated in
2008. Other dynasondes, such as that at Bear Lake in
Utah, have since been successfully used in similar ways
(Jones et al. 2003). These radars are included in Fig. 1
and Table 3.

Satellite intercomparisons
The third reason for intercomparisons was that satellite-
derived MLT winds became generally available for the
first time with the launch of the Upper Atmosphere
Research Satellite (UARS) satellite and the high reso-
lution Doppler interferometer (HRDI) and Wind Im-
aging Doppler Interferometer (WINDII) instruments it
carried (e.g., Reber et al. 1993). These instruments pro-
vided a powerful global view of the wind field of the
planet. In addition to studying MLT region atmospheric
dynamics, they also provided the means and motivation
for the intercomparison of MLT winds derived from
different techniques for the purposes of ground proofing
the satellite measurements (e.g., Palo et al. 1997), and
provided a better understanding of the limitations of the
various measurement techniques.
Intercomparisons between HRDI and a number of

MF/HF SA FCA radars found that mean and tidal com-
ponent winds in the satellite instrument were larger than
the corresponding radar winds (e.g., Khattatov et al.
1996), and Burrage et al. (1996) concluded that HRDI
measured larger winds than MF radars, but that the size
of the difference varied from radar to radar. Burrage
et al. (1996) concluded that the HDRI results were more
consistent with falling sphere measurements and with
WINDII measurements and so by inference that MF
wind magnitudes were too small. It is worth noting that
the HRDI measurements represented averages over sev-
eral hundred kilometers in the meridional direction. This
was certainly recognized in the HRDI results referenced
above, where the importance of differences in time and

space averaging, the short-term variability of tides, mean
winds, and other motions, and the presence of non-
migrating tides and other longitudinal irregularities on the
intercomparison were noted. However, as we have seen
elsewhere in this review, the most likely, and probably the
dominant reason for the discrepancy between the satellite
and MF radar results, was the underestimation of the
wind magnitude in the SA FCA analysis.

Rebirth of the meteor radar technique for measuring
MLT winds
The last reason for these intercomparisons was the re-
development of meteor radars for measuring MLT region
winds and the consequent comparison with the MF/HF
SA FCA radar winds. This started with the application of
narrow beam VHF stratospheric tropospheric (ST) radars
to meteor studies (e.g., Valentic et al. 1996; Elford 2001)
and followed with the development of purpose-built, com-
pact, all-sky VHF meteor radars (e.g., Hocking et al. 2001;
Holdsworth et al. 2004a). For example, in the first of these
intercomparisons, Cervera and Reid (1995) found an
underestimation of the MF/HF SA FCA winds in the 80
to 100 km height region when the Adelaide BPMF radar
winds were compared to meteor winds measured using
the collocated Adelaide narrow beam VHF ST radar oper-
ating in meteor mode. The underestimation varied with
height, but FCA wind magnitudes were typically between
0.6 and 0.8 of the meteor wind magnitudes. This and the
many comparisons that followed (e.g., Thayaparan and
Hocking 2002) demonstrated that MF/HF SA FCA winds
were an underestimate of the actual wind magnitude, but
that their directions were correct.
As we have noted elsewhere in this review, other MF/

HF SA analysis techniques, including IDI and the SCA
do not appear to be as susceptible to this underestima-
tion, although larger antenna arrays would be required
to fully realize this advantage. MF meteor radars are also
not subject to this underestimation but are limited in
other ways.

MF/HF meteor radars
Meteor radars operating near 30 MHz in the HF and
lower VHF bands are not subject to an upper useable
height governed by total reflection but rather from the
upper detectable height for meteor trails (e.g., Greenhow
and Hall 1960). At these frequencies, the number of me-
teor detections tends to zero near 110 km. Generally, the
lower the operating frequency, the greater the maximum
useable height, so that for example at 2 MHz, meteor
trails are detected to heights near 120 km (e.g., Steel and
Elford 1991; Tsutsumi et al. 1999). However, as we have
noted above, the drift and diffusion of meteor trails is in-
creasingly affected by the Earth’s magnetic field above
110 km and measuring parameters related to the neutral
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atmosphere requires some care. Nevertheless, Holdsworth
and Reid (2004a) report nighttime winds to 120 km with
the BPMF, and Tsutsumi and Aso (2005) report regular
wind measurements to 120 km during geomagnetically
quiet conditions at high latitudes using the Syowa MF
radar (69°S). However, the routine use of MF radars as
meteor radars is unlikely to be practical, and this applica-
tion is most likely restricted to special observations at suit-
able locations.
One issue with all-sky meteor radars relates to the dis-

tribution of the radial velocities measured across their
wide observing areas. This is never uniform, and varies
significantly with time of day, through the year, and with
latitude. Using a simple model, Reid (1987) demon-
strated the limitations of Doppler radars with different
beam geometries in measuring atmospheric parameters.
Kudeki et al. (1993) also considered the impact of in-
homogeneous winds fields on SA, DBS, and IDI radar
measurements using theoretical arguments and con-
cluded that such inhomogeneity could led to significant
biases in such measurements. Surucu et al. (1995)
extended the Kudeki et al. (1993) model to include both
isotropic and non-isotropic scatterers and concluded
that the SA radars produced the horizontal wind as long
as any waves present had horizontal scales larger than
the horizontal scale of the SA radar pulse volume.
Hocking (1987) concluded that these effects would
not be of concern for MF/HF SA wind measurements
of periods longer than an hour or so.
If meteor radars are considered as Doppler radars with

randomly varying beam directions, then it would not be
too surprising to find that they are also subject to limita-
tions in just what parameters that they can measure with
reasonable uncertainties. More sophisticated modeling
using gravity wave fields of meteor radar observations by
Spargo et al. (2015) has shown similar limitation for me-
teor radars to those found for DBS radars by Reid (1987).
Nevertheless, modern meteor radars are powerful in-

struments, capable of measuring the horizontal winds
for periods longer than about an hour, the radiants of
meteor showers (Jones and Jones, 2006), the speed of
the meteoroids (Holdsworth et al. 2007), the density of
the neutral atmosphere (Younger et al. 2015), and its
temperature in some instances (Holdsworth et al. 2006;
Younger et al. 2014). The extension of these develop-
ments to meteor radars operating in the HF band would
be significant, and Chisham and Freeman (2013) review
the potential of SuperDARN radars as meteor radars.
Generally, SuperDARN radars lack the optimized inter-
ferometric capability of all-sky meteor radars (e.g.,
Holdsworth et al. 2004a), and this limits their capability
somewhat. However, consideration of the expected
count rate using McKinley’s (1951) relation suggests me-
teor counts with a typical SuperDARN configuration

would be around 40,000 per day at the typical Super-
DARN operating frequency of 12 MHz. This would be a
significant extension of the capability of these HF band
radars and a significant addition to our understanding of
the dynamics of the MLT region.

Differential absorption experiment/differential phase
experiment
The DAE proposed by Gardner and Pawsey (1953) esti-
mates the electron density using the amplitude ratio of
the extraordinary to ordinary mode signals returned
from the ionospheric D region. The application of this
technique was an active area of research until the early
1980s (see e.g., Belrose 1970; von Biel 1977; Manson and
Meek 1984). The technique provides a coarse measure
of the electron density, but relative changes in electron
density can be closely monitored.
After not being utilized for some years, the DAE and

DPE were applied to new MF/HF radars that began be-
ing produced in the early 2000s onwards (see, e.g.,
Holdsworth et al. 2002; Vuthaluru et al. 2002; Singer
et al. 2003). They are now routinely applied on many
MF/HF radars, with the most sophisticated results per-
haps being obtained on the Saura radar in northern
Norway (e.g., Singer et al. 2008, 2011). Figure 4 shows
power profiles for both O and X modes, as well as the
electron densities calculated using both the DAE and
DPE. Figure 21 shows an intercomparison from the
Saura radar operating in DAE/DPE mode with results
from a rocket borne Faraday rotation and absorption
experiment (Singer et al. 2011). These authors also
show a number of other intercomparisons that dem-
onstrate the utility of the technique. The DAE and
DPE techniques also allow the collision frequencies to be
derived (Vuthaluru et al. 2002), and these are directly
related to pressure, suggesting that this parameter might
also be able to be recovered from the experiment.

Conclusions
MF/HF partial reflection radars remain one of the few
techniques available to routinely measure winds in the
55 to 80 km height region. They also offer the ability to
measure winds in the 80 to 92 km height region, as well
as turbulent velocities, and D region electron densities.
However, the detailed nature of the irregularities in
the 50 to 90 km height region is still not understood
nor is the underlying reason for the occurrence of
preferred heights of echo occurrence. This lack of un-
derstanding limits the ability to clearly interpret some
aspects of the measurements from these radars. The
clustering of instruments, ideally including high pow-
ered LIDARs, offers the opportunity to resolve some
of these uncertainties.
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Uncertainty about the reliability of the technique and
the availability of all sky meteor radars has led to some
decline in its popularity. However, the technique is
robust and offers a variety of analysis possibilities. The
FCA is the most commonly applied analysis, its major
deficiency being an underestimation of 15 to 40 % of the
wind magnitude at MF/HF, but not its direction, for an
ideally configured small system. This is unacceptably
high for studies of dynamics. For comparison, typical
values for small VHF SA systems may be closer to be-
tween 5 and 10 % and not obviously height dependent.
For MF/HF SA radars running the FCA, there is a
strong height dependence in the bias. The reason for
this remains to be investigated, but inadequate sampling
of the ground diffraction pattern may be an explanation.
The use of sampling schemes optimized for the charac-
teristics of the fading time series is recommended. Such
a scheme would ideally be dynamic, so that it would
potentially be different for each sampled height and vary
with time.
The SCA, IDI, TDI, and HDI techniques offer additional

possibilities for measuring MLT winds when appropriate
acceptance criteria are applied to the data, and in the case
of IDI, TDI, and HDI, when narrower transmitter beams
are available, and when this is done, the underestimation
bias characteristic of the FCA is not evident. Importantly,
all SA systems should correct for receiver channel phase
differences.
Care needs to be taken with winds measured above

about 92 km with all MF/HF radar systems particularly
near mid-day because the dominance of the E region
total reflection and the potential for group retardation.
We recommend using the best possible practical height

resolution and utilizing the calculated total reflection
heights to omit contaminated data. We also recommend
the implementation of additional QC measures to detect
and omit data contaminated by total reflections.
Based on experience at VHF, correction of the known

bias in wind magnitude in the FCA should be possible
and, if so, should be applied. One issue in this context is
a general lack of techniques for intercomparison below
about 80 km. The question of whether MF/HF SA wind
fields should be quality controlled is still open, but we
would recommend its adoption. The application of more
sophisticated experimental techniques such as pulse cod-
ing to improve the height coverage at lower heights, im-
prove range resolution, improve duty cycles, and reduce
interference is suggested, as are the introduction of range
imaging (RIM)-like techniques (e.g., Yu and Palmer 2001),
and further exploitation of MF meteor echoes. These de-
velopments will continue to extend the technique, as will
hardware improvements, which are continuing generally
with atmospheric radar.
Long MF/HF SA FCA data sets exist, and in spite of

the known underestimation in wind magnitude, investi-
gation of long-term changes in the MLT wind field is
providing promising results (e.g., Hoffmann et al. 2011).
With very similar MF/HF SA and meteor systems now
operating, the idea of a “ground based satellite” and the
development of virtual observatories has great appeal.
This is being pursued through a number of projects, in-
cluding the Madrigal database (http://madrigal.haystack.
mit.edu/madrigal/) and IUGONET global observation
network (http://www.iugonet.org/en/). The availability of
relatively inexpensive radars with complementary at-
tributes such as MF/HF partial reflection radars and

Fig. 21 Electron density profiles by DAE/DPE measurements (full lines, 20:50–21:20 UT, solar zenith angle 106°) and electron density profiles from
the in situ radio wave propagation measurements (dashed lines) of the ECOMA-2 flight on September 17, 2006, 21:06 UT. The error bars represent
the quartile limits (after Singer et al. 2011)
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all-sky meteor radars with global geographical spread,
combined with a global assimilation system will greatly
facilitate our understanding of the MLT, and this is the
likely future of these systems. This is certainly the case for
the East Asia Oceania region shown in Fig. 1.

Additional files

Additional file 1: The amplitude only variation of radio waves
received at one antenna on the BPMF radar in the 1970s. (WMV
2364 kb)

Additional file 2: The time variation of the ground diffraction
pattern at 2 MHz for a partial reflection height of 80 km. This is
taken from movies produced by Briggs and Holmes (1973) and
Holmes (1975) and described by Briggs (1993). (WMV 560 kb)
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