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We theoretically study the impacts of linear spin-orbit coupling (SOC) on the Ruderman-Kittel-Kasuya-Yosida
interaction between magnetic impurities in two kinds of three-dimensional noncentrosymmetric systems. It
has been found that linear SOCs lead to the Dzyaloshinskii-Moriya interaction and the Ising interaction, in
addition to the conventional Heisenberg interaction. These interactions possess distinct range functions from
three-dimensional electron gases and Dirac/Weyl semimetals. In the weak SOC limit, the Heisenberg interaction
dominates over the other two interactions in a moderately large region of parameters. Sufficiently strong
Rashba SOC makes the Dzyaloshinskii-Moriya interaction or the Ising interaction dominate over the Heisenberg
interaction in some regions. The change in topology of the Fermi surface leads to some quantitative changes
in periods of oscillations of range functions. The anisotropy of Ruderman-Kittel-Kasuya-Yosida interaction in
bismuth tellurohalides family BiTeX (X = Br, Cl, and I) originates from both the specific form of Rashba SOC
and the anisotropic effective mass. Our work provides some insights into understanding observed spin textures
and the application of these materials in spintronics.

DOI: 10.1103/PhysRevB.96.115204

I. INTRODUCTION

Inversion symmetry may be broken at the surface or
interface, and the resulting electric fields entangle momentum
of an electron to its spin, leading to the Rashba spin-orbit
coupling (SOC) [1]. The Rashba SOC has mostly been studied
in two-dimensional electron or hole gases in semiconductor
heterostructures [2], the surface states of conventional metals
[3], and even the two-dimensional electron gases (2DEG)
at the interface or surfaces of complex oxides [4–9]. The
Rashba SOC, HR = αR(σ × k) · ẑ, plays a central role in a vast
number of phenomena in condensed matter physics, such as
spin Hall effect, spin galvanic effect, spin–orbit torques, chiral
magnetic textures, topological phases of matter, and Majorana
fermions [10–13]. In particular, the interplay between SOC
and magnetism is of increasing importance. Rashba SOC
could induce a chiral Dzyaloshinskii–Moriya (DM) interaction
[14,15], which leads to spin helix, chiral domain walls, and
magnetic skyrmions. In addition, Ruderman-Kittel-Kasuya-
Yosida (RKKY) interaction, an indirect exchange interaction
between two magnetic impurities mediated by conduction
electrons, may provide an alternative mechanism for the DM
interaction. The strength of RKKY interaction, characterized
by the range function, usually oscillates as a function of dis-
tance between magnetic impurities with the period determined
by the Fermi level, the effective mass of conduction electrons,
and other material-dependent parameters [16–18].

Recently, the Rashba SOC in three-dimensional (3D)
systems lacking inversion symmetry has been receiving sig-
nificant interest [19,20]. In the bismuth tellurohalides family
BiTeX (X = Br, Cl, and I), the structure inversion asymmetry
results from the asymmetric stacking of Bi, Te, and X
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layers, in which an exceptionally large Rashba parameter had
been revealed by angle-resolved photoemission spectroscopy
measurements [21,22]. For example, the strength of Rashba
SOC reaches the value of 3.9−4.3 eVÅ for BiTeI as large
as that of the surface state of topological insulators [22].
Symmetry analysis suggests that the conduction electrons
in B20 compounds (a class of cubic helimagnets) [23] and
noncentrosymmetric metal Li2(Pd1−x,Ptx)3B [24] possess a
strong SOC of the form k · σ . Many nontrivial spin textures
have already been observed in BiTeX [21,25,26] as well as B20

compounds [27–30]. To thoroughly understand the observed
various interesting spin textures and to engineer exotic states
of quantum matter, we would like to systematically study the
effects of linear SOCs on the RKKY interaction.

In this paper, we find that 3D linear SOCs give rise to
the DM interaction, the Ising interaction, and the Heisenberg
interaction, which possess entirely different range functions
from those of 3D electron gases (3DEG) and Dirac/Weyl
semimetals. In the weak SOC limit, the Heisenberg interaction
dominates over the other two interactions for a relatively
large region of parameters. As the Rashba SOC increases,
sufficiently strong Rashba SOC makes the DM interaction
or the Ising interaction more favorable than the Heisenberg
interaction. As the topology of the Fermi surface changes, the
periods of oscillations of range functions vary accordingly. In
the family BiTeX, both the Rashba SOC and the anisotropic
effective mass contribute to the anisotropy of the RKKY
interaction.

The rest of this paper is organized as follows. In Sec. II, we
outline the formalism for the RKKY interaction. In Sec. III, we
derive the exact analytical expressions of RKKY interactions
for noncentrosymetric metals and the approximate expressions
in weak SOC limit and in long-range limit. In Sec. IV, we
reveal the general features of RKKY interactions for 3D
Rashba semiconductors numerically and find the analytical
expressions in weak Rashba SOC limit. In Sec. V, the main
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results of this paper are summarized. Finally, in the appendices,
we give the detailed calculations of range functions of the
RKKY interaction.

II. RKKY INTERACTION AND SPIN-ORBIT COUPLING

The RKKY interaction is an indirect exchange interaction
between two localized spins via the spin polarization of
conduction electrons [16–18]. In recent years, it has been
shown that the RKKY interaction plays an important role
in giant magnetoresistance in multilayer structures [31],
ferromagnetism in diluted magnetic semiconductors [32],
topological phases, and Majorana fermions [11]. We restrict
ourselves to a pair of magnetic impurities, S1 and S2 located at
R1 and R2, respectively. We assume the interaction between
magnetic impurities and conduction electrons is described by
the standard s-d interaction [33]:

Hs−d = J
∑
l=1,2

Sl · σ δ(r − Rl), (1)

where σ = (σx,σy,σz) denotes for the vector of Pauli spin
matrices and J refers to the strength of the s-d interaction.
At zero temperature the indirect exchange interaction between
these two localized spins mediated by itinerant electrons is
given by [34]

HRKKY = −J 2

π
Im

∫ εF

−∞
dεTr[(S1 · σ )G(R; ε + i0+)

×(S2 · σ )G(−R; ε + i0+)], (2)

where R = R2 − R1, εF is the Fermi energy, and Tr represents
the trace over the spin degree of freedom of itinerant electrons.
The Green’s functions in the energy-coordinate representation
can be obtained from the Fourier transform:

G(±R; ε + i0+) =
∫

d3k

(2π )3 G(k; ε + i0+) exp (±ik · R),

(3)

where G−1(k; ε + i0+) = ε + i0+ − H0(k) is the inverse of
momentum-space Green’s function, H0(k) is the Hamiltonian
for the noninteracting conduction electrons, and 0+ is a positive
infinitesimal.

The specific expressions of the RKKY interactions strongly
depend on the spatial dimensionality of systems [35,36],
energy dispersion of the conduction carriers, and the property
of Rashba SOC. For instance, the RKKY interaction for
3D Dirac electrons with linear dispersion in the context of
Dirac/Weyl semimetals [34,37,38] greatly differs from that of
the conventional 3DEG [16–18]. The influence of the Rashba
SOC had been extensively examined in both one-dimensional
electron gases (1DEG) [39–42] and 2DEG [39,43–47]. In the
present paper, we shall focus on the impacts of linear SOC
on the RKKY interactions in both 3D noncentrosymmetric
metals and Rashba semiconductors BiTeX. In the former,
each component of spin is parallel to momentum and forms
hedgehog spin texture, as shown in Figs. 1(a) and 1(b). In
the latter, for a given kz, the in-plane components of spin and
momenta are perpendicular to each other as the manner of
2DEG with linear Rashba SOC [see Figs. 1(c) and 1(d)]. Note
that the topology of the Fermi surface changes at εF = 0.

FIG. 1. Distinct spin textures at Fermi surfaces of 3D noncen-
trosymmetric metals (a) and (b) and 3D Rashba semiconductors (c)
and (d). For (a) and (c), the Fermi energy is positive εF > 0, while for
(b) and (d), εF < 0. The green and red arrows show the spin directions
at the Fermi energy for a given kz as a function of the two momenta,
kx and ky . The topology of Fermi surface changes at εF = 0 from two
Fermi surfaces with different spin directions in (a) and (c) to a closed
Fermi surface in (b) and (d) or vice versa.

III. THREE-DIMENSIONAL NONCENTROSYMMETRIC
METALS

Three-dimensional noncentrosymmetric metals, such as
B20 compounds [23,48] and the Li2(Pd1−x,Ptx)3B family [49],
can be effectively described by the following Hamiltonian:

H NCS
0 = k2

2m
+ αk · σ , (4)

and the energy dispersion reads

ελk = k2

2m
+ λαk, (5)

where m is the effective mass, k = (kx,ky,kz), and k =√
k2
x + k2

y + k2
z . λ = ±1 denotes for the two energy bands

with opposite chirality, α > 0 represents the strength of
SOC. The superscript NCS stands for the noncentrosymmetric
metals. For a positive Fermi energy εF > 0, there are two
distinct Fermi wave vectors kF± = ∓mα +

√
m2α2 + 2mεF ,

characterizing the two Fermi surfaces in Fig. 1(a). On the
other hand, for −mα2/2 < εF < 0, only one closed Fermi
surface exists in Fig. 1(b), but is characterized by two Fermi
wave vectors kF± = mα ±

√
m2α2 + 2mεF > 0. As will be

shown below, the change in topology of the Fermi surface leads
to some quantitative modifications to the RKKY interactions
[see Figs. 2(c) and 2(d)].
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FIG. 2. The exact range functions of RKKY interactions in 3D noncentrosymmetric metals for different values of SOCs. The change in
topology of the Fermi surface leads to quantitative changes in the periods of oscillations (c) and (d). The effective mass is equal to half of the
electron rest mass.

After some straightforward calculations, one gets the
corresponding Berry curvatures of Bloch electrons as

�±(k) = ∓ k
2k3

, (6)

which can be viewed as effective magnetic monopoles in the
momentum space, similar to those in 3D Weyl semimetals [50].
One thus expects that the electrons in noncentrosymmetric
metals inherit the properties of electrons from both the
conventional 3DEG and the Dirac/Weyl semimetals [51].

According to Eq. (4), one directly evaluates the Green’s
function in the momentum space as

G(k; ε + i0+) = 1

2

∑
λ=±

σ0 + λk̂ · σ

ε − ελk + i0+ , (7)

where k̂ = k/k denotes for the unit vector parallel to k and σ0

refers to the identity matrix. Due to the rotational symmetry
of itinerant electrons described by Eq. (4), without loss of
generality, we align the two magnetic impurities with the j

axis, i.e., R = Rej , with R being the distance between two
magnetic impurities. After carrying out Fourier transform, we
decompose the real-space Green’s function into two parts as

G(±R; ε + i0+) = G0σ0 ± GRσj , (8)

where the functions are given as

G0 = −m exp (iξ )

2πR(ξ + i0+)
(ξ cos ζ + iζ sin ζ ),

(9)

GR = m exp (iξ )

2πR(ξ + i0+)
[(iξ − 1) sin ζ + ζ cos ζ ],

with two dimensionless parameters ζ = mαR and ξ =√
m2α2 + 2mεR. The second term GRσj in Eq. (8) comes

from the Rashba SOC and greatly modifies the RKKY
interactions. Consequently, the RKKY interaction contains
three terms: Heisenberg interaction, Ising interaction, and DM
interaction:

H NCS
RKKY = FH S1 · S2 + FIsingS

j

1 S
j

2 + FDM(S1 × S2)j , (10)

where these three range functions are given by

FH = −2J 2

π
Im

∫ εF

−∞

(
G2

0 + G2
R

)
dε,

FIsing = 4J 2

π
Im

∫ εF

−∞
G2

Rdε, (11)

FDM = 4J 2

π
Im

∫ εF

−∞
iG0GRdε.

The Rashba SOC has two obvious impacts on the RKKY
interaction. First, it modifies the Heisenberg interaction in
Eq. (11). Second, both the Ising interaction and the DM inter-
action entirely originate from the Rashba SOC. It should be
emphasized that the DM vector along R = Rej is compatible
with the symmetry of B20 compounds [23]. Therefore, the
RKKY interaction here may provide us an alternative physical
origin for the DM interaction, which is essential for the chiral
spin textures [27–30]. Physically, the cross-product nature of
the DM interaction implies that an inversion operation about
the center of the joint line would exchange two neighboring
spins such that the DM interaction flips sign. The DM inter-
action would disappear if the two localized spins are parallel
or antiparallel. However, the Heisenberg interaction and Ising
interaction tend to align neighboring spins and are unchanged
under this operation, respecting the inversion symmetry.

After performing these complex integrals, one has the exact
analytical range functions in Eq. (11) (the detailed calculations
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can be found in Appendix A):

FH(ξF ,ζ ) = C

(kF R)4
{2ξF cos(2ζ ) cos(2ξF )

−[4ζ sin(2ζ ) + 3 cos(2ζ ) − 2] sin(2ξF )

−2[2ζ 2 cos(2ζ ) + g(ζ )]si(2ξF)},
FIsing(ξF ,ζ ) = C

(kF R)4
{2ξF [1 − cos(2ζ )] cos(2ξF )

+ [4ζ sin(2ζ ) + 5 cos(2ζ ) − 5] sin(2ξF )

+ 4[ζ 2(cos(2ζ ) + 1) + g(ζ )]si(2ξF )},
FDM(ξF ,ζ ) = −C

(kF R)4
{2ξF sin(2ζ ) cos(2ξF )

+ [4ζ cos(2ζ ) − 3 sin(2ζ )] sin(2ξF )

− 4[ζ 2 sin(2ζ ) + ζ (cos(2ζ ) − 1)]si(2ξF )},
(12)

where g(x) = −2x sin (2x) − cos (2x) + 1, ξF =√
m2α2 + 2mεF R, kF = √

2m|εF | is the Fermi wave
vector in the absence of SOC, si(z) = − ∫ ∞

z
dt sin t/t is the

sine integral function, and C = J 2mk4
F /(2π )3. The three

range functions in Eq. (12) exhibit several features. First, as
shown in Fig. 2(a), for a weak SOC, the Heisenberg interaction
dominates over the other two interactions within a moderately
long range. Second, the magnitudes of Fermi wave vectors
of these two Fermi surfaces are unequal kF− − kF+ = 2mα

for εF > 0 or kF+ − kF− = 2
√

m2α2 + 2mεF for εF < 0
such that the range functions in Eq. (12) oscillate with two
distinct periods and form beating patterns in Fig. 2(b). Third,
while the range functions for εF < 0 share similar features
to those for εF > 0, Figs. 2(c) and 2(d) clearly show that the
oscillation period quantitatively differs between the two cases.
In addition, Fig. 2 shows that these range functions display a
damped oscillatory behavior with increasing distance R, with
each term dominating in different regions of the parameters
εF , R, and α. The competition among these interactions leads
to rich spin textures, which can be detected by a variety of
experimental tools.

To gain more insight into the impacts of SOC on the RKKY
interactions, let us examine the weak SOC limit αkF /εF � 1.
Expanding the analytical expressions of range functions in
Eq. (12) in power of α and keeping the correction up to α2,
one finally gets the following approximate range functions:

FH � 4F0(R) − 4Cζ 2h(kF R),

FIsing � 8F0(R)ζ 2, (13)

FDM � −8F0(R)ζ,

where h(x) = [x cos (2x) + sin (2x)]/x4, F0(R) is the range
function for the conventional 3DEG [16–18]:

F0(R) = C[2kF R cos (2kF R) − sin (2kF R)]

4(kF R)4 . (14)

According to Eq. (13), the Ising interaction and DM interaction
are quadratic and linear in ζ , respectively. Thus, in the weak
SOC limit αkF /εF � 1, the Heisenberg interaction becomes

dominant as that of the 3DEG. It qualitatively coincides with
the behavior of the exact range functions depicted in Fig. 2(a).

When the magnetic impurities are dilute, the RKKY
interaction is mainly controlled by its long-range behavior. Let
us turn to the long-range case of ξF � 1 and ξF � ζ , which are
equivalent to R � 1/

√
m2α2 + 2mεF and

√
m2α2 + 2mεF �

mα, respectively. Under these conditions, we have si(2ξF ) �
− cos (2ξF )/2ξF and hence ξF | cos (2ξF )| � ζ | cos (2ξF )| �
ζ 2|si(2ξF )|. As a result, the long-range RKKY interaction can
be cast into a simple twisted form:

H NCS
RKKY � 2CξF cos (2ξF )

(kF R)4 S1 · S̃2, (15)

where S̃2 stands for the twisted spin operator of the second
localized magnetic impurity and can be obtained from a
rotation in spin space around the j axis (the direction of R)
by an angle 2ζ [52]. For example, taking R = Rex , after such
a rotation the x component of S2 remains unchanged, but the
other two components become S̃

y

2 = cos (2ζ )Sy

2 − sin (2ζ )Sz
2

and S̃z
2 = sin (2ζ )Sy

2 + cos (2ζ )Sz
2. It is clear that the SOC

tends to twist the spin to form a collinear coupling of localized
spins. This kind of twisted exchange interaction was also
discussed in the context of 1DEG and 2DEG with standard
Rashba SOC. However, their range functions essentially differ
from ours. Specifically, the corresponding range functions
in 1D and 2D are proportional to si(2ξF ) and sin(2ξF )/R2,
respectively [39]. In addition, the range function in Eq. (15) is
the same as that of 3DEG at large distance by replacing kF R

with ξF , up to a degeneracy factor. Furthermore, it should be
noted that the spatial dependence of R−3 is the same as both
3DEG [35] and 3D Dirac/Weyl semimetals [34,37,38].

IV. THREE-DIMENSIONAL RASHBA SEMICONDUCTORS

The electrons in 3D Rashba semiconductors BiTeX can be
described by the following effective Hamiltonian [21,53,54]:

H 3DR
0 = k2

x + k2
y

2m
+ k2

z

2m3
+ αR(σ × k)z, (16)

and the corresponding energy dispersion is given as

ελk = k2
x + k2

y

2m
+ k2

z

2m3
+ λαR

√
k2
x + k2

y, (17)

where the superscript 3DR refers to the 3D Rashba semicon-
ductors, λ = ± stands for the chirality of energy bands, αR

is the strength of Rashba SOC, and m and m3 denote for the
effective masses in the x-y plane and along the z direction, re-
spectively. A series of experiments show that the ratio of m3/m

ranges from 5 to 10. As shown in Fig. 1(c), for εF > 0, there are
two distinct Fermi surfaces (spindle torus), whereas only one
closed Fermi surface (ring torus) exists for εF < 0 [25]. This
topological transition of the bulk Fermi surface as a function
of the Fermi energy had been detected through Shubnikov–de
Haas quantum oscillation [55,56] and thermoelectric effects
[57]. The kinds of semiconductors described by Eq. (16) can be
intuitively seen as a coherent superposition of layers of 2DEG
with Rashba SOC along the z-direction. Unlike noncentrosym-
metric metals, the Rashba SOC in Eq. (16) only entangles kx

and ky with σy and σx , respectively, but leaves kz and σz free.
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Therefore, the magnetism for in-plane magnetic impurities
should significantly differ from that for out-plane ones.

In the bismuth tellurohalides family BiTeX (X = Br, Cl, I),
the structure inversion asymmetry results from the asymmetric
stacking of Bi, Te, and X layers, in which an exceptionally
large Rashba parameter and π Berry phase [50] had been re-
vealed by photoemission studies [21] and quantum oscillation
experiment [59], respectively. The strengths of Rashba SOC
have been obtained experimentally: 3.9−4.3 eVÅ for BiTeI,
2.0−2.1 eVÅ for BiTeBr, and 1.7−2.2 eVÅ for BiTeCl [22].

We shall consider the general case with the relative position
vector between magnetic impurities R = Rxex + Ryey +
Rzez. Following the similar procedure, one gets the RKKY
interaction as

H 3DR
RKKY = FH S1 · S2 + FIsing

(
Sx

1 sin ϕ − S
y

1 cos ϕ
)

×(
Sx

2 sin ϕ − S
y

2 cos ϕ
) + FDM

×[(S1 × S2)x sin ϕ − (S1 × S2)y cos ϕ], (18)

where these range functions have the same form as those in
Eq. (11) but different real-space Green’s function G(±R;
ε + i0+) = G0(R; ε + i0+)σ0 ± GR(R; ε + i0+)(σx sin ϕ −
σy cos ϕ) with ϕ = arctan (Ry/Rx). In contrast to the noncen-
trosymmetric metals, the DM vector in Eq. (18) lies in the x-y
plane and is perpendicular to the line connecting two magnetic
impurities.

Direct numerical calculations of the range functions in
Eq. (18) show several main features of the RKKY interactions
of 3D Rashba semiconductors [58]. First, for a positive Fermi
energy εF > 0 and a weak Rashba SOC, the Heisenberg
interaction dominates over the other two interactions within
a relatively large range in Fig. 3(a). Second, as the Rashba
SOC increases, the Ising interaction and DM interaction would
be enhanced gradually. Eventually, these three terms compete
with each other. In some regions, the Ising interaction or the
DM interaction dominates over the Heisenberg interaction, as
shown in Figs. 3(b) and 3(c). Third, Figs. 4(a)–4(c) show that
these three interactions also compete with each other as the
Fermi energy varies. For a small εF and a strong Rashba SOC,
the Heisenberg interaction is greatly suppressed within a large
range of distance. In addition, Fig. 4(d) depicts change in the
periods of oscillation of the Ising interaction as the Fermi
energy varies. In other words, the magnetism of magnetic
impurities can be effectively manipulated through tuning the
carrier concentration.

Due to the great complexity of general expressions of
the range functions, in the present paper, we mainly focus
on the analytical expressions in the weak Rashba SOC
case αRkF /εF � 1 and perturbatively treat the Rashba SOC.
Keeping the contribution of Rashba SOC up to α2

R , one arrives
at the approximate range functions (the detailed calculations
are given in Appendix B):

FH � 4γ 2F0(R̃) − 8γ 2m2α2
R

×
[(

R2
x + R2

y

)
F0(R̃) + C sin(2kFR̃)

2k4
FR̃

2

]
,

FIsing � 8γ 2m2α2
R

(
R2

x + R2
y

)
F0(R̃),

FDM � −8γ 2mαR

√
R2

x + R2
yF0(R̃), (19)
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FIG. 3. RKKY interactions of 3D Rashba semiconductors BiTeX
for different strengths of Rashba SOCs. (a) shows that the Heisenberg
interaction dominates over the Ising and DM interactions within a
large range. The solid lines in (a) correspond to the approximate range
functions at zero temperature. For a strong Rashba SOC, these three
interactions compete with each other in (b) and (c). Other parameters
are given in Ref. [58].

where R̃ =
√

R2
x + R2

y + γ 2R2
z , and γ = √

m3/m measures

the anisotropy of the effective mass. One immediately rec-
ognizes that the anisotropic effective mass may result in an
anisotropic RKKY interaction. In addition, both sets of range
functions in Eq. (13) and Eq. (19) share a similar dependence
on the strength of SOC. It should be noted that the approximate
range functions are consistent with the exact numerical results
(hollow circles) with a small Rashba SOC, as shown in
Fig. 3(a). It implies that the low finite temperature only leads
to small quantitative modifications.

More interestingly, when the two magnetic impurities locate
on a line perpendicular to the x-y plane (R = Rzez), only the
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FIG. 4. The evolution of RKKY interactions of 3D Rashba semiconductors BiTeX for different values of Fermi energies. (a)–(c) show the
suppression of the Heisenberg interaction for a small Fermi energy and a strong Rashba SOC. The dependence of the periods of oscillation of
the Ising interaction on the Fermi energy is depicted in (d). Other parameters are identical to those in Fig. 3.

Heisenberg interaction survives and has the range function as

FH � 4

[
γ 2F0(γRz) − Cm2α2

R sin (2γ kF Rz)

k4
F R2

z

]
. (20)

The vanishing of the Ising interaction and the DM interaction
can be traced back to the fact that the Rashba SOC only entan-
gles the in-plane spin components and in-plane momentum, as
schematically shown in Figs. 1(c) and 1(d). Hence, the special
form of Rashba SOC leads to the intrinsic anisotropy of the
RKKY interactions. One also finds that the range function with
an isotropic mass has a modification quadratic in αR compared
with F0(Rz) for the conventional 3DEG. When the range
function is negative, the magnetic impurities spontaneously
align in parallel. Once the spin of magnetic impurities is not
perpendicular to the z direction, the resulting magnetization
would give rise to a finite anomalous Hall current [60].

V. CONCLUSIONS

In summary, we have demonstrated that two kinds of linear
SOCs lead to the distinct RKKY interaction, including the
Heisenberg interaction, the DM interaction, and the Ising
interaction. In the weak SOC limit, the Heisenberg interaction
is dominant over the other two interactions in a moderately
large region of parameters. The sufficiently strong SOC makes
these three interactions compete with each other. We have
revealed that the change in topology of the Fermi surface is
accompanied by a shift in periods of oscillations of range
functions. The anisotropy of RKKY interaction of the family
BiTeX comes from both the special Rashba SOC and the
anisotropy of the effective mass. Our work provides some
insights into understanding the nontrivial spin textures and
paves the way for the application of 3D noncentrosymmetric
materials in spintronics.
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APPENDIX A: RKKY INTERACTIONS FOR
3D NCS METALS

In this Appendix we consider the RKKY interaction
between two magnetic impurities in NCS metals. The Green’s
function in momentum space is given by

G(k; ε + i0+) = 1

2

∑
λ=±

σ0 + λk̂ · σ

ε − ελk + i0+ , (A1)

where k̂ = k/k, and ελk = k2

2m
+ λαk. Thus, the Green’s

function in real space reads

G(±R; ε + i0+) = 1

2

∑
λ=±

∫
d3k

(2π )3

σ0 ± λk̂ · σ

ε − ελk + i0+

× exp (ik · R). (A2)

In general, the momentum k can be decomposed as k =
k‖ + k⊥ = (R̂ · k)R̂ + (R̂ × k) × R̂, where R̂ = R/R is the
direction of R and k · R = kR cos θ . After integrating over φ,

115204-6



RKKY INTERACTION IN THREE-DIMENSIONAL . . . PHYSICAL REVIEW B 96, 115204 (2017)

one finds that the part of k⊥ vanishes and has

G(±R; ε + i0+) = G0σ0 ± GRσ · R̂, (A3)

where

G0 = 1

2

∑
λ=±

∫
k2 sin θdkdθ

(2π )2

exp (ikR cos θ )

ε − ελk + i0+ , (A4)

GR = 1

2

∑
λ=±

∫
k2 sin θdkdθ

(2π )2

λ

ik

∂

∂R

exp (ikR cos θ )

ε − ελk + i0+ . (A5)

Integrating over θ yields

G0 = − i

2(2π )2R

∑
λ=±

∫ ∞

−∞

k exp (ikR)dk

ε − ελk + i0+ ,

GR = − 1

2(2π )2

∂

∂R

[
1

R

∑
λ=±

λ

∫ ∞

−∞

exp (ikR)dk

ε − ελk + i0+

]
.

(A6)

Note that we have used the property of even function to extend
the range of integral to the whole real axis. In this way, all the
remaining calculations become standard contour integrals and

can be carried out immediately:∫ ∞

−∞

k exp(ikR)dk

ε − ελk + i0+ = −
∫ ∞

−∞

2mk exp(ikR)dk

(k−kλ− + i0+)(k−kλ+ − i0+)

= −2m(2πi)kλ
+ exp(ikλ

+R)

kλ+ − kλ− + i0+

= −i2πm

(
1− λζ

ξ + i0+

)
exp (iξ−iλζ ),

(A7)

where kλ
± = ±√

m2α2 + 2mε − λmα, ξ = √
m2α2 + 2mεR,

and ζ = mαR. Similarly, we have∫ ∞

−∞

exp (ikR)dk

ε − ελk + i0+ = − i2πmR

ξ + i0+ exp (iξ − iλζ ). (A8)

Plugging these results into Eq. (A6), we find

G0 = − m exp (iξ )

2πR(ξ + i0+)
(ξ cos ζ + iζ sin ζ ),

GR = m exp (iξ )

2πR(ξ + i0+)
[(iξ − 1) sin ζ + ζ cos ζ ]. (A9)

Inserting the real-space Green’s functions in Eq. (A3) into
Eq. (2), and using the trace formulas for Pauli matri-
ces Tr[σiσj ] = 2δij , Tr[σiσjσl] = 2iεij l , and Tr[σiσlσjσm] =
2(δilδjm + δimδjl − δij δlm), we get

H NCS
RKKY =FH S1 · S2 + FIsing(S1 · R̂)(S2 · R̂) + FDM(S1 × S2) · R̂, (A10)

where the range functions are of the form

FH = −2J 2

π
Im

∫ εF

−∞

(
G2

0 + G2
R

)
dε

= J 2m

2π3R4

{
cos (2ζ )I2(2) − [2ζ sin (2ζ ) + cos (2ζ ) − 1]I1(2) − 1

2
[2ζ 2 cos (2ζ ) + g(ζ )]I0(2)

}
, (A11)

FIsing = 4J 2

π
Im

∫ εF

−∞
G2

Rdε

= J 2m

2π3R4
{2[ζ sin (2ζ ) + cos (2ζ ) − 1]I1(2) + [1 − cos (2ζ )]I2(2) + [ζ 2(cos (2ζ ) + 1) + g(ζ )]I0(2)}, (A12)

FDM = 4J 2

π
Im

∫ εF

−∞
iG0GRdε

= −J 2m

2π3R4
{sin (2ζ )I2(2) + [2ζ cos (2ζ ) − sin (2ζ )]I1(2) − [ζ 2 sin (2ζ ) + ζ (cos (2ζ ) − 1)]I0(2)}, (A13)

with g(x) = −2x sin (2x) − cos (2x) + 1, ξF ≡√
m2α2 + 2mεF R. I0,1,2(x) are given in Appendix C.

Substituting I0,1,2(2) into Eqs. (A11), (A12), and (A13), we
finally obtain the range functions in Eq. (12) in the main text.

APPENDIX B: APPROXIMATE RANGE FUNCTIONS FOR
3D RASHBA SEMICONDUCTORS

In this Appendix, we calculate the RKKY interaction in
3D Rashba systems up to the corrections due to Rashba SOC
up to α2

R . The momentum-space Green’s function takes the

form

G(k; ε + i0+) = 1

2

∑
λ=±

σ0 + λ(σ × k̂‖)z
ε − ελk + i0+ , (B1)

where k‖ = kxex + kyey denotes the in-plane component of

k, k̂‖ = k‖/k‖, k‖ =
√

k2
x + k2

y and ελk = k2

2m
+ λαRk‖. Here

we adopt the isotropic mass m3 = m at first.
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The real-space Green’s function reads

G(±R; ε + i0+) = 1

2

∑
λ=±

∫
d3k

(2π )3

σ0 ± λ(σ × k̂‖)z
ε − ελk + i0+

× exp[i(k‖ · R‖ + kzRz)], (B2)

where R = Rxex + Ryey + Rzez and R‖ = Rxex + Ryey is
the in-plane component of R. Let us express the in-plane
component of k as k‖ = (k‖ cos φ)R̂‖ + (k‖ sin φ)ez × R̂‖,

where R̂‖ = R‖/
√

R2
x + R2

y is the in-plane direction of R,

φ is the relative angle between k‖ and R‖. After integrating
over φ, one finds that the second part of k‖ vanishes and has
the real-space Green’s function

G(±R; ε + i0+) = G0σ0 ± GR(σ × R̂‖)z, (B3)

with

G0 = 1

2

∑
λ=±

∫
k2 sin θdkdθ

(2π )2

J0(kR‖ sin θ )

ε − ελk + i0+ exp (ikRz cos θ ),

GR = − i

2

∂

∂R‖

[∑
λ=±

λ

∫
kdkdθ

(2π )2

J0(kR‖ sin θ )

ε−ελk+i0+

× exp (ikRz cos θ )

]
, (B4)

where J0(z) is the zeroth-order Bessel function of the first kind,
k‖ = k sin θ , and kz = k cos θ .

Due to the complexity of the integral, we expand the Green’s
function as a power series of the Rashba SOC αR . The zeroth-
order term of G0 takes the form

G00 =
∫

k2 sin θdkdθ

(2π )2

J0(kR‖ sin θ ) exp (ikRz cos θ )

ε − εk + i0+ , (B5)

where εk = k2

2m
. The first-order term

G01 = 1

2

∑
λ=±

∫
(λαRk sin θ )

k2 sin θdkdθ

(2π )2

×J0(kR‖ sin θ ) exp (ikRz cos θ )

(ε − εk + i0+)2 (B6)

vanishes after summing over band index λ, while the second-
order term

G02 =
∫

(αRk sin θ )2 k2 sin θdkdθ

(2π )2

×J0(kR‖ sin θ ) exp (ikRz cos θ )

(ε − εk + i0+)3 (B7)

is nonvanishing. One can immediately conclude that the
contributions from upper and lower bands vanish all the
odd-order terms of G0. Up to the leading corrections due
to Rashba SOC, we then approximate G0 � G00 + G02. On
the contrary, we find that GR only contains odd-order terms.

Therefore, the first nonvanishing term of GR is linear in αR

GR1 = −i
∂

∂R‖

∫
(αRk sin θ )

kdkdθ

(2π )2

×J0(kR‖ sin θ ) exp (ikRz cos θ )

(ε − εk + i0+)2 . (B8)

Note that we approximate GR as GR � GR1. We then calculate
G00, G02, and GR1 in a similar way. By use of Eq. (C8),
integrating over θ leads to

G00 = − i

(2π )2R

∫ ∞

−∞

k exp (ikR)dk

ε − εk + i0+ , (B9)

where R =
√

R2
‖ + R2

z and the last step is similar to Eq. (A6).

Carrying out the straightforward contour integral, we have

G00 = −m exp (ikεR)

2πR
, (B10)

where kε = √
2mε. For GR1, the integration over θ is the same

as that of G00 in Eq. (B5). Hence one immediately gets

GR1 = − αR

(2π )2

∂

∂R‖

[
1

R

∫ ∞

−∞

k exp (ikR)dk

(ε − εk + i0+)2

]
. (B11)

Performing the standard contour integral, we arrive at the result

GR1 = imR‖ exp (ikεR)

2πR2
ζ ′, (B12)

where the dimensionless parameter ζ ′ = mαRR. The last one,
G02, can be calculated similarly. Using Eq. (C11), we integrate
over θ and get

G02 = − iα2
R

(2π )2

{
1

R

∫ ∞

−∞

k3 exp (ikR)dk

(ε − εk + i0+)3

+ ∂2

∂R2
z

[
1

R

∫ ∞

−∞

k exp (ikR)dk

(ε − εk + i0+)3

]}
. (B13)

After some algebra, we have

G02 = −m exp (ikεR)

2πR

(
i

kεR + i0+ − R2
‖

2R2

)
ζ ′2. (B14)

Collecting the results in Eqs. (B10), (B12), and (B14), we have
the following approximations:

G0 � −m exp (ikεR)

2πR

[
1 +

(
i

kεR + i0+ − R2
‖

2R2

)
ζ ′2

]
,

GR � imR‖ exp (ikεR)

2πR2
ζ ′. (B15)

Since the real-space Green’s function in Eq. (B3) has the same
structure as that in Eq. (A3), the RKKY interaction in 3D
Rashba systems takes a similar form:

H 3DR
RKKY = FH S1 · S2

+FDM[(S1 × S2)x sin ϕ − (S1 × S2)y cos ϕ]

+FIsing
(
Sx

1 sin ϕ − S
y

1 cos ϕ
)(

Sx
2 sin ϕ − S

y

2 cos ϕ
)
,

(B16)
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where ϕ = arctan (Ry/Rx) and the ranges functions are given
as

FH = −2J 2

π
Im

∫ εF

−∞

(
G2

0 + G2
R

)
dε,

FIsing = 4J 2

π
Im

∫ εF

−∞
G2

Rdε, (B17)

FDM = 4J 2

π
Im

∫ εF

−∞
iG0GRdε.

Plugging Eq. (B15) into Eq. (B17) and using the basic
integrals in Eqs. (C9) and (C10), we obtain the following
approximations up to the leading corrections from SOC:

FH � 4F0(R) − 8m2α2
R

[
R2

‖F0(R) + C sin (2kF R)

2k4
F R2

]
,

FIsing � 8m2α2
RR2

‖F0(R),

FDM � −8mαRR‖F0(R), (B18)

where F0(R) is the range function for 3DEG in Eq. (14).
The impacts of anisotropy of the effective mass γ =√

m3/m �= 1 in Eq. (16) can be encoded into the RKKY
interaction through a transformation introduced in Ref. [34].
Specifically, the real-space Green’s functions for the isotropic
Hamiltonian and the anisotropic one can be connected by
the following transformation (kz,Rz) → (γ kz,Rz/γ ). We note
that the above transformation preserves the volume of the
Fermi sphere. After some algebra, one gets the relation
G̃(Rx,Ry,Rz) = γG(Rx,Ry,γRz), leading to the anisotropic
RKKY interaction

H̃RKKY(Rx,Ry,Rz) = γ 2HRKKY(Rx,Ry,γRz), (B19)

which implies that the anisotropic effective mass may result in
an anisotropic RKKY interaction. Thus, it is easy to reach the
approximate range functions in Eq. (19).

APPENDIX C: SOME INTEGRAL FORMULAS

In this Appendix we evaluate two sets of frequently used
integrals In(x) and Jn:

In(x) = Im
∫ ξF

−∞

in exp (ixξ )

(ξ + i0+)1−n
dξ, (C1)

Jn =
∫ π

0
(sin θ )2n+1J0(kR‖ sin θ ) exp (ikRz cos θ )dθ, (C2)

with n being a nonnegative integer. For n > 1, In(x) and Jn

can be generated by I0(x) and J0, respectively.

In(x) = ∂n

∂xn

[
Im

∫ ξF

−∞

exp (ixξ )

ξ + i0+ dξ

]
= ∂nI0(x)

∂xn
, (C3)

Jn =
n∑

m=0

Cm
n

k2m

∂2mJ0

∂R2m
z

, (C4)

where Cm
n = n!

m!(n−m)! is the binomial coefficient. Note that the
infinitesimal 0+ in the numerator in Eq. (C3) can be safely
omitted. Therefore, our task is to compute I0(x) and J0.

Let us first deal with I0(x) as follows:

I0(x) = Im
∫ ξF

−∞

exp (ixξ )

ξ + i0+ dξ

= Im

[
P

∫ ξF

−∞

exp (ixξ )

ξ
dξ − iπ

∫ ξF

−∞
exp (ixξ )δ(ξ )dξ

]

= π

2
sgn(x) + Si(xξF ) − π, (C5)

where we have used the identity 1
x+i0+ = P( 1

x
) − iπδ(x), with

P denoting the Cauchy principle value. Si(z) = ∫ z

0 dt sin t/t is
the sine integral [61]. Since only the case x > 0 is of interest,
we have

I0(x) = π

2
+ Si(xξF ) − π = si(xξF ), (C6)

with si(z) = − ∫ ∞
z

dt sin t/t = Si(z) − π/2. Next, we turn to
evaluate J0:

J0 =
∫ π

0
sin θJ0(kR‖ sin θ ) exp (ikRz cos θ )dθ

= −
∫ π

0
J0(kR‖

√
1 − cos2 θ) exp (ikRz cos θ )d(cos θ )

=
∫ 1

−1
J0(kR‖

√
1 − t2) exp (ikRzt)dt

= 2
∫ 1

0
J0(kR‖

√
1 − t2) cos (kRzt)dt. (C7)

Using the formula in Ref. [61], we get

J0 = 2 sin (kR)

kR
, (C8)

where R =
√

R2
‖ + R2

z . From Eqs. (C3) and (C4), we have

I1(x) = ∂si(xξF )

∂x
= sin (xξF )

x
, (C9)

I2(x) = ∂2si(xξF )

∂x2
= ξF cos (xξF )

x
− sin (xξF )

x2
, (C10)

and

J1 =
(

1 + 1

k2

∂2

∂R2
z

)
2 sin (kR)

kR
, (C11)

which are used in Appendices A and B. Those who are
interested in higher-order corrections from SOC need to
continue to look for the expressions of larger n.

115204-9



SHI-XIONG WANG, HAO-RAN CHANG, AND JIANHUI ZHOU PHYSICAL REVIEW B 96, 115204 (2017)

[1] Y. A. Bychkov and E. I. Rashba, J. Phys. C 17, 6039 (1984).
[2] R. Winkler, Spin-orbit Coupling Effects in Two-Dimensional

Electron and Hole Systems (Springer Science & Business Media,
2003), Vol. 191.

[3] S. LaShell, B. A. McDougall, and E. Jensen, Phys. Rev. Lett.
77, 3419 (1996).

[4] A. Ohtomo and H. Y. Hwang, Nature 427, 423 (2004).
[5] A. D. Caviglia, M. Gabay, S. Gariglio, N. Reyren, C. Cancellieri,

and J.-M. Triscone, Phys. Rev. Lett. 104, 126803 (2010).
[6] M. Ben Shalom, M. Sachs, D. Rakhmilevitch, A. Palevski, and

Y. Dagan, Phys. Rev. Lett. 104, 126802 (2010).
[7] P. D. C. King, S. M. Walker, A. Tamai, A. De La Torre,

T. Eknapakul, P. Buaphet, S.-K. Mo, W. Meevasana, M. S.
Bahramy, and F. Baumberger, Nat. Commun. 5, 3414 (2014).

[8] G. Khalsa, B. Lee, and A. H. MacDonald, Phys. Rev. B 88,
041302 (2013).

[9] J. Zhou, W.-Y. Shan, and D. Xiao, Phys. Rev. B 91, 241302
(2015).

[10] A. Fert, V. Cros, and J. Sampaio, Nat. Nano. 8, 152 (2013).
[11] A. Manchon, H. C. Koo, J. Nitta, S. M. Frolov, and R. A. Duine,

Nat. Mater. 14, 871 (2015).
[12] J. Sinova, S. O. Valenzuela, J. Wunderlich, C. H. Back, and

T. Jungwirth, Rev. Mod. Phys. 87, 1213 (2015).
[13] A. Soumyanarayanan, N. Reyren, A. Fert, and C. Panagopoulos,

Nature 539, 509 (2016).
[14] I. Dzyaloshinsky, J. Phys. Chem. Solids 4, 241 (1958).
[15] T. Moriya, Phys. Rev. 120, 91 (1960).
[16] M. A. Ruderman and C. Kittel, Phys. Rev. 96, 99 (1954).
[17] T. Kasuya, Prog. Theor. Phys. 16, 45 (1956).
[18] K. Yosida, Phys. Rev. 106, 893 (1957).
[19] M. Liebmann, C. Rinaldi, D. Di Sante, J. Kellner, C. Pauly,

R. N. Wang, J. E. Boschker, A. Giussani, S. Bertoli, M. Cantoni,
L. Baldrati, M. Asa, I. Vobornik, G. Panaccione, D. Marchenko,
J. Sánchez-Barriga, O. Rader, R. Calarco, S. Picozzi, R.
Bertacco, and M. Morgenstern, Adv. Mater. 28, 560 (2016).

[20] H. J. Elmers, R. Wallauer, M. Liebmann, J. Kellner, M.
Morgenstern, R. N. Wang, J. E. Boschker, R. Calarco, J.
Sánchez-Barriga, O. Rader, D. Kutnyakhov, S. V. Chernov, K.
Medjanik, C. Tusche, M. Ellguth, H. Volfova, S. Borek, J. Braun,
J. Minár, H. Ebert, and G. Schönhense, Phys. Rev. B 94, 201403
(2016).

[21] K. Ishizaka, M. Bahramy, H. Murakawa, M. Sakano, T.
Shimojima, T. Sonobe, K. Koizumi, S. Shin, H. Miyahara, A.
Kimura et al., Nat. Mater. 10, 521 (2011).

[22] M. Sakano, M. S. Bahramy, A. Katayama, T. Shimojima,
H. Murakawa, Y. Kaneko, W. Malaeb, S. Shin, K. Ono, H.
Kumigashira, R. Arita, N. Nagaosa, H. Y. Hwang, Y. Tokura,
and K. Ishizaka, Phys. Rev. Lett. 110, 107204 (2013).

[23] J. Kang and J. Zang, Phys. Rev. B 91, 134401 (2015).
[24] V. P. Mineev and Y. Yoshioka, Phys. Rev. B 81, 094525 (2010).
[25] G. Landolt, S. V. Eremeev, Y. M. Koroteev, B. Slomski,

S. Muff, T. Neupert, M. Kobayashi, V. N. Strocov, T. Schmitt,
Z. S. Aliev, M. B. Babanly, I. R. Amiraslanov, E. V. Chulkov,
J. Osterwalder, and J. H. Dil, Phys. Rev. Lett. 109, 116403
(2012).

[26] H. Maaß, H. Bentmann, C. Seibel, C. Tusche, S. V. Eremeev,
T. R. F. Peixoto, O. E. Tereshchenko, K. A. Kokh, E. V. Chulkov,
J. Kirschner, and F. Reinert, Nat. Commun. 7, 11621 (2016).

[27] M. Uchida, Y. Onose, Y. Matsui, and Y. Tokura, Science 311,
359 (2006).

[28] U. K. Roszler, A. N. Bogdanov, and C. Pfleiderer, Nature 442,
797 (2006).

[29] S. Mühlbauer, B. Binz, F. Jonietz, C. Pfleiderer, A. Rosch, A.
Neubauer, R. Georgii, and P. Böni, Science 323, 915 (2009).

[30] X. Z. Yu, Y. Onose, N. Kanazawa, J. H. Park, J. H. Han, Y.
Matsui, N. Nagaosa, and Y. Tokura, Nature 465, 901 (2010).

[31] S. S. P. Parkin, N. More, and K. P. Roche, Phys. Rev. Lett. 64,
2304 (1990).

[32] T. Jungwirth, J. Sinova, J. Mašek, J. Kučera, and A. H.
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