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The Nanoaquarium: A Nanofluidic Platform for in SiTu Transmission
Electron Microscopy in Liquid Media

Abstract

There are many scientifically interesting and technologically relevant nanoscale phenomena that take place in
liquid media. Examples include aggregation and assembly of nanoparticles; colloidal crystal formation; liquid
phase growth of structures such as nanowires; electrochemical deposition and etching for fabrication
processes and battery applications; interfacial phenomena; boiling and cavitation; and biological interactions.
Understanding of these fields would benefit greatly from real-time, in situ transmission electron microscope
(TEM) imaging with nanoscale resolution. Most liquids cannot be imaged by traditional TEM due to
evaporation in the high vacuum environment and the requirement that samples be very thin. Liquid-cell in situ
TEM has emerged as an exciting new experimental technique that hermetically seals a thin slice of liquid
between two electron transparent membranes to enable TEM imaging of liquid-based processes. This work
presents details of the fabrication of a custom-made liquid-cell in situ TEM device, dubbed the nanoaquarium.
The nanoaquarium’s highlights include an exceptionally thin sample cross section (10s to 100s of nm); wafer
scale processing that enables high-yield mass production; robust hermetic sealing that provides leak-free
operation without use of glue, epoxy, or any polymers; compatibility with lab-on-chip technology; and on-
chip integrated electrodes for sensing and actuation. The fabrication process is described, with an emphasis on
direct wafer bonding. Experimental results involving direct observation of colloid aggregation using an
aqueous solution of gold nanoparticles are presented. Quantitative analysis of the growth process agrees with
prior results and theory, indicating that the experimental technique does not radically alter the observed
phenomenon. For the first time, in situ observations of nanoparticles at a contact line and in an evaporating
thin film of liquid are reported, with applications for techniques such as dip-coating and drop-casting,
commonly used for depositing nanoparticles on a surface via convective-capillary assembly. Theoretical
analysis suggests that the observed particle motion and aggregation are caused by gradients in surface tension
and disjoining pressure in the thin liquid film.
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Abstract
THE NANOAQUARIUM: A NANOFLUIDIC PLATFORM FOR IN STU

TRANSMISSION ELECTRON MICROSCOPY IN LIQUID MEDIA
Joseph M. Grogan
Haim H. Bau

There are many scientifically interesting and texdbgically relevant nanoscale
phenomena that take place in liquid media. Examiplelside aggregation and assembly
of nanoparticles; colloidal crystal formation; liguphase growth of structures such as
nanowires; electrochemical deposition and etchorgfdbrication processes and battery
applications; interfacial phenomena; boiling anditedion; and biological interactions.
Understanding of these fields would benefit greéttyn real-time,in situ transmission
electron microscope (TEM) imaging with nanoscalgohation. Most liquids cannot be
imaged by traditional TEM due to evaporation in tgh vacuum environment and the
requirement that samples be very thin. Liquid-callsitu TEM has emerged as an
exciting new experimental technique that hermdticsdals a thin slice of liquid between
two electron transparent membranes to enable TEMyimg of liquid-based processes.
This work presents details of the fabrication afustom-made liquid-celin situ TEM
device, dubbed the nanoaquarium. The nanoaquariumghlights include an
exceptionally thin sample cross section (10s tos1d@fOnm); wafer scale processing that
enables high-yield mass production; robust hermséaling that provides leak-free

operation without use of glue, epoxy, or any polggneompatibility with lab-on-chip
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technology; and on-chip integrated electrodes émseig and actuation. The fabrication
process is described, with an emphasis on direérw@onding. Experimental results
involving direct observation of colloid aggregatiosing an aqueous solution of gold
nanoparticles are presented. Quantitative anabjdise growth process agrees with prior
results and theory, indicating that the experimetgehnique does not radically alter the
observed phenomenon. For the first tinne,situ observations of nanoparticles at a
contact line and in an evaporating thin film ofulid are reported, with applications for
techniqgues such as dip-coating and drop-castingnneanly used for depositing

nanoparticles on a surface via convective-capillagsembly. Theoretical analysis
suggests that the observed particle motion andeggyjon are caused by gradients in

surface tension and disjoining pressure in thelthind film.
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XVii



tension termsizzz, blue) in (c) and (f) are opposite in sign (novsitige) from
the corresponding plots in Figure 5-9. Also notevhibe disjoining pressure term
(red) overpowers the surface tension term (bluég)rand (f) even thougBo, is
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Chapter 1: Introduction

Since its inception in the 1930’s, the transmissetectron microscope (TEM),
and later the scanning transmission electron mio@s (STEM), has provided a
powerful means to image features on the nanosthése tools provide image resolution
in the single nanometer, or even sub nanometererdag beyond what is possible with
traditional light microscopy. In addition to higasolution imaging, the TEM and STEM
allow for material characterization due to the weignteractions between the electron
beam and the sample. These interactions providétafive information such as the
relative densities of the constituents of an inhgemeous sample, as well as precise
elemental analysis through characteristic x-ray ssian (energy dispersive x-ray
spectroscopy) and characteristic electron scagdgtectron energy loss spectroscopy).
For these reasons, the TEM and STEM have becomdasthanalytical tools in both the
physical and the biological sciences.

Until recently, (S)TEM imaging has been limited dolid, frozen, or dried out
samples, with very few (S)TEM studies focusing gnamical processes taking place in
liquid media because it has simply not been possibperformln the introduction to the
oft cited (3000+ citations) article, “Wetting: sta and dynamics,” P. G. de Gennes states
that our understanding of phenomena at the ligaidtsinterface is limited because
“solid/liquid interfaces are much harder to proltert their solid/vacuum counterpart;
essentially all experiments making use of electreams become inapplicable when a fluid is
present [1].” In other words, since standard etgttmicroscopes require a high vacuum

environment for imaging, most liquids will quickBvaporate in this environment and will
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not be accessible for observations. Additionallye fTEM and STEM require very thin
samples for imaging to avoid excessive scatteringbsorption by the sample. Typically, to
study a process occurring in liquid media, one niixs{freeze or dry out) samples at
various stages of the process and carryeritu imaging. Although this procedure has
resulted in major advances in disciplines rangiragnf materials science to biology, it
suffers from some limitations. Imaging of fixed ga&s does not capture the dynamics of
a process, only static snapshots along the wayeder, it is difficult to select the
“right” moment to fix the sample, so critical obgations may be precluded. Also, the
essential sample preparation process may altesaimple in fundamental ways. Liquid-
cell in situ (S)TEM is a burgeoning technique that makes isjds to view processes
taking place in liquid media with a standard TEMSFEM and has the potential of
producing new insights in many branches of scierte@m. example, when forming
colloidal crystals, it would be highly beneficia tmage, in real-time, nanopatrticle self
and controlled assembly and inter-particle inteost Such studies are likely to improve
our understanding of these processes and enahbie raionally design and fine tune
assembly processes to yield desired outcomes. &@lwil direct observations of
interactions among macromolecules are likely to aeesk our understanding of
conformational changes in polymers and macromoéscuHor instance, Walker et al. [2]
studied motility of protein motors by imaging a dar number of static samples,
sequenced the images according to pre-conceivess rof motion, and formed an

animation of motor locomotion. Their results arenpelling, but it would be much more



desirable to directly observe the actual dynanpcatess in a liquid medium and in real-
time.

There is a tool that addresses the aim of imagougd samples in an electron
microscope: the environmental scanning electrorrosgope (ESEM). ESEMs make use
of a differential pumping configuration to keep thlectron beam column isolated from
the chamber, which can then be filled with watepora(a few Torr) to keep a liquid
sample (e.g., a droplet) stable for imaging. Theraction of the electron beam with the
water vapor produces a cascade effect that angptifie signal to the gaseous secondary
electron detector (GSED) and allows imaging of soneucting samples and mitigates
charge buildup effects [3]. While ESEM is a powétkchnique, especially for imaging
hydrated solid samples (e.g. imaging surface straadf biological material without the
need for sample preparation/modification/fixing)has drawbacks for imaging processes
occurring in liquid media. Significant modificatiolm a standard SEM is required to
enable ESEM capabilities and thus it is preferableuy an ESEM capable microscope
from the start. However, the expense of a new rmgope may not be feasible for all.
While the evaporation issue is alleviated in an BSE is not eliminated and care must
be taken with the vapor pressure in the chambensure favorable imaging conditions
while also ensuring that the sample does not dtyMast importantly, only the top layer
of the liquid sample is imaged in ESEM, with mininpgnetration of the beam into the
liquid [4]. Observations are thus limited to therpmn of the sample at the liquid-vapor
interface (top of the drop), and one is prohibiieain viewing the body of the sample or,

in the case of a droplet, the part that is in ccintéth the solid substrate on which it is
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supported. These limitations make ESEM inadequatenfany studies and there is
necessity for another technique to facilitate etgcimicroscopy of liquid samples.

Two key issues, evaporation and sample thicknesast be addressed to enable
(S)TEM visualization of liquid suspensions. Eleatronicroscopes operate at high
vacuum, and so most liquid samples, particularlyeags solutions, must be confined in
a sealed vessel to prevent evaporation. Water atQ%vill boil at an approximate
pressure of 24 Torr [5], which is much higher tlaatypical (S)TEM chamber’s pressure.
Additionally, to provide reasonable resolution ara@htrast between suspended objects
and the suspending medium in all imaging modeglibfield, dark field, and high angle
annular dark field), one must use very thin slioesample (i.e., liquid). The last few
years have seen a flare of efforts to develop @svibat allow real-timen situ (S)TEM
imaging of dynamical, nanoscale processes in flj&isl8]. In general, liquid-cell
(S)TEM devices confine a thin slice of liquid samph a sealed chamber sandwiched
between two electron-transparent membranes, th@vepting evaporation while
allowing the electron beam to pass through the t&atoproduce an image.

To form a liquid slice that is sufficiently thin tminimize electron scattering by
the suspending medium, researchers have relied iorofabrication technology to
produce a variety of devices based on the commemetof thin membranes separated by
a spacer material to form a sealed chamber. Ttalslet each device differ in the choice
of membrane material, sealing method, and spactsri@a The spacer material dictates
the distance between the membranes and the hdighe diquid-cell. Williamson et al.
[6] and Radisic et al. [7] used 100 nm stoichiomsesilicon nitride membranes with a 0.5
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— 1 um silicon oxide layer as the spacer and sealedi¢ivece with epoxy. Their device
was used in a TEM to study electrochemical nuaeatand growth of copper
nanoclusters. Liu et al. [8] used 9 nm silicon exidembranes with a 2 — Bn epoxy
spacer that also served to seal the device. Theicel was used in a TEM to study live E.
coli and K. pneumoniae cells and monitor biologipadcesses. de Jonge et al. [9] used
50 nm low stress silicon nitride membranes withuh® polystyrene microspheres as the
spacer and sealed the device with a special sahgbtker. Their device was used in a
STEM to study fibroblast cells with gold-tagged déh Zheng et al. [10], [11] used 25
nm low stress silicon nitride membranes with a 260 indium layer as the spacer and
sealing material. Their device was used in a TEMttmly platinum nanocrystal growth
and the diffusion of gold nanocrystals. SimilaiGreemer et al. [12] constructed a gas
flow cell using a 4um thick silicon oxide layer as the spacer and sktile device with
epoxy. Observation windows were formed in u® thick low stress silicon nitride
membranes by locally thinning the membrane dowhOtemm. Their device was used for
TEM imaging of copper nanocrystal growth at elestatemperature and hydrogen
atmosphere. Additionally, commercial liquid-cellsggms have recently been introduced
by companies such as Hummingbird Scientifiand Protochipd'. Typically, these
systems use low stress silicon nitride membran8s (b 100’s of nm thick) with a
polymer spacer of some kind (beads or photopatteap®xy) and seal with a custom
holder as in the case of de Jonge et al. [9].

In this work, a nanofluidic platform fan situ (S)TEM of fluid samples, dubbed

the nanoaquarium, is presented with results fodistuon systems of nanoparticles as
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well as other applications of the device. The ngnaaum is made by direct bonding of
silicon wafers coated with silicon nitride. Onetbé wafers also contains a thin film of
patterned silicon oxide that defines the geomeatiy leeight of the chamber and conduits.
The thickness of the silicon oxide film, and thhe tiquid-cell’s height, is controllable
and can be prescribed to be tens to hundreds ainmeters. The first version of the
nanoaquarium was made with a silicon oxide filnt thias 100 nm thick, and the imaging
window was made of two 50 nm thick silicon nitricembranes. For the second version
of the nanoaquarium, devices were produced withade film that was up to 300 nm
thick. The device fits into a custom-made holded aan sustain the high vacuum
environment of the electron microscope for manyriomithout any noticeable loss of
liquid. Some of the nanoaquarium’s highlights imieu
* An exceptionally thin sample cross-section, a daiion that translates to
improved contrast and resolution. The techniqueldcdae used to produce
channels and chambers as thin as a few tens ofredacs. The chamber spacing
on each device is highly controllable thanks towaer bonding process. There
is no risk of debris incorporation when assemblthg device, which could
modify the height of the chamber and is a concerother individually assembled
devices.
» Wafer scale processing that enables high yield masduction, as opposed to
production on a device-by-device basis.
* Robust hermetic sealing that provides leak-freeatmms without the use of glues,

epoxies, or polymer spacers. These materials arpotential source of
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contamination and/or device failure. When the ngoaaum is filled with a
solution, the only materials in contact with théuson are silicon, silicon nitride,
and silicon oxide (as well as titanium and platinamgold when electrodes are
present). At the inlet and outlet, the solutionalso in contact with O-rings;
however, the inlet and outlet are far from the imggwindow and robust,
chemically inert material can be selected for thein@s such that there is no
threat of contamination. This makes the nanoagmatiniquely suited to handle
harsh chemistries such as strong solvents, adidsses.

Compatibility with lab-on-chip technology such asngple storage and
manipulation (e.g. mixing, pumping).

On-chip integrated electrodes for sensing and #&otuahanks to use of a
dielectric material as the spacer.

The nanoaquarium can be used in either a statiematthout through flow or a
continuous flow mode. In static mode, the nanoaquoars self-contained and
does not require fluidic feed-throughs on the sampblder. This simplifies
construction of the sample holder and minimizes tfwdume of solution
consumed in an experiment.

It is envisioned that the nanoaquarium will be use@ disposable device to avoid
cross-contamination; however, devices can be reusbdn desired. The
nanoaquarium can be removed from the holder, diaiaed refilled with a

new/fresh solution as needed for the experiment.



Chapter 2: Fabrication of the Nanoaquarium

Portions of what appears in this chapter can bendoun the Journal of
Microelectromechanical Systems [13], Copyright CLRQOIEEE.

The nanoaquarium consists of a hermetically sealegiid-filled chamber
sandwiched between two freestanding silicon nitriembranes. The fabrication
technique described here allows one to construionally thin chambers. Embedded
electrodes are integrated into the device for sgnsand actuation. Figure 2-1
schematically depicts the cross-section of the agvand Figure 2-2 schematically
depicts the fabrication steps. Two versions ofrtaeoaquarium were fabricated; version
1 was produced during the summer of 2009 and ve&mwas produced during the fall of
2010. After working with version 1 of the nanoaduar, minor changes were made to

the design and process flow in

beam path
in electron
microscope

silicon nitride
membrane (50 nm)

silicon (300 pm)

order to make improvements i

electrode

silicon

w ide
h‘g___!}.'&;w‘f Ao

\
flow channel (100 nm) *//
silicon nitride

square window (100 pm x 100 pm)
membrane (50 nm)

version 2 of the nanoaquarium ai

version 2. In the following section:

of this chapter, version 1 an

Lo . Figure 2-1: A schematic depiction of the
distinguished from each othe nanoaquarium’s cross section. Not drawn to scale.

where appropriate.

Section 2.1: Starting Substrate

Superior to prime grade, 3Q0n thick, 100 mm diameter, double-side polished

<100> Si wafers were purchased from Semiconductoce®sing Company (Boston,
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MA). From a batch of 50 wafers, 20 wafers were abtarized. The wafers ranged in
thickness from 304.2 to 3064m. Individual wafer specs included a total thiclses
variation (TTV) ranging from 0.2 to 1,6m and bow ranging from -4.7 to 2un. When

direct wafer bonding is to be performed, the flasi@nd smoothness of the starting
substrate are of paramount importance. Unlike adbes thermocompression bonding,

direct bonding does not involve an
(a)

intermediate layer that can reflow t

(b)
Compensate for Warped OF  UNCVE o ——

surfaces. The physical specificationc,. - =

for prime grade wafers are general | i———
(d)

considered sufficient for direct wafe e ———————

| — —
bonding [19]. ‘°’
| ||

T
®

(@ - .

Figure 2-2 Depiction of the various
fabrication steps. Color coded as follows:
gray — silicon, green - silicon nitride,
yellow — electrode stack, blue — silicon e ——————————
oxide. (a) 50 nm silicon nitride deposited "')—
by LPCVD. (b) 30 nm Ti / Au or Pt/ Ti

electrode stack deposited and patterned by _S—————— ——
evaporation and lift-off. (c) 150 nm — 450 - — — -

nm silicon oxide deposited by PECVD. (d)

Oxide planarization in a CMP. (e) — .
Backside nitride patterned in RIE. (f)
Frontside oxide patterned with BOE. (g)

Plasma activated wafer bonding to a blank - — — -
nitride-coated wafer. (h) Backside nitride
on top wafer patterned in RIE. (i) g | .

Windows and vias etched with KOH. (j)
Inlet, outlet, and electrodes are exposed.




Section 2.2: Depositing Films

50 nm of stoichiometric silicon nitride with a rdgal tensile stress of 800 MPa
was deposited on both sides of all wafers by loesgpure chemical vapor deposition
(LPCVD) at a facility brokered by the MEMS and N&ahnology Exchange (Figure
2-2(a)). Electrodes were patterned on some of diens’ frontsides by lift-off technique
(Figure 2-2(b)). The electrodes consisted of aAu/ Ti stack (4 nm /22 nm /4 nm) in
version 1 and a Ti/ Pt/ Ti stack (4 nm / 22 nénnim) in version 2, deposited by e-beam
evaporation. Ti was used above and below as arsemthiayer to the substrate as well as
to the subsequent film deposited on top of theteldes. Silicon oxide was deposited by
plasma enhanced chemical vapor deposition (PECVithe wafers’ frontsides (Figure
2-2(c)). Silicon oxide films with a thickness of A@m — 450 nm were deposited on
wafers with electrodes and wafers without electsodsimplified devices without
electrodes were also produced). A greater thickoésxide was applied to wafers with
electrodes to allow for subsequent planarization.

The Ti/ Au / Ti stack in version 1 was replacedhma Ti / Pt/ Ti stack in version
2 of the nanoaquarium because the electrodes snovet presented micron-size patches
of missing metal all over the electrodes (see EdB) and did not function properly in
many devices. We suspect that the gold layer aadtinrounding layer of silicon oxide
(which, as a result of the PECVD deposition techajgvas not pure stoichiometric $)O
interdiffused and reacted during one of the highperature annealing steps that were

needed for wafer bonding. The change of materahfgold to platinum appeared to fix
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the problem. The Ti/ Pt/ Ti electrode stack “ledkpristine” and functioned properly (as

illustrated in the electrochemical experiment désad in Section 2.11.2.

mag |spot| HV wD det | 4/27/2010 | mode — 10 um ] mag spoﬂ HV WD det )
6972x| 3.0 |5.00kV [10.3 mm|ETD|5:27:26 PM| SE FEI Quanta 600 FEG 67 779 x| 3.0 | 5.00 kV [10.3 mm|ETD 6 PV FEI Quanta 600 FEG

(c) (d)

10 ym

588 13vy2? 8

Figure 2-3: Images of problem electrodes in completed versiod devices. (a) and (b) Scannit
electron microscope images of electrodes, showiniget presence of patches throughout the electro
surface. Many patches had an associated bead of rea#l, as pictured in(b). (c) and (d) TEM image:
of electrodes with an especially bad patchy electde problem.
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Section 2.3: Film Densfication

Following oxide deposition, wafers were annealed tbe furnace with nitrogen
ambient to densify the oxide films. In version Bfers with electrodes were annealed for
4 hours at 350°C, and wafers without electrodesevemealed for 4 hours at 400°C,
followed by an additional 4 hours at 350°C. In vams2, all wafers were annealed for 4
hours at 350°C. Preliminary wafer bonding tests alestrated that insufficient film
densification can lead to film outgassing during thond anneal step. Typically, bond
strength is the metric that one seeks to maximibenvbonding wafers as part of a
permanent structure. As bond strength improves,athibty of trapped gas to diffuse
along the bond interface diminishes [20]. Withouiffisient film densification,
incorporated gases and reaction gases producatgdhe bond annealing step are unable
to escape and lead to incomplete bonding.

In the preliminary process development tests, banavas performed between
prime grade 50Qum thick, 100 mm diameter, single side polished <1@&) wafers.
Figure 2-4(a) is an infrared (IR) image of a ro@mperature bonded wafer pair. Wafer 1
was coated with 50 nm of LPCVD stoichiometric sihcnitride followed by 75 nm of
PECVD silicon oxide that had been densified at 85@35r 1 hour. Wafer 2 was coated
with 50 nm of LPCVD stoichiometric silicon nitridéAccording to the image, good
contact formed along nearly the entire interfacehef wafers. After room temperature
bonding, the wafers were annealed for 13 hour9@t@G. IR imaging subsequent to the
annealing process (Figure 2-4(b)) revealed theepis of multiple voids due to film

outgassing. Apparently, the desorbed gas forme frigssure bubbles that deformed the

12



wafers locally. The resulting(

a) p kit

interference fringes are visible i
the IR image. Similar observation

have been reported by others [2(

22]. The area outside the bubble
(c)

formed a high strength bond the
prevented the wafers fron
separating and the gas in tf
bubbles from escaping. Inspectic

of the same wafer pair nine montr-_ _ _
Figure 2-4: IR images of bonded wafer pair. Bond wsa

. between 75 nm PECVD silicon oxide film on wafer 1,
later (Figure 2-4(c)) revealed thé anq 50 nm LPCVD stoichiometric silicon nitride film
on wafer 2. Dark vertical lines and periodic squars are
some of the smaller bubble from etched nitride on the backside of wafer 1 andre
not part of the bond interface. (a) Room temperatue
bonding results in a nearly perfect bond. Only a fe
unbonded regions are present around the perimeter.
(b) After annealing for 13 hours at 300°C, many vals
bubbles shrank, as indicated by tl are visible due to film outgassing. (c) Nine monthiater,
voids are still present; although they evolved and
decreased number of interference fringes), presumép
due to gas diffusion

disappeared and some of the larc

between Figure 2-4(b) and Figur
2-4(c) indicates that the voids are dynamic andesofthe gas can diffuse out of the
voids, either through the interface, or through filre and substrate [23]. The diffusion
process, however, is extremely slow.

The degassing issue seems to be significant facosiloxide deposited by
techniques such as PECVD and LPCVD, but not fomtladly grown oxide [24]. It has

been demonstrated that patterned films can prodwig free bonds, even without
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densification, because grooves provide escape patigases produced during the bond
anneal step [25-28]. This is a useful unintendeefieof working with wafers that have

features patterned on them. Film densification, éxav, should not be ignored.

Section 2.4: Polishing

The silicon oxide film that was deposited on thdemmwith electrodes provided a
conformal coating that retained the stepped togagraf the embedded electrode pattern
(Figure 2-2(c)). The oxide film on these wafers wéanarized using a Strasbaugh 6EC
Chemical Mechanical Polisher (CMP) (Figure 2-2(tt)jvas discovered during version 2
fabrication that polishing of the wafers withoue@todes should be performed, even
though there is no embedded topography. Polishimyeon to be the second most

challenging step of the fabrication process, nextafer bonding.

2.4.1 Polishing of Version 1 Devices

Wafers with embedded electrodes were temporaribedjito a 500um thick
handle wafer using SPR220-7.0 photoresist to ensoa¢ the CMP head had a
sufficiently thick specimen to grip during polishginWWafers were polished until the steps
were smoothed out and the oxide thickness was rippately 70 nm above the
electrodes and 100 nm elsewhere. After polishihg, handle wafer was released by

soaking the sample in resist stripper (Shipley bpasit Remover 1165) for 24 hours.

2.4.2 Polishing of Version 2 Devices

In addition to polishing the wafers with embeddézgteodes, the silicon oxide on

the non-electrode devices was also polished. Thas wecessary due to a surface
14



roughness issue, explained further in Section P& use of photoresist as temporary
glue between device wafers and handle wafers prpuelolematic during fabrication of
version 2 devices. In most cases, the surfaceeobéimple was extremely uneven after
polishing (see Figure 2-5). This was likely dueutteven photoresist that caused some
parts of the wafer to be polished more than others.

The level of non-uniformity depicted in Figure 2#gs unacceptable because
large regions of the wafers remained essentiallgolished, and thus the electrode
topology persisted. Device wafers were released fite handle wafers by soaking them
in resist stripper (Shipley Microposit Remover 1165 one to three days. On several
wafers that possessed significant gashes/burn nilanksuneven CMP, additional oxide
was deposited by PECVD so that the sample coufabhghed further in order to remove
the sharp steps of the embedded electrode topoldwyretaining ring of the CMP head

was carefully adjusted and multiple tests werequeréd with dummy wafers to make
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Figure 2-5: Film thickness measurements that show the amountf material removed from two
wafers that were polished while glued to a handle afer with photoresist. Uniformity is terrible; the
first sample has a minimum removal of 8.47 nm and anaximum removal of 60.38 nm, and th
second sample has a minimum removal of 7.51 nm aadmaximum removal of 75.09 nm.
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Figure 2-6: Film thickness measurements that show the amoundf material removed from twa
wafers that were polished without use of a handle afer. Uniformity is better than that of Figure 2-5;
the first sample has a minimum removal of 42.11 nmand a maximum removal of 79.14 nm, and tt
second sample has a minimum removal of 36.70 nm aadmaximum removal of 76.33 nn
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sure that the wafers would remain gripped by thePCivad. Device wafers were then
polished in the CMP without use of a handle waRepresentative reflectometer scans
that show the amount of material removed duringPCGun are depicted in Figure 2-6.
Although some wafers were lost during polishingp(é of 9 survived), it was necessary
to polish the wafers in this manner in order toueeghe most uniform planarization.
Polishing uniformity was improved by forgoing tharfile wafer. Still, in many

cases the planarization that resulted from sevekP runs was insufficient, but there
was not enough oxide material left to allow fortifigr polishing. In such cases, additional
silicon oxide was deposited by PECVD and the wafas polished again. Sometimes
several iterations of deposition and polishing waezessary to achieve satisfactory
planarization. The material removal patterns frdra two different wafers featured in
Figure 2-6 actually look quite similar, simply rtgd. This implies that the

nonuniformities were related to the CMP head amddhentation it happened to be in

16



when it picked up the wafer for polishing. For tihésason, the polishing process on a
single wafer was often broken up into several riws. example, rather than polishing a
wafer for 2 minutes continuously, the process weskdn up into four 30 second

polishing runs. Doing so introduced variabilityarthe orientation of the wafer relative to
the CMP head so that the pattern of nonuniformibult be rotated by some random

angle during each polishing run.

Section 2.5: Surface Roughness

Surface roughness measurements were taken withioamcaforce microscope
(Digital Instruments Dimension 3100) to ensure tivaifer surfaces were sufficiently
smooth for direct bonding. RMS surface roughness maasured in tapping mode by
scanning 2um x 2 um squares at several locations on each wafer. Measmts were
taken throughout the fabrication process of verdipthe results of which are presented

in Table | and representative scans

TABLE |
are pictured in Figure 2-7. Th SURFACEROUGHNESS
surface roughness should be as I¢ Sample RMS Roughness
1 LPCVD nitride coated wafer - as 0.30 nm
. . deposited )
as pOSS|b|e for direct wafe 2 PECVD oxide coated wafer (without 0.79 nm
electrodes) - as deposited ’
: . 3 PECVD oxide coated wafer (with
bonding. Comparison of sample electrodes) - as deposited 1.24nm
4 PECVD oxide coated wafer (with 0.47 nm

electrodes) - post CMP

and sample 4 (Table I

demonstrates that the surfaurface roughness measurements at various steps tie
fabrication process as measured by AFM in tapping mde

(2 pm x 2 pm scan area with 4 — 6 scan locations per

roughness of a sample can lWafer). Samples 1, 2, and 4 were device wafers ustu
bonding. The oxide on samples 2 and 3 was deposited

reduced greatly by polishing with wusing different tools.
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Figure 2-7: Examples of the AFM scans presented Table I. (a) LPCVD nitride coated wafer - as
deposited. (b) PECVD oxide coated wafer (without ettrodes)- as deposited. (¢) PECVD oxic
coated wafer (with electrodes- as deposited. (d) PECVD oxide coated wafer (witblectrodes) -posi
CMP. The oxide that was deposited on samples (b) @r{c) was done using different tools, which
likely the reason for the difference in as depositeroughness

CMP. Using the appropriate polishing pad and slamgterials, the RMS roughness can
ultimately be brought down to as low as 0.1 nm [Zalistically, 1 nm or lower is a
good target for RMS roughness [19], though priofevdonding tests demonstrated
successful bonding of wafers with RMS roughnedarag as 2 nm.

During version 1 fabrication, oxide that was defmsbion blank wafers for the
production of nanoaquarium devices without eleasodid not need to be polished in the

CMP (see sample 2 in Table I). However, while feding version 2 devices, almost all
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of the oxide that was deposited on wafers with amthout electrodes was found to
contain scattered narrow spikes with height up@® am. The spikes represented some
form of contamination, and while the exact sourseumclear, there are two possible
explanations. One possibility is simply a dirty REL chamber with excess material on
the chamber walls that flaked off and depositedtenwafers. The other possibility is
homogenous nucleation during the PECVD process. chieenical reaction that occurs
during PECVD does not occur exclusively on the waferface, as is the case in a
process like epitaxy. Under the right (or more aataly, “wrong”) conditions, source
gases react in the bulk of the plasma field andeaie nanoscale product throughout the
chamber; this is called homogeneous nucleation. Treerial produced during
homogenous nucleation remains suspended in thenald®ld until the end of the
process and then lands on the sample when the plsisuts off. In order to make use of
the samples that had already received PECVD oxmdeta avoid troubleshooting the
PECVD tool (which would likely be complicated), alafers, with and without
electrodes, were polished with the CMP. As illugidain Table I, CMP polishing
produces surfaces superior to even the best assitlsphd®ECVD oxide, so in general,
polishing all samples should yield better outcorf@swafer bonding. Representative
surface profilometer scans of wafers at variougestaf processing during the fabrication

of version 2 devices are presented in Figure 2fdare 2-11.
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Figure 2-8: Surface profilometer scan of a bare LPCVD nitride coated wafer that did not ye
received any further processing
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Figure 2-9: Surface profilometer scan of a wafer (without eletrodes) that was coated wit
approximately 160 nm of PECVD silicon oxide. Spikeare present throughout the scan. The issue
spikes was present, irrespeive of whether the wafer contained electrodes, thai ruling out
contamination from the wafer itself as the cause dhe problem.
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Figure 2-1Q: Surface profilometer scan of a wafer with patternedelectrodes that was coated wil
approximately 160 nm of PECVD silicon oxide. Spikeare present throughout the scar
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Figure 2-11: Surface profilometer scan of a wafer with patternedelectrodes after polihing in a
CMP. This scan was performed over an area with an embedd electrode, similar to the scan i
Figure 2-10. Several iterations and deposition and polishy, as described in Section 2,4were
performed to achieve an acceptably smooth surfac

21



Section 2.6: Etching Oxide & Nitride

Wafer backsides wersg

100 nm thick (a)
. ) silicon oxide
patterned and etched in a reacti e | I .
exposed electrodes channel
& e 1 p

ion etcher (RIE) to define thg oo
embedded beneath oxide

membrane window pattern in th

silicon nitride film (Figure 2-2(e)). rL _I_-
Care was taken to ensure that t@ _ I I m
pattern was aligned with thleaee | 1 —
= (c)
crystallographic structure of thg channel Pt Slctiode
@ 1mm

wafer. This was accomplished %

Figure 2-12: Top view of a singl device on the bottonr

including a feature at the bottom ¢ wafer prior to capping with the top wafer. (a) Verson
1. (b) and (c) Version 2.

the photomask that was used w

align the major flat of the wafer to the orientatiof the mask. Wafer frontsides were
patterned and etched with 5:1 buffered oxide eBfDE) to define the conduit pattern in
the silicon oxide film (Figure 2-2(f)). The pattefor the silicon oxide spacer layer was
modified in version 2 to include four8n pillars in the window region to anchor the top
and bottom membranes to each other in order togawdi outward bowing of the

membranes when the device is clamped in its fixtalder (see Section 2.10) or when
high pressure develops in the cell as in the chgaformation. Backside alignment was
performed to align the conduit pattern on the fsate with the window pattern on the

backside. When the wafers contained electrodesB®ie also etched the top layer of Ti
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in the electrode stack, thus exposing the goldmlat layer in the channel and at the

contact pads. Figure 2-12 shows partially fabridatevices at this point in the process.

Section 2.7: Surface Cleaning, Plasma Activation, and Direct Bonding

Direct bonding of silicon wafers is an attractivethod for sealing cavities and
forming channels because hermetic seals are pessith low temperature, low force,
and no electric field [19], [30-33]. When the wafeatisfy appropriate bow/warp, total
thickness variation (TTV), surface roughness, afehrdiness criteria, spontaneous
bonding at room temperature is possible. Followting initial weak bond, attributed to
van der Waals forces and hydrogen bonds, wafes paé typically annealed at elevated
temperature to increase the bond strength. Forrsvafose surfaces were activated by
wet chemistries alone, anneal temperatures asasd®00 °C are necessary to maximize
bond strength. However, when wafer surfaces arenpatreated prior to bonding, the
anneal temperature can be lowered significanthi2@0 — 300 °C. This is especially
important when materials such as metal electrodepr@sent on the wafers, prohibiting
the use of extreme temperatures. Wafer cleaning phasina treatment are therefore
critical steps in preparing wafers for bonding. tlms section, the procedures for
optimizing the bonding process and the final recipedescribed.

First, the wafers were thoroughly cleaned to remawy contaminants and
activate the surfaces for bonding. For direct bngdnvolving a silicon oxide surface,
the cleaning process should leave the surfacesoplydic. Piranha (sulfuric acid and

hydrogen peroxide) and RCA 1 (ammonium hydroxidglrbgen peroxide, and water)
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cleaning solutions were examined, which are comypnamed to remove organic
contaminants and leave surfaces hydrophilic. Botht®ns bubble aggressively due to
the presence of hydrogen peroxide, an effect thslbahes and removes stubborn
inorganic particle contaminants. Miyashita et dudged cleaning effectiveness and
surface roughening of Si wafers and demonstratatl giranha causes no significant
surface roughening, but the traditional RCA 1 solut(NH,OH:H,O,»:H,O = 1:1:5)
causes slight roughening [34]. Thus, a modified RCAolution (MRCA 1) was used
with a reduced concentration of ammonium hydroxidel;OH:H,0,:H,O = 0.25:1:5)
[35]. Min et al. demonstrated that in glass-toesiti direct wafer bonding, combinations
of cleaning solutions improved bond quality [3Gjdéed, our experience indicated that
cleaning both wafers with piranha followed by MRCA yielded the best results.
Subsequent plasma activation and bonding was peetbrimmediately after the wet
chemistry treatments (within several minutes).

It has been demonstrated extensively that plasni@aton improves bond
strength at low annealing temperature. The recordatens for the plasma process,
however, such as process gas, duration, presswieyaaver vary greatly in the literature
and are material and tool-specific. Hence, the @mpate conditions for this
circumstance were investigated.

Argon, nitrogen, and oxygen have all been repoatedffective process gases for
plasma activation. Doll et al. examined the efi@cprocess gas and anneal temperature
on bond strength for various material combinati¢®s]. For Si—SiQ bonds, anneal
temperature was shown to have minimal effect orfiasarenergy when wafers were
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treated with oxygen plasma. The surface energygeagrally high for all temperatures
(~ 2 Jinf) with a slight peak around 250 °C. Anneal tempeeatvas shown, however, to
be directly proportional to surface energy whenemafwere treated with argon plasma.
Oxygen plasma yielded stronger bonds below 250 K@, argon plasma was more
effective above 250 °C. For SisBi, and SiN,—SkN4 bonds, surface energy was directly
proportional to the anneal temperature for oxyged argon plasma treatments alike.
Thus, we selected oxygen as the plasma processlugagdo its effectiveness at low
temperature (< 300 °C) bonding of SiMoriceau et al. demonstrated that Sgdrfaces
treated with oxygen plasma at 50 mTorr experiergetkbcrease in surface roughness
when the treatment time exceeded 10 seconds [8F¢eBs pressures of tens of mTorr
are also recommended in many other reports [2(3], [E38], [39]. Additionally,
Moriceau et al. showed that for Si—-%i@onds, surface energy as a function of plasma
treatment time has a peak around 30 seconds [B1f, wafers were plasma treated for
30 seconds at 60 mTorr.

Plasma activation was performed with an Oxford fkisab 80+ RIE system,
which is part of a multi-user facility and is regdl exposed to various photoresist and
etch byproducts that could adversely affect bondligu[25]. To minimize chamber-
induced contamination, the chamber was cleanedrdefafer treatment with oxygen
plasma for one hour at 60 mTorr with a gas flove @t50 sccm and platen power of 150
W.

Plasma activation of wafer surfaces with platen goovalues in the range of 15—
100 W have been frequently reported [20], [25],][338]. To determine the optimal
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value of our tool’s platen power, bond tests wesdgymed using prime grade, 5Qén
thick, 100 mm diameter, single side polished <l1@>wafers coated with 60 nm of
PECVD silicon oxide. Pairs of wafers were treatethwxygen plasma for 30 seconds at
60 mTorr, a gas flow rate of 50 sccm, and platewegys of 15, 75, and 100 W. Wafers
were then rinsed in deionized (DI) water for 60cs®ts, spun dry for 2 minutes, and
mated by hand. The post-plasma DI water rinse vehsheay particles from the wafer
surface that might have accumulated from the RIBmdter and provided water
molecules that adsorb to the wafer surface to tagsi®rming hydrogen bonds between
the wafers [25], [38]. Previous wafer bond testsronblesome wafers with 28m bow
and 35um warp demonstrated that a 4% MMHH wash in place of the DI water wash can
help establish a stronger room temperature bontdowiog the DI water rinse, the
samples were annealed for 12 hours at 250°C iagdtr ambient.

The bonded area for each pair of wafers was imagdgdan IR camera, and the
bond strength was inspected with the Maszara apaeking method in which a
razorblade is inserted between the bonded wafedstlam resulting debonded area is
measured [40]. Although this method is inaccurateguantifying the surface energy of
bonded wafers [41-43], consistent application ef tdchnique to sets of similar wafers
provides an easy qualitative method to assess lopadity without having to dice
samples. Examination with a razor blade revealatiah samples partially debonded and
then fractured, but the sample treated at 15 W niddb the least prior to fracture. During
fabrication of version 2 devices, 15 W proved ifisignt to activate the wafers surfaces

and 30 W was used instead.
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Additional bond tests were carried out with thdcsih nitride coated custom
wafers to confirm that the bonding process waseédd optimized. Two wafers were
coated with 100 nm PECVD silicon oxide and two wsfeere left bare to test SiO
SizN4 bonding. The bonding process is detailed in Tabl&dwo different post-plasma
washes were tested (DI water and 4%,8H in DI water), but there did not appear to be
any difference in the bond quality. In both caslke,razor blade could hardly be inserted
anywhere between the pair of bonded wafers. Whenbtade was forced, one of the
wafers simply chipped off, tearing out chunks otenial from the opposite wafer with it.
This result indicated that the bond was as strenp@ underlying substrate.

The bonding process detailed in Table Il was usedond device wafers (with
and without electrodes) to their blank nitride-@shtpartners (Figure 2-2(g)). Blank
nitride-coated wafers were used as the bonding teoperts to avoid potential

complications of wafer-to-wafel TABLE Il

PLASMA ACTIVATED WAFER BONDING RECIPE

pattern alignment. The major an
Step Process

minor flats of the feature-—1 Piranha clean
¢ H,SO:H,0, = 1:3 for 10 min
- . 2 MRCA 1 clean
containing device wafer and th * NH,OH:H,0,H,0 = 0.25:1'5 for 10 min at 80°C
3 Plasma activate
¢ O, plasma for 30 seconds at 60 mTorr with a gas flow
of 50 sccm and platen power of 15 W —30 W
4 Rinse & Dry
aligned by hand. This ensure ¢ Dunk in DI water or 4% NEDH in DI water for 4 min
« Dryin Verteq spin rinse dryer or Hamatech-Steag
wafer processor
similar Crysta“ographlc 5 Version 1: Mate wafers by hand
¢ Push center together first
¢ Manually spread bond interface by squeezing wafers

orientations of the wafers together while inspecting with IR camera
Version 2: Bond wafers in Suss SB8e wafer bonder

. ¢ 1E-3 - 1E-4 mbar chamber pressure
Patterning of the blank wafer too + 1100 — 2200 N force for 5 — 10 min
6 Anneal
e 250°C for 2.5 hours (ramp up and down)

feature-free blank wafer wert
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place after bonding (as described in the follonsegtion).

Due to material restrictions in the RIE tool, thafers with gold electrodes were
not plasma treated, but did receive the wet chdroleanings. While plasma treatment of
both wafers is ideal, the process still works wiaty one wafer is treated; however, a
decrease in surface energy of 15 — 50 % is exp¢8®dThe inability to put gold in the
plasma tool was part of the motivation for chanding electrode material from gold to
platinum in version 2, for which plasma activativas performed on all wafers.

In the literature there is evidence of a benefiagihg effect, where bond strength
improves over the course of days and weeks for wafored in room conditions [23],
[38], [44]. Thus, bonded wafers were allowed totrig 12+ days before further

processing.

Section 2.8: Etching nitride, KOH etching, and final steps

The backsides of the blank bonded top wafers wateemed and etched in an
RIE to define the complementary membrane windovtepatas well as inlets/outlets to
the channel (Figure 2-2(h)). Additionally, narromeds were defined that would self-
terminate in the KOH etch to allow easy separabtbrihe individual chips. Backside
alignment with an EV620 Contact Aligner or Suss M&6ntact Aligner was used to
align the mask for patterning the top wafer's batkso the existing pattern on the
bottom wafer's backside. Bonded wafer stacks wecbeel for several hours in 30%
KOH at 80 °C until the inner nitride membrane waaahed (Figure 2-2(i)). During

earlier process development tests, membranes waredeon individual wafers and their
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shape was inspected after the etching processrelbéased membranes did not exhibit
any apparent deformations.

Windows measured 10@m x 100um and inlets/outlets measured 308 x 300
um at the bottom of the tapered KOH etch. The aligninprecision of the top and bottom
windows was ultimately set by the precision of toatact aligner, which had a stated
front-to-back alignment accuracy ofdn. Inspection of the samples revealed that the
membrane window edges were generally aligned tetitan 3um.

Individual chips were separated without the usa dicing saw thanks to the self-
terminating lines that served as scribe marks fanunal cleaving. The scribe marks were
laid out in a grid pattern that traced the perimeteeach individual chip, but did not
intersect at the corners (convex corners resulbumded features in KOH etching). After
KOH etching, the wafer stacks were mounted on rexbl@vdicing tape to keep debris off
of the membrane windows. Chips were then sepatateshanually snapping the wafer

stack along the scribe marks. This

teChnique is gentler than a dici ] membrane window

saw and minimized the risk o

inlet / outlet

damage to the membrane windo

Figure 2-12 Top view of a completedsingle version 1
A completed device is shown i1 device (18 mm x5 mm x 0.6 mm).

Figure 2-13.
Completed devices contained freely suspended silitside membranes at the
inlets/outlets in addition to the imaging windowlo gain access to the channel, the

nitride membranes at the inlets/outlets were poppéth tweezers (Figure 2-2(j)).
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Alternatively, the imaging membrane window was sivadnasked (e.g., with tape), and
the nitride in the inlets/outlets was etched witRIE (Sk + O, chemistry).

Functional device yield was90% in version 1, with loss occurring primarily
during the KOH etch step, which caused some merebrém break. In all cases when
breakage occurred, the larger, 308 membrane at the inlet/outlet broke, never the 100
um viewing window. The broken membrane at the iolgtét allowed KOH into the
conduit and these devices later proved difficultfilowith solution. Device yield was
high in version 2 as welk80%, with loss presenting itself during chip sefiara Due to
the uneven polishing that the wafers were subjetde$ee Section 2.4), many wafers
contained gashes or burn marks/streaks where & dgahof material was removed, to
the point where the bulk silicon was exposed. Obsliyp these regions of the wafer could
not bond or produce functional devices, and feliragvhile separating the chips from the

wafer.

Section 2.9: Filling and Sealing

Devices were filled by placing a droplet of soluatiat the inlet and letting the
solution fill the conduit by capillary imbibitioriThe nitride window was inspected in an
optical microscope to check for color change, iating that fluid was present. Once the
conduit was filled, another droplet was placechatdpposite end. If a bubble was visible
in the window during filling then the fluid was Wwdrawn using filter paper and the
filling process repeated. Rubber O-rings (Marke@2-@-rings, Marco Rubber) were

placed over the inlet and outlet, and the device elamped in a custom-made titanium
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fixture as illustrated in Figure 2-14 (B) bottom piece (40 mm x 6 mm x 0.9 mm)  (C) top piece (D) adapter piece

@ \‘ /screws ®
In some devices, the top an S /lor.ngs .. <
e e . 7 S
. . . e 2
bottom membranes of the viewin & S— .9
(A) nanoaquarium . electron microscope :
window were collapsed, touchini = fl‘ﬂ" "
- = || - | m

each other and preventing the flui Figure 2-14: Illustration of the nanoaquarium mounted
in a custom-made, titanium holder. (a) The
from freely entering the viewing nanoaquarium positioned in the holder’s bottom with
O-rings placed around the inlet and outlet ports. Dp:
isometric view. Bottom: side view. (b) The
nanoaquarium in the fully assembled titanium holder
Top: isometric view. Bottom: side view.
simply waiting for the fluid to

chamber. This was remedied by .

creep in and separate the membranes or b) clantipgndevice in the fixture to increase
the pressure of the fluid, which then pushed thebrane apart (see Figure 2-15).

The titanium fixture was designed for easy loadiagd unloading of
nanoaquarium devices. The bottom pieB¢ ¢ontained a recessed rectangular groove
that the nanoaquariumA) snugly sat in (Figure 2-14(a)). While in the grep the
membrane window of the nanoaquarium lined up withra-hole in the bottom of the
fixture such that there was an unobstructed patkh®electron beam. The top pie€d,(
which also contained a through-hole at its cerstenewed onto the bottom piece with two
plastic screws, thus compressing the O-rings tonfartight seal against the inlet and
outlet of the chip. The assembled top and bottoetgs were inserted into a third
titanium adapter pieceéD| that snapped into a fixture in the STEM. Two ptascrews
were used to secure the assembly within the adppee D) and to provide additional

compression on the O-rings to ensure a leak-prealf(§igure 2-14(b)).
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Figure 2-15 A series of bright field microscope images of aollapsed window being filled with ¢
solution of nanopatrticles in a glycerinewater mixture. The device is clamped firmly in theholder in
order to drive fluid into the window. Approximately four seconds elapse between each frame.

The O-ring sealing approach was employed for erpantal ease, as opposed to
sealing with glue, epoxy, or the like, as in selefahe other liquid-celin situ (S)TEM
devices discussed earlier [6-8], [10], [11]. In ghie, we found that nanoaquarium
devices could be filled with solution, clamped imetfixture, and loaded into the
microscope for imaging in a matter of minutes. Whearexperiment was completed, the
device was readily removed from the fixture andaegd with a new device.

The clamping fixture illustrated in Figure 2-14 wdssigned for closed-cell
applications where the contents of the chip rensealed for the duration of the

experiment. However, the fixture/adapter design readily be altered to include ports
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for external tubing to allow the transmission afuiids through the device while it is in

the vacuum chamber of the microscope.

Section 2.10: Shape of the Silicon Nitride Window

The silicon nitride imaging membrane of the devgeelatively large (edge size
of 100 um) and extremely thin (thickness of 50 nm), andstban deform a great deal
without breaking. It was observed that when theiaewas filled with liquid, inserted
into the titanium holder, and the screws were &ght, the liquid contents were

inadvertently pressurized. The

liquid, in turn, deformed th

(b)
incident reflected
@ air wave wave

membrane. As the membra
deformed, light fringes in the

nitride  window, similar to

Teelative (G)

Newton’s rings, were observabl’ ,;
0.5

with an optical microscope (Figur:
2-16(a)). By adjusting the force...:
with which the O-rings were™”|

1t

clamped, the number of fringe'

dz (m)
1x107 2x107 3x107 4x107 5x1077

changed, indicating that tht gigyre 2-16: (a) Bright field light microscope imag of a
bowed membrane for a channel filled with water. (b)
membrane flexed outward due t lllustration of the multiple-interface problem to be
solved to estimate membrane deformation. (c) The
relative intensity of the reflected light as a funtion of
channel height when the device is filled with wateand
) ) illuminated with green light (A = 540 nm). The peaks
in the channel. As the height of th and valleys of the plot correspond to light rings ad
dark rings, respectively, in the microscope image.
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encapsulated channel changed with the curvatutteeainembrane, incident and reflected
light interfered constructively and destructivety produce light and dark fringes. The
precise shape of the window can be determined bgefitgy the light reflection and
transmission in the multiple interface stack.

The nanoaquarium viewing window consists of mudtidayers with four
interfaces and five optically transparent mediggfe 2-16(b)). We ignore the slight
curvature of the membranes’ surfaces and assunmeahancidence of the light. In each
medium, there is a forward and a reverse instantanelectromagnetic field traveling in

thez-direction, represented as

Etowara i = Fi [Eg A

E refiectea i = Ri [Eg e A (2-1)
H torward i = Etorwara i / 7

H reectea i = = Erefiected i / /e

In the aboveE is the electric fieldH is the magnetic field, subscriptdenotes the
medium, $ is the phase constant,is the intrinsic impedancey(=./y, /¢, ), 1 is the

permeability,e is the permittivity, and= andR; are complex coefficients that represent
the magnitude and phase of the wadseandR; are determined by enforcing continuity of
the electric and magnetic fields at the interfaces:

E +E

H

reflected, i+ {I :1’4}
flected,i+1 (2_2)

forward ,i+1 +H reflected,i+l{| :1’4}'

= Eforward i+l

=H

+E reflected, i

+H

forward , i

forward , i reflected, i

Without a loss of generality, the problem is noized by the incident wave that
illuminates the window in medium 1. Accordingly;=1. Also, it is assumed that the

wave that exits the stack to medium 5 does noecefback. In other word&s=0. The
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system of equations (2-1) and (2-2) is solvedFaandR; as functions of channel height
(ds) when the illumination is monochromatic.

The intensity of a wave is given by

=S

| |average (2-3)
whereS = E x H is the Poynting vector. By taking the intensitytloé reflected wave in
medium 1 and scaling it by the intensity of theideat wave in medium 1, we end up

with the following expression:

Irelative = |R12|' (2'4)

The relative permeabilityy, of all the layers (air, nitride, and water) walketa to
be approximately equal to 1 because they are nometiagmaterials. For illumination
with monochromatic green light (wavelendth= 540 nm), the refractive inder, was
taken to be approximately 1 for air [45], 2.03 &dicon nitride [46], and 1.34 for water
[47]. Figure 2-16(c) depictkeaive @s a function of the channel heighg)( Witness the
periodic interference pattern. The peaks and valteyrespond, respectively, to light and
dark fringes of the bowed membrane. The channghheit the edge of the membrane is
a fixed quantity (100 nm) because the membraneommected to a massive silicon
structure with negligible deformation. Thus, theantity and position of the light and
dark fringes provides a means for characteriziegstiepe of the membrane window. For
example, when two dark fringes are visible, theghedf the conduit is estimated to be
230 nm at the outer fringe and 430 nm at the ifimege. More generally, for a channel

filled with water and two 50 nm thick silicon niie membranes, a dark fringe appears
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every 201.5 nm in liquid height. Additionally, farchannel filled with air and two 50 nm
thick silicon nitride membranes, a dark fringe aggesvery 270 nm in chamber height.

Due to the very high aspect ratio of the membrankerigth to thickness ratio of
2000), the membrane can deform a great deal witboesking. When several dark
fringes are visible in a sealed device, indicatingt the membrane is severely bowed,
then the pressure on the O-rings that seal thé amd outlet can be relaxed until the
membrane is sufficiently flat. In some of our expents, the membranes were allowed
to remain bowed out and the large deformation redquus to restrict the imaging to
regions close to the membrane’s edges, where ibkn#ss of the liquid layer was
approximately 100 nm. The higher thickness ligumke to the window’s center made it
difficult to resolve the smallest features in thenple.

Observation of the shape of the bowed membraneigegsva simple means to
estimate the pressure inside the nanoaquarium.riaieneider et al. [48] provide an
analytical expression that relates the center diédle h of a square suspended thin film

membrane to an applied pressurgiven by
to tE

Creemer et al. [17] used this expression to eséintfag deflection of the membrane in
their high pressuréen situ gas-cell. In this expression, is the length of the membrane
side, t is the membrane thickness, is the residual stress in the filrf, is Young's
modulus, and’; andC,(v) are numerical constants given by

C, = 3.45 (2-2)
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and

C,(v) =1.994 (1-0.271v)/(1 —v) (2-3)
where C,(v) depends on the in-plane Poisson’s ratidNon-deflected membranes are
separated by a distance equal to the channel heightuseful to consider the internal
pressurep of the fluid in the device as a function of theagbe in separation distance at
the center of the membrane window, given by to&dledtion Ad = 2h (there are two
membranes). Wheia = 100 um, t = 50 nm, ¢ = 800 MPa, E = 325 GPa [49], and

v = 0.25 [48], we find the relationship depicted in Figu2el7. The applied pressure
expression from equation (2-1) (plotted in Figur&7) represents the pressure of the
fluid relative to the pressure on the other sidthefmembrane. When the measurement is
made in a lab environment using an optical micrpscthe applied pressure is relative to
atmosphere, i.e., gauge pressure. In order tordeterthe absolute pressure of the fluid,

we must add 101.325 kPa (1 atm) to the value itou (2-1).
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Figure 2-17: Relative internal pressure of the fluid in the naoaquarium as a function of the chang
in height of the bulging observation window at itscenter. The pressure is relative to the ambie
pressure of the environment on the other side of thhmembrane (1 am when the measurement

performed in a lab environment). Two ranges of thikness change are displayed in order to highlig
the initially linear trend, which becomes nonlinearfor large change in thicknes:
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Section 2.11: Device Validation
2.11.1: Leak Tests & Basic Imaging

Device performance was demonstrated using an agussdution containing 5 nm
gold particles (EM.GC5, BBI Life Sciences), 50 noidgparticles (EM.GC50, BBI Life
Sciences), and 50 nm fluorescent polystyrene pestiFluorescent Yellow Particles,
Spherotech) suspended in water. The fluorescerticlear enabled imaging with a
fluorescent optical microscope during the initiabdgging stage of the device. Brownian
motion of the fluorescent particles was observeduph the silicon nitride window. The
device remained sealed for approximately 20 hoatswhich time the window was
observed again and fluorescent particles were sekrdiffusing randomly. There had
been no appreciable loss of fluid in that time v The sealed device was then placed
in an FEI Quanta 600 FEG Mark Il scanning electmunoroscope with STEM detector.
The microscope was operated in high vacuum modg-g-Torr) with an acceleration
voltage of 20 kV. Real-time video lasting severahues was recorded; though, there is
no limitation on observation time. The video showedividual gold nanoparticles and
aggregates of various sizes diffusing through télel fof view, sometimes bumping into
each other to form larger aggregates. The motionndividual particles as well as
aggregates was clearly visible with good resolutidiigure 2-18(a) features an
instantaneous bright field STEM image taken from tacorded video. Figure 2-18(b) is
a higher magnification bright field STEM image os$iagle 50 nm gold particle. Witness
the excellent contrast between the high densitg galrticle and the suspending water.
Clearly, the STEM provides high contrast imagestlté suspended particles at a

38



mode t HV frame ——1um - mode| det HV frame pressure WD
BF | STEM I1/20.00 kV|97.6 ms 7.8 Quanta FEG 600 BF | STEM I1/20.00 kV|302 ms| 3.14e-6 Torr| 7.9 mm Quanta FEG 600 ESEM

Figure 2-18: (a) A bright field STEM image of an agieous solution containing 5 nm gold particles,
50 nm gold particles, and 50 nm fluorescent polystgne particles. Individual particles as well as
aggregates are visible with excellent resolution.05nm gold particles are seen most prominently
decorating the aggregates. (b) A bright field STEMmage of a single 50 nm gold patrticle in water.

relatively low acceleration voltage. Even highesaletion images should be attainable
with a TEM or STEM that is capable of higher accatien voltages with correcting
electron optics.

The device used in this initial experiment remaisedled in the fixture for 2 days
of observation with no appreciable loss of fluiév&ral STEM videos recorded over the
course of this 2 day period demonstrated that @estiaggregates were continuously
diffusing about in a random manner. The motionhw&se particles/aggregates verified
that they were in fact suspended in liquid and thatdevice was leak-free in the high
vacuum microscope chamber.

Another device filled with an aqueous solution ohf gold particles remained
sealed in the fixture for 13 consecutive days. STiEMging performed at the start and

end of this time period confirmed there had beesigoificant loss of fluid, as evidenced
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by the persistent diffusive motion of suspendedigas. This indicates excellent device
hermeticity.

In the course of the imaging experiments, with beatensities up to 30 kV, no
bubbles were observed to form in the liquid-cehisTindicates that the liquid remained
well below its boiling temperature. The lack of egsive heating may be due to both the
relatively low energy of the electron beam and thmness of the liquid-cell that

facilitates efficient heat transfer to the silicsubstrate.

2.11.2: Electrode Functionality

Functionality of the electrodes in version 1 of thanoaquarium proved
problematic. As mentioned in Section 2.2, the appes of the gold electrodes in
version 1 devices was troubling. Not surprisinghgy did not seem to function properly
in most of the devices tested. Section 4.1 dessrbstrange outcome produced by the
gold electrodes in a version 1 device. As also meat in Section 2.2, the electrode
material was changed from gold to platinum in \@rs2 of the device. In collaboration
with a research group headed by Dr. Frances M. Rbse IBM T. J. Watson research
center, version 2 of nanoaquarium was usedifositu imaging of deposition and
stripping of copper in a copper sulfate solutionpfeer sulfate and sulfuric acid, 0.1M
CuSQ + 0.18M HSQOy). The nanoaquarium was loaded into the TEM (Hit&t$000)
using a custom-made sample holder with electrioahections, constructed at IBM. In
the experiment, deposition and stripping was peréa through cyclic voltammetry and
under potentiostatic conditions at a variety ofgmbials. In a “low” voltage potential

sweep (-0.6V to +0.6V relative to open circuit puial), sparse nucleation and growth of
40



distinct clusters was observed (Figure 2-19). Irffnmsedium” voltage potentiostatic
deposition and stripping process (+0.8V relative dpen circuit potential), dense
nucleation that coalesced to form a continuous filas observed, along with some
lateral growth beyond the electrode edge (Figur20OR- And in a high voltage
potentiostatic deposition process (+1.2V relatvepen circuit potential), rapid coverage
of the electrode followed by lateral growth of dates was observed (Figure 2-21). The

relationship between applied potential and morpiwlof deposited copper is in keeping

18 3% 10 0@- 17, . 18: 3%: 18 0@~ 17
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Figure 2-1S: In situ TEM images of electrodeposition of copper on platiam electrodes from
solution of copper sulfate. The potential was swegtom -0.6V to +0.6V relative to the open circul
potential. The image sequence shows the nucleation, grthwand then stripping of copper deposits o
the electrodes. Horizontal field of view in each imge is 1850 nn

41



with expectations [6], [7] and successfully demaaisss functionality of the electrodes. It

also confirms that the nanoaquarium can handlenhdremistries with no failure issues

and can be used for electrochemical studies.

!‘l: HO: Sk ga- 11
Figure 2-20: In situ TEM images of electrodeposition of copper on platioam electrodes from :
solution of copper sulfate. (s-(c) Potentiostatic deposition at +0.8V relative tathe open circuit
potential. Nuclei are mare numerous than in Figure 2-19 (d) Potentiostatic stripping of the coppe
film at a different location on the electrode. Horzontal field of view in each image is 150 nm.
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Figure 2-21: In situ TEM images of electrodeposition of copper on platioam electrodes from :
solution of copper sulfate. (a-(f) Potentiostatic deposition at +1.2V relative tothe open circuit
potential. Rapid coverage of the electrode followelly growth of dendrites is seen. Horizontal field f
view in each image is 1850 nr
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Chapter 3: Diffusion Limited Aggregation

Portions of what appears in this chapter can bendoun Physical Review E [50],

Copyright © 2011, APS.

Section 3.1: Background

Aggregation is a classical topic of broad intereddisciplines such as condensed
matter physics, material science, air and watetupoh, and medicine. Nanoparticle
aggregation is of interest, among other thingsther synthesis of colloidal crystals and
the formation of meta and ceramic materials witlque properties. Some of the earliest
experimental work in the field of nanoscale collaggregation & growth was performed
by Weitz et al. [51], [52] and Lin et al. [53], [p4on systems of aqueous gold colloids
undergoing irreversible kinetic aggregation to faenuous, chainlike fractal structures.
Since then, a rich theoretical and modeling frant&vias been developed with emphasis
on kinetic models [55-57] and computer simulatiowgth applications of the
Smoluchowsky theory [58-62]. To this day, howewexperimental work that captures
the dynamics of nanoscale colloid assembly/crystdlbn is scarce [63], due in large
part to the difficulty ofin situ observation of complicated nanoscale phenometiguid
media with an appropriate level of spatial and terap resolution. A common
experimental approach is to grow aggregates/csystadier prescribed conditions (e.g. by
hydrothermal coarsening) and then freeze or drytloeisample to examine the resultant
structure with TEM to indirectly infer details dig growth mechanism [64—67]. Except

for some unique cases [64], [68], this techniquesdoot capture dynamics of the
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aggregation process. Dynamic light scattering amaticslight scattering are common

experimental techniques for studying particles olutson. While these techniques

provide dynamical information regarding aggregate snd fractal dimension, they are
ensemble techniques that give bulk statistics @estaver the cluster mass distribution
[54] and cannot capture individual events. In castir with the nanoaquarium, one can
collect statistical information on an ensemble histers in view while also observing

interactions between individual particles/clusters.

Zheng et al. studied nanoparticle migration in quill-cell TEM device and
reported on anomalous diffusion behavior [10]. heit experiment, the observed
phenomena may have been influenced by leakage tine@miquid-cell. In contrast to
Zheng et al.’s device, the nanoaquarium is pesfesthled and is ideally suited for the
study of nanoparticles in solution.

The nanoaquarium was used for real-time STEM inmgih diffusion limited
aggregation/assembly of gold colloids. The dedudedetics of the observed
phenomenon in the early stages of aggregate gragrted well with predictions based
on three-dimensional cluster-cluster diffusion-tedi aggregation models. Large
aggregates exhibited properties of clusters grawa ithree-dimensional regime, even
when the characteristic size of the clusters exagdige height of the nanoaquarium (tens
of nanometers) and two-dimensional growth charesties may have been expected. The
mechanism for this seemingly paradoxical result vegaled through direct observation

of the aggregation process, facilitated by the agoarium.
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Figure 3-1: Aggregating nanoparticles. Three framedrom recorded video of 5 nm gold particles
and clusters composed thereof, as observadsitu with STEM.

Section 3.2 Experiment

An aqueous solution of amorphous, charge-stabiliZednm diameter gold
colloids (EM.GC5, BBI Life Sciences) was drawn irttte nanoaquarium by surface

tension forces. Imaging was carried

out with a FEI Quanta 600 FEC
Mark Il with a STEM detector. The
microscope was operated at 20-
kV. Better resolution would likely,
be attained with higher powe
TEMs (acceleration voltage of u
to 300 kV). The nanoaquarium wa

translated within the microscope f

mag det WD 2\ mode | 10/1/2009 1 pym ——

58 946 x| STEM II| 7.0 mm |20.00 kV| BF [2:13:27 PM Quanta FEG 600

observe various regions of th Figure 3-2: An aggregate composed of 5 nm diameter
gold particles. The fractal dimension,D; ~ 1.77, is

imaging window. Some of the consistent with three-dimensional cluster-cluster

diffusion-limited aggregation.
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regions featured small clusters of particles inghecess of aggregating (Figure 3-1) and

others contained sizable aggregates (Figure 3-2).

Section 3.3: Modeling and Analysis

A simple kinetic model that characterizes the aggtien process was proposed
by Meakin [69]. Briefly, the number of clustefs)(is inversely proportional to the mean
cluster size$) measured by the number of primary particles caimapthe cluster:
N~S™. (3-1)
The mean cluster radiuR)(measured by a bounding circle is
R~9", (3-2)
whereD;x is the fractal dimension of the clusters. A coagssn model describes the rate

of decrease in the number of clusters:

NN R/ (3-3)

The second term in the parenthesis on the r.h.seqofation (3-3) represents the
probability that a cluster will encounter anothkrster. The exponert (= 3) is the space
dimension. The third term represents the inverséhefaverage time interval between
collisions. The diffusion coefficient of a clustntainingS particles is

D~9. (3-4)
Substituting equations (3-1) and (3-2) into equa(i®-3) yields

dN

— ~-N", 3-5
o (3-5)

where
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v=2+2/D;-d/D;-y. (3-6)
Integrating equation (3-5), we have

N~ (t+t, + 1)/, (3-7)

In the abovet = 0 is the time when observations began, ard, is the start of the
aggregation process. According to the Stokes-&im&quation, the diffusion coefficient
IS

_ KT KT
67[uR 6T B"™

(3-8)

whereyp is the viscosity of the suspending medidais the Boltzmann constarii,is the
temperature, and the relation in equation (3-2)dses applied. With the aid of equation
(3-4), we conclude that the exponent

y=-1D;. (3-9)

Substituting equation (3-9) into equation (3-6)hdt= 3 results inv = 2. Thus,

N~ (t+t, +1)7, (3-10)
S~(t+t,+1), (3-11)
and

R~(t+t, +1)° . (3-12)

The video footage for the process pictured in Feg8¢frl was analyzed using
ImageJ, and nonlinear least squares fitting ofldia was performed with Matlab. Figure
3-3 depictsDs (mean for all clusters in view) ardy,, the number of primary particles
present in the image (whether alone or as partadfister) (a)N (b); S(c); andR (d) as

functions of time for a single set of analyzed iesgsee Appendix A for further details
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of the image processing and image analysis, as agelletails of the subsequent data
fitting). As time progresse®); increases slowly towards its asymptotic, long teatue

of Dy ~ 1.77 (measured for Figure 3-2), which is in gamgteement with Meakin’s
computational results for cluster-cluster aggrega; ~ 1.75 — 1.80) [69] and Weitz et
al.’s experimental results for diffusion-limited giggation of gold nanoparticle®(~
1.75) [51]. The fitted exponent fdt is -1.0 £ 0.1 and the fitted exponent ®is 1.0 £

0.1, in close agreement with theory. The fitted agnt forR is 0.5 £ 0.2, which is
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Figure 3-3: Analysis of the diffusion-limited aggregationprocess pictured in Figure 3-1The symbols
and lines correspond, resectively, to raw data and least squares fits. (a)lile mean fractal dimensiol
(Dy) increases slowly as a function of time as the aggates acquire individual particles and sma
clusters. The number of primary particles Ng) accounted for in the image, nomalized by the time
average ofN,, varies by < 20 % and indicates that mass is consed. (b) The number of cluster:
decays ast + 1)*. (c) The mean cluster size increases nearly lindgwith time. (d) The mean cluste
radius grows with an exponent of /D; = 0.5. The scatter ofthe data can be attributed, in part, tc
particles and clusters moving in and out of the filel of view from one frame to the nexi
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approximately the inverse of the time-averagedtitadimension (Figure 3-3(a)): B+
>y ~ 0.63. The good agreement between theory andrimgrs indicates that the
Stokes-Einstein equation adequately describes tfiesion of nanoparticles in the
nanosize fluid cell. This is in contrast to theulesof Zheng et al. [10], whose liquid-cell
was subject to leakage and associated effectcthdd include evaporation, convective
flow, capillary forces, and nucleation of vapor blds.

Interestingly, the lateral dimension of the clugietured in Figure 3-2 is an order
of magnitude larger than the cluster’s height @t by the nanochannel’s height); yet
the fractal dimension is consistent with three-disienal growth, rather than two-
dimensional growth. Theoretical models for simpi&udion-limited aggregation, in
which particles are added one at a time to a simgheobile growing cluster via random
walk trajectories, predict clusters with ~ 1.72 for two-dimensional growth abg ~ 2.5
for three-dimensional growth [69]. These models, d@wever, inappropriate for our
experiments. In our experiments, clusters are mohabilized; they clearly move and
combine (see Figure 3-1 and Figure 3-4). Theoreatncalels for cluster-cluster diffusion-
limited aggregation, in which particles and clustare allowed to move via random walk
trajectories and combine, predict clusters with~ 1.4 — 1.45 for two-dimensional
growth andDs ~ 1.75 — 1.8 for three-dimensional growth [69]isThaises the question:
why do relatively large clusters exhibit charadtcs of three-dimensional growth when

two-dimensional growth might have been expected?
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Our in situ imaging helps to shed light on the formation afjéaaggregates in a
shallow conduit. Initially, clusters assemble frandividual particles that are small
relative to the conduit height, and follow a thdieensional growth habit, as illustrated
in Figure 3-3. Subsequently, when the size of flasters approaches the height of the
channel, the clusters’ movement is confined toaag@land growth is dominated by lateral
cluster-cluster aggregation. Since these aggregatoiusters already possess
characteristics of growth in a near-three-dimeraiaegime, these characteristics are
preserved in the resulting aggregate. Figure 3-gdictle two clusters with fractal
dimensions of ~1.67 and ~1.65 (appropriate valoesidering the upward trend Bt in

Figure 3-3(a)) coming together to

form a larger cluster with a fracts
dimension of ~1.64. Additionally,
small clusters and individua

particles are free to diffuse into thj g HV | mode| 10/1/2009

29 473 x| STEM Il ‘ 7.0 mm |20.00 kV| BF |2:18:55 PM

body of a large cluster, furthe
adding to the structural complexit
of the aggregate. Figure 3-5 depig

the fractal dimension as a funCtiOgSS s | T P S
29 473 x| STEM II| 7.0 mm |20.00 kV| BF [2:18:56 PM Quanta FEG 600

of aggregate size for severi Figure 3-4: Cluster-cluster aggregation. Two distinc
clusters (g, come together to form a single cluster one
aggregates observed in ol sgcond_ later (b). SmaII_ clusters formed in a three-
dimensional growth regime go on to aggregate two-
. . dimensionally, resulting in large aggregates withHree-
experiments. As the cluster siz gimensional characteristics, despite confinement ira
narrow channel.
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increases, there is a narrowing

the variation in fractal dimension

along with an upward trend in th 2

fractal dimension towards the lon
term value consistent with three

dimensional growth.
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Figure 3-5: Fractal dimensionas a function of size for 8
aggregates. Large  aggregates possess  fract:
characteristics consistent with three-dimensional wth.
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Chapter 4: Particle Motion in an Evaporating Thin Liquid
Film: Experiments

In Chapter 3, we saw that the nanoaquarium is factefe tool for investigating
nanoparticle aggregation in solution when the narnages are completely submerged in
the suspending liquid and absent of interfaces. Admaquarium can also be used to
investigate the behavior of nanoparticles confitedterfaces and to study the effect of
interface shape on particle motion and aggregationthis chapter, experimental
observations of the motion of particles in an evapog thin film of liquid, as well as at
a three phase contact line are described. Theaigers and results reported herein are
relevant to techniques such as dip-coating and-dasfing, which are commonly used
for deposition of nanoparticles on a surface viaveative-capillary assembly. In Chapter
5, the underlying physics responsible for the olet@yns reported in this chapter will be

delineated.

Section 4.1: Experimental Setup

The circumstances leading to the series of expatsnéiscussed in this chapter
occurred serendipitously. Once it became appalattan interesting set of phenomena
was presenting itself, the experiments were ste@redch a way as to exploit the unique
circumstances and investigate the phenomena at hand

Version 1 of the nanoaquarium was filled with arueamus solution of gold
nanorods (20 nm x 40 nm) with surfactant CTAB (cebnium bromide). The

suspension was provided by Xingchen Ye and ProfeSkastopher B. Murray of the
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Chemistry department and Materials Science depatteg the University of
Pennsylvania.

Imaging was performed in a FEI Quanta 600 FEG Miawkith a STEM detector,
operated at an acceleration voltage of 30 kV. Aneléttric potential was applied to the
two embedded window electrodes in an effort to olesen situ dielectrophoretic
assembly of the nanorods to form nanowires, aspragously demonstrategk situ by
Hermanson et al. [70]. As discussed in Section tb&e was something wrong with the
electrodes in version 1 of the nanoaquarium. Thgniiade and frequency of the applied
potential was varied (0 — 5 V, 100 — 1000 Hz), yetdielectrophoretic assembly was
seen. Instead, the gold electrodes eroded andvgadddeposited on the silicon nitride
membrane windows (Figure 4-1), most likely as heimgsical deposits. The applied
potential was raised until it reached approximaidly at 500Hz, at which point a bubble
formed, displacing liquid to the perimeter of theaging window, but leaving a thin film
of liquid on the membrane surface. The gas/vapdablau(bright region) can be seen
clearly in the microscope image featured in Figdr2. The bubble is illustrated
schematically in Figure 4-3. The electric potentvak turned off and remained off for the
rest of the experiment. From Figure 4-2(b) we cannt approximately 16 dark fringes
present for a medium of air or water vapor (botkvbich have a refractive index close to
1). Referring back to Section 2.10, where the sludlee bowed membrane window was
characterized, we can estimate that at the ceftireovindow, the change in height of
the channel is ~4300 nm. Using equation (2-1)eterring to Figure 2-17, we conclude

that pressure of the gas is approximately 180 kRdive to atmosphere.
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The nanoaquarium was translated in the microsamp#drrogate various regions
of the window. Gold patrticles, deposited from theded electrodes, were found
scattered across the membrane in the gas/vaped-filgion of the window, along with
occasional nanorods. Most of the nanorods, howswene carried to the perimeter of the

imaging window and remained in the liquid regiorheTconfluence of events that

10/28/2010  mode| frai /* mag O spot 10/28/2010  mode| frai p
12:41:03 PM_BF 967 ms 30.00 KV 20 000x 3.0 Quanta 600 FEG 12:41:44 PM__BF | 967 ms 30.00 KV 20 000x 3.0 Quanta 600 FEG

Eroded electrode - : Eroded electrode -

 10/28/2010 ' mede | frame HV  |mag O spot 10/28/2010 mode| frame = HV | mag O ‘spot -

12:4220 PM _ BF | 950 ms 30.00 kV| 2500% 3.0 - 12:42:51 PM__BF 950 ms 30,00 kV 2500 x 3.0 |

Figure 4-1: Electrochemical erosion of gold electrodes in veion 1 of the nanoaquarium. (a), (b) A
the electrode (dark regions) material dissolves, ¢pbis deposited on the nitride membrane windov
(c), (d) With time, the electrodes erode significaty. 41 seconcelapse between (a) and (b), 22 secol
elapse between (c) and (¢
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occurred makes this a difficult experiment to rejuce exactly. However, one could
certainly reproduce this experiment with a différapproach. Generating a bubble with
the electrodes is not difficult; in fact, bubblengeation in microfluidic devices is often a
problem that researchers must combat. Regardingopaaticle deposits on the
membrane, it has been demonstrated by Donev antingsg71] that electron beam-
induced deposition (EBID) from liquid precursorsncgield precisely controlled
nanoscale deposits of materials such as Pt. W4thidiphase EBID, one could deposit
metallic nanoparticles deterministically on the easuarium window, and then generate
a gas bubble with the electrodes, resulting inemago similar to the one described in
this chapter.

Experimental observations were focused on two regaf the imaging window.

(@)

contact
line

thin liquid film

Figure 4-2: (a) Scanning transmission electron microscope ingg of the device imaging windov
with a gas/vapor bubble occupying most of the imagg window, with liquid present around the
perimeter. (b) Bright field optical microscope imag taken several hours later. During that time
the liquid front receded and the bubble came to oapy nearly the entire imaging window. There
is a small amount of liquid visible in the four coners.
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One region was the interface between the bubble taad‘bulk” liquid around the

perimeter of the window (see Figure 4-2(a) and fgl+3). We refer to this interface as
the contact line and our observations of partialethe contact line are detailed in Section
4.3. The term contact line can imply a liquid/vapolid interface, while in our case we
have a liquid/vapor/thin liquid film interface. Hewer, as details emerge about the
complex nature of contact lines and the wettingswffaces [1], [72], it seems that a
liquid/vapor/thin liquid film interface is in fadhe reality, and not unique to our case.
Later in Chapter 5, we make reference to a coritaetmodel, which applies to this

region. The other region of interest was away fthencontact line, in the thin liquid film

Electron beam Electron beam
. path: thin film path: contact line
Gold nanoparticles  Water region region

Bubble,
severalpm

Gold nanorods

Silicon nitride membrane

Figure 4-3: Cross sectional illustration of the nanaquarium with a bubble occupying most ofthe
cross section. Gold nanorods were found in the “bkf liquid at the perimeter, and electrodeposite(
nanoparticles were found in the thin liquid film. The electron beam path is indicated with re
arrows. Two regions were interrogated: the contacline region and the thin film region.
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that coated the silicon nitride membrane in the\ggmor region. (see Figure 4-2(a) and
Figure 4-3). We refer to this as the thin film @giand our observations of particles in
the thin film are detailed in Section 4.4 and Set#.5. Later in Chapter 5, we make

reference to the heated patch model, which apdidss region.

Section 4.2: Convective-Capillary Assembly Background

Self-assembly of nanoparticles to form crystalfiiras is a fascinating topic with
increased interest in the last decade. Some ofetiiéiest work in this field by
Kralchevsky, Nagayama, and collaborators [73-75]iceted that capillary forces
between partially exposed particles in a thin fiirhliquid can drive aggregation of
nanoparticles because the interaction energy iatgrehank; T even for particles as
small as a few nanometers in diameter. This i®mirast to conventional lateral capillary
forces between floating particles, for which theeraction energy for assembly is smaller
thankgz T when the radius of the particles is a few micrarsebr smaller. The flotation
force (associated with particles floating on liguias Kralchevsky and Nagayama refer to
it, relies on particle weight to deform the fluicterface. Particles below a few microns
are too small to sufficiently deform the interfatwe drive assembly. Kralchevsky and
Nagayama show that the immersion force (associat#d particles on a surface
protruding from a thin liquid film), on the otheraid, has a different functional
dependence on particle radius and surface tengitimediquid that makes it significant
for even nano-size particles [73]. Nagayama repottet with a liquid film whose

thickness is comparable to the particle size, abdloparticles self-assemble to form
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hexagonally packed crystal arrays [74]. He postaldhat two distinct mechanisms were
responsible for this phenomenon:
» Particles are assembled by convective liquid fldwen by evaporation of the
liquid at the contact line.
» Particles are packed by long-range attractive &rdeven by surface tension of
the thin liquid film. The lateral capillary forceesults from an imbalance in the

curvature of the liquid surface due to the protngdparticles.

Together, these two mechanisms produce the phemmeh convective-capillary
assembly as illustrated in Figure 4-4.

When the goal is to produce a thin film of collomgh poly-crystalline order,
then convective-capillary assembly is a fast anavenient technique [76]. Application
of the convective-capillary assembly technique tedsen various forms that include
placing a substrate in a tilted beaker full of solu and allowing the solvent to evaporate

[77]; placing a droplet of a nanopatrticle suspemsino a substrate and allowing the drop

(@) (b)

Evaporation

Convective flow

Surface tension

Figure 4-4: lllustration of convective-capillary assembly process. (a) Particles are caed from the
meniscus area toward the array boundary by conveote flow. Water is removedby evaporation ai
the array, leaving dried particles. (b) The attractve interaction of the lateral capillary force betweer
protruding particles in a liquid film results in movement. Surface tension in the deformed wat
surface produces the 2D attractivedforce.
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to dry (the familiar “coffee ring effect”) [78], Bi; placing a droplet of a nanoparticle
suspension on a substrate with a retaining ringtioer boundary to modify the shape of
the drop and allowing the liquid to evaporate [§8],]; and dip-coating and variations on
the Langmuir-Blodgett technique, wherein a substrist withdrawn from a liquid
reservoir or a liquid reservoir is swept over asitdie (e.g. using a straightedge knife to
squeegee a large drop of liquid over a stationanypse) [74], [76], [82].

Several in-depth overviews on the subject of cotivecapillary assembly,
including rigorous theoretical modeling of the waus forces at play, have been published
[73], [83—-85]. Related is fundamental work on wegtof solid surfaces and the shape of
the interface at the contact line [1], [72]. A widssortment of techniques, applications,
and demonstrations of convective-capillary asserhbl/been reported. Briefly, Yamaki,
Higo and Nagayama reported on size-dependent sepacd nanoparticles based on the
fact that larger particles experience the lateagiltary force (immersion force) first [74].
Chen et al. reported on increased deposition/dryates using a straight-edge to restrict
the meniscus of liquid at the drying front and segjgd that an increased evaporation rate
yields an increased colloidal film growth rate [7Blalaquin et al. assembled crystalline
films using convective flow of nanoparticles andguced sparse arrays of complex 3-D
structures using capillary forces [82]. They citegdrodynamic drag as key to the
assembly process and claimed that particle mosaominated by flows associated with
evaporation of the liquid. They also stated thadification of substrate temperature
provides a convenient way to control the evaponatate. Zhao et al. used the “coffee

ring effect” to deposit PbS nanocrystals and emgbhdghe importance of controlling the
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solvent evaporation rate as it is responsible éfrassembly [78]. In their experiments,
Zhao et al. found that the assembly process raguftom rapid solvent evaporation at
elevated temperature (40°C) produced disorderacttsties, while slow evaporations
rates at room temperature produced both orderedlianddered structures. Ye et al. used
patterned substrates to break symmetries of tkeealatapillary forces and increased the

complexity of the resultant structures [86].

Section 4.3: Particles at the Contact Line

As mentioned in Section 4.1, the gold nanorods {20 x 40 nm) that were
introduced into the nanoaquarium as part of thgimal solution were mostly displaced

to the perimeter of the imaging window when the lidalformed. While examining this

2010 mode fr mag O ot — 010 mode mag [0 spot — 5

BF 0 O 0 Quar FEG BF 000x 3.0 Quant: EG

Figure 4-5: Gold nanorods ejected from a recedingduid front are deposited onto the surface of
the window that contains the gas/vapor bubble. Twseconds elapse between images. The large
dark objects at the bottom of the images are depdsifrom the potassium hydroxide etch that
formed the suspended membranes (Figure 2-2(i)). Thieare on the outside of the channel and do
not interact with the particles, though they do aféct the electron beam passing through the
sample.
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region of the window, the interface between thelkbliquid and the gas/vapor region
appeared to be unstable under irradiation of tkeet®n beam, sometimes advancing,
sometimes receding, and sometimes oscillating. rOftden the interface receded,
nanorods were ejected from the “bulk” liquid inteetliquid thin film of the gas/vapor
region (see Figure 4-5, Figure 4-6, and Figure.4-7)

The observations are consistent with the descnpfar convective-capillary
assembly given in Section 4.2, namely that padi@es convected out from the bulk
liquid to the thin liquid film and then pack togethas a result of their capillary
interaction in the thin film region. The significam of the role that convection plays is
illustrated in Figure 4-6. As the contact line meg, particles pushed out of the “bulk”

liquid into the thin liquid film are the ones thatperience the most significant motion.

Figure 4-6. Particles ejected from a receding contact line. 8 seconds elapse between frames. ~
same particle in the left and right images are marked with the same color arrow and the ptcle’s
trajectory is indicated with a dashed line. Note tht the particles most recently ejected from th
receding contact line experience the most significh motion, while the particles located furtherfrom
the contact line experience minimal motion (greenicle). The former location of the contact line i
indicated by blue line on the right image.
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And this motion takes place in the thin film regioithe system. The particles in Figure
4-6 reached instantaneous velocities on the orderhundreds of nm/s, e.g.,
approximately 200 nm/s and 525 nm/s for the red yelbw indicators, respectively.
The concentration of particles in this image is wety high, and thus we were able to
track the “long range” motion of the ejected paetsic However, one could imagine that
in the highly concentrated regime, an ejected @artwvould not be able to travel far
before coming into contact with already depositadiples, at which point capillary and
intermolecular forces would dictate the orientataord packing of the new patrticle. In
this case, the convection of particles would besHiective mechanism for packing the
particles together.

An interesting observation was made regarding tlotéiom of particles at the
contact line. The moment at which a particle wasppled into the thin film region was
generally not concurrent with the moment that tbetact line passed over the particle
(contact line here refers to the interface betwasaik and light background in Figure 4-5,
Figure 4-6, and Figure 4-7). In most cases, theaobiine passed over the particle and it
wasn’t until the contact line had receded pastpiuticle by some distance (10s of nm)
that the particle shot forward. For example, nbtered arrow particle in Figure 4-7. The
red arrow particle starts out in the “bulk” liquifihe contact line passes over the particle
and the particle hardly moves (though it does eotatbe parallel to the contact line).
Shortly thereafter, as the contact line continwesetede, the particle is displaced and

moves out into the thin film region.
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bulk liquid

Figure 4-7: Gold nanorods aggregate on a surface as they aegected from a receding liquid contac
line. The dark region moving upward in the three inages is the receding liquid. The same particle
indicated by a red arrow in each frame. 50 secondslapse between frames. Note how the particle
interest does not move from its position on the sémce until the contact line has passed over it |
some ditance.

Another interesting effect was observed regardiadigles at the moving contact
line. During the experiment, the contact line fregilly oscillated while being imaged.
The contact line would surge and recede, givingaihygearance of ocean waves. During
the recede part of the cycle, nanorods were deggbsit the membrane surface. In some
cases when the nanorod concentration was high antug ejected nanorods aggregated
(Figure 4-7). When the nanorod concentration wdfscgently low, individual nanorods
simply came to rest after being ejected. Duringsiingie part of the cycle, the liquid front
moved forward, approaching the location of the mesly deposited nanorods. Upon
reaching a nanorod on the membrane surface, ona exgect the liquid front to engulf
the nanorod, resuspending the nanorod in the lidgdud this was not observed. Instead,
the surging liquid front consistently pushed thaarad away, often rotating the nanorod
to align it parallel with the contact line. Examplare shown in Figure 4-8 and Figure
4-9. The advancing contact line served to adveetrtAnorods in the thin film. The

particles were pushed forward at a speed equahdordte at which the contact line
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advanced. Explanations for this behavior, as welthe delayed particle motion at the

contact line mentioned earlier, are discussed ati@e5.2.

010 mode frame HV- mag O 500 nm —— 010 -mode fram
PM  BF 317 ms 30.00 kV 160000x 3. anta 600 F :14PM. BF 317 ms 30.00

m 0 mode frame HV "rr\ag [=] spot ; 500 nm
2:1318PM . BF 317 m: 0 kV 160000 x 3.0 Quanta 800 FEG 40PM BF 317 ms 30.00 kV 160000x 3.0 Quanta 600 FEG

10/28/2010 mode | frame = HV' || mag DI |spot

Figure 4-8: Deposition and orientation of gold nanorods undethe influence of a cyclic contact line
Note how initially scattered nanorods are pushed o alignment by the advancing contact line

65



(2) B o

gas/vapor $F 5 \ -

| i ¢ 4100 | i ¢ \
Figure 4-9: Deposition and orientation of gold nanorods uder the influence of a cyclic contact line.

Note how initially dispersed and loosely packed namods are oriented and compacted by tt
advancing contact line
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Section 4.4: Assembly in an Evaporating Thin Film of Liquid

Particles in the gas/vapor region of the imagingdew resided in a thin film of
liquid. Particles were driven to aggregate by zawmin on a region of interest and
allowing the electron beam to raster across thepkamvhile recording the image. A

series of images of aggregating particles is péctun Figure 4-10. Once the patrticles in a

0/29/2010 mode frame HV
] E m: )0 |

mag [0 spot —100 nm —— 0/29/2010 mode frame HV mag [0 spot — 100 nm ——
600 O ( 600 O (

9:05 PM ) 31 30. ( U 500 FEG 1 9:52 PM__ Bl 317 ms 30.00 kV ( Juanta 600 FEG
Figure 4-10: (a) — (d) A series of images of nanogigtles aggregating on the silicon nitride
membrane surface in an evaporating thin film of ligiid. Timestamp in HH:MM:SS reads (a)
12:28:46, (b) 12:28:58, (c) 12:29:05, (d) 12:29:52.
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region finished aggregating, or the aggregatiolestathe imaging area was zoomed out,
relocated to a different site of the imaging wind@and zoomed back in to drive another
aggregation process. The level of zoom/magnificatremained fixed during any
particular aggregation process, but was varied frgmmocess to process.
Zoom/magnification was the “knob” that controlléuistexperiment.

The rate and extent of aggregation experiencechéyparticles depended on the
level of zoom/magnification, which affected theeraff heating and evaporation. At low
magnification, the aggregation occurred slowly aotlall of the particles in the field of
view participated equally in the aggregation precézarticles close to the perimeter
moved further and more rapidly than particles riearcenter). At high magnification the
aggregation occurred quickly and nearly all of tharticles in the field of view

participated in the aggregation process.

Section 4.5: Resultsand Analysis

Digital recorded video was processed and partideking was performed to
analyze the motion of particles and evolution o #ystem described in Section 4.4.
Particle and cluster tracking was performed witladgeyJ (1.37) and Matlab, using particle
tracking code made freely available by Dr. Maridfddi [87]. Details of the image
processing and particle tracking are given in AmgpenB. Four levels of
zoom/magnification were investigated:

* 160,000X magnification, scale bar of 500 nm, 1.58pixel (1 dataset)

» 240,000X magnification, scale bar of 300 nm, 1.6¥%pixel (4 datasets)
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* 500,000X magnification, scale bar of 100 nm B, M&@pixel (2 datasets)

* 600,000X magnification, scale bar of 100 nm A, Ond/pixel (3 datasets)

Representative images and the tracked particlect@jes from a single dataset at each
magnification are shown in Figure 4-11 — Figure44-The particles’ positions and

trajectories were digitized and stored in datasfil8everal quantities, discussed in the
following paragraphs, were calculated for a patéiculataset at a given magnification
and the values were averaged with the values frdaherodatasets at the same

magnification to produce Figure 4-15 — Figure 4-22.
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Figure 4-11: First frame (a) and
last frame (b) for one dataset ¢
160,000X  magnification.  (c
Particle tracking results showing
particle  trajectories. Initial
positions are marked with a
hollow circle and final positions
are marked with solid red dots
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Figure 4-12: First frame (a) and
last frame (b) for one dataset ¢
240,000X  magnification.  (c
Particle tracking results showing
particle  trajectories. Initial
positions are marked with ¢
hollow circle and final positions
are marked with solid red dots
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Figure 4-13: First frame (a) and
last frame (b) for one datasetat
500,000X  magnification.  (c
Particle tracking results showing
particle  trajectories. Initial
positions are marked with ¢
hollow circle and final positions
are marked with solid red dots
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Figure 4-14: First frame (a) and
last frame (b) for one dataset ¢
600,000X  magnification. (¢
Particle tracking results showing
particle  trajectories. Initial
positions are marked with ¢
hollow circle and final positions
are marked with solid red dots



The normalized mean distance between particlesfascéion of time for various
magnifications is given in Figure 4-15 (the leftage depicts data for the time interval
0<t<140s and the right image depicts data for tme tinterval 0<t<400s). The mean
distance was normalized with the diagonal lengtthefimaged area. This normalization
was necessary to enable comparison of data obtaiheifferent magnifications. The
mean distance was calculated from the particletiposinformation in each frame.
Details of this calculation, including an explaoatiof the choice of image diagonal as
the normalization factor, are given in Appendix Biefly, considerN particles in a
frame. We select particieand calculate the distandg; between it and the othér — 1
particles, and then determine the average disthrteeen the@™ particle and all the

other particles, i.ed, = ﬁ

¥.,d;;. The same calculation was repeated for Mll
particles in the frame, and averaged to give thamdistance between all particles for
that frame, defined aﬂ_=%2§v=1<71- The mean distance between particles gives a

measure of the aggregation state of the systemindisidual particles aggregate and

Mean Distance Between Particles vs Time Mean Distance Between Particles vs Time

04 04

035§ 0.3%

03F 03

025+ 025+
n2f

P
015+ x'

01

n2f

*
o W

01

m— { £, 000X
— 40, 000X
— 500,000 | |
£00,000%

T

— { ) 000X
— A0, 000X
— 500,000 | |
£00,000%

T

0.0s+- 0.0s+-

a a

Mean Distance Between Particles (Normalized by Image Diagonal)
Mean Distance Between Particles (Normalized by Image Diagonal)

L L L L L L L L L L L n
u] 20 40 & =u) 100 120 140 u] S0 100 150 200 250 300 390 400
Tirme () Tirme ()

Figure 4-15: Mean distance between particled, normalized by the length of the image diagonz
versus time for four different magnifications. L and R image show two different time range:
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form clusters, the mean distance between partidageases. Note that the rate of
aggregation increases for increased magnificatidre plotted values in Figure 4-15
represent the averaged value at a given magnditdfi dataset at 160,000X, 4 datasets
at 240,000X, 2 datasets at 500,000X, 3 datas@&B80000X). For each magnification, the
plots become erratic towards the end because datalséhe same magnification lasted
for different amounts of time and when a datases rout of values it produces a sharp
step in the plotted (averaged) value (e.g., twaskts are being averaged until the first
dataset runs out of values and the plotted valmgpguto the value of the second dataset
only).
The normalized mean cluster size, measured byuhdar of individual particles

in a cluster, as a function of time for various méigations is depicted in Figure 4-16
(the left image depicts data for the time inter@&t<140s and the right image depicts
data for the time interval 0<t<400s). Mean clusiee was calculated by thresholding the

image in ImageJ to produce a binary image whereeggtes containing multiple
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Figure 4-16: Normalized mean cluster size versus time for four differ@ magnifications. L and R
image show two different time range:
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individual particles became a single entity. Deatalle given in Appendix B. Mean cluster
size was normalized with the initial mean clusiee st the start of observation. Erratic
behavior at the end of each plot is due to diffeesnin duration for the datasets, as well
as variability in thresholding the grayscale imafgeg. sometimes a large cluster would
oscillate between recognition as a single clustdrtevo separate clusters).

The normalized cluster concentration (count/are@asured by the number of
clusters in the field of view, as a function of &érfor various magnifications is given in
Figure 4-17 (the left image depicts data for thmetiinterval 0<t<140s and the right
image depicts data for the time interval 0<t<40@3luster count was calculated by
thresholding the image in ImageJ to produce a himarage where aggregates that
contained multiple individual particles became agk entity. Details are given in
Appendix B. Cluster count was normalized with théial cluster count at the start of
observation. Erratic behavior at the end of each igldue to differences in duration for

the datasets, as well as variability in thresha@dire grayscale images.
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Figure 4-17. Normalized cluster concentration (count/area) versus timefor four different
magnifications. L and R image show two different tine ranges
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Particle speed was calculated by measuring thdadisment of a particle from
one frame to the next and dividing by the time #apsed between the frames. Due to an
unsynchronized frame rate issue that resulted iersampled images, the speed
calculation was not straightforward. Details of fr@me rate and speed calculation are
given in Appendix B. The speed for all of the pdets in a frame was calculated and
averaged to give Figure 4-18 and Figure 4-19. [Eigtvl8 depicts the mean particle

speed as a function of time for magnifications 60,000X (a), 240,000X (b), 500,000X

(a) Mean Speed vs Time for 160,000 (b) Mean Speed vs Time for 240,000
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Figure 4-18: Mean speed of all the particles in the field of iew versus time for all datasets at fot
different magnifications. (a) 120,000X. (b) 240,000X. (c) 500,000X) @D0,000X.

77



(c), 600,000X (d). Time starts at the beginninghe aggregation process. Figure 4-19
depicts the mean particle speed as a functioneofhtban distance between particles for

magnifications of 160,000X (a), 240,000X (b), 5@DH (c), 600,000X (d).

(a) Mean Speed ws Mean Distance Between Particles for 160,000X (b) Mean Speed ws Mean Distance Between Particles for 240,000X
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Figure 4-19 Mean speed of all the particles in the field of iew as a function of the mean distant
betweenall the particles in the field of view for all datssets at four different magnifications. (a
120,000X. (b 240,000X. (c) 500,000X. (d) 600,000X.

Spatial information about speed is important ad.wWer example, it would be
useful to know if particles move faster in one oegof the imaging window compared to
other regions. A coordinate system was selectetepoesent the radial position of a

particle from the center of the image. The coordireystem was designed to take into
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account the fact that the electron beam illuminaegctangular region. Based on the
particles’ trajectories in Figure 4-11 — Figure 4i-1t is clear that the rectangular footprint
of the imaging region affected the aggregation gpatt(also a rectangle) and the
relationship between image geometry (heating regemmetry) and particle position had
to be considered. Details of the radial box coat#irsystem are given in Appendix D.
Figure 4-20 depicts particle speed as a functioradifal box position from the center of
the image. The plots show speed measurementsda@ntiire duration of all datasets. If a

radial position had multiple speed values becauskipte particles passed through the
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Figure 4-20: Particle speed as a function of radial box positin for all datasets at four differen
magnifications. (a) 120,000X. (b) 240,000X. (c) 500,000X. (d) 60@0X.
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same radial position at different times, then tpeesl values were averaged for that
position.

To soften the impact of outliers in Figure 4-20g ttadial position was divided
into bins of length 5 pixels (i.e0px < bin;<5px, 5px < bin,<10px, 10px <
binz<15px, etc) and the speed values in each bin were as@réggure 4-21 depicts the
binned and averaged particle speed as a functicadad! box position from the center of

the image. Lastly, the speed data was processe¢keirsame manner of binning and
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Figure 4-21: Binned and Averaged particle speed as a functioof radial box position for all dataset:
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averaging, except particles with zero speed wensidered stuck to the membrane and

excluded from the calculation. Figure 4-22 deptbes binned, averaged, non-zero speed

as a function of radial box position from the cemtethe image.
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Chapter 5: The Effect of Evaporation on Fluid Flowin a Thin
Liquid Film and Consideration of Other Effects.

In Chapter 4, we imaged the motion and aggregatfonanoparticles resulting
from motion of the “contact line” and evaporatioh @ liquid film. As discussed in
Section 4.3, nanoparticles interacting with a reaegdontact line were propelled into the
thin film region, although often with a delay beemewhen the contact line passed over
the particle and when the particle moved. Additiynan advancing contact line was
seen to push particles away, rather than enguticpes. As discussed in Section 4.4,
particles in an evaporating thin film of liquid aggated. The kinetics and extent of
aggregation was dependent on the magnificatiohefrhage in the electron microscope.
In this chapter, we will estimate the various farcacting on the nanoparticles and
characterize how these forces change in responkeytparameters in order to obtain a
deeper understanding of the process. Insight gdioed the investigation can be used to
design processes and systems based on convegtiMesgaassembly with desired
outcomes. Suggestions for novel nanoparticle ssémbly techniques are presented at

the end.

Section 5.1: Background and Fundamentals of Relevant Phenomena
5.1.1: Pressurein a Liquid Thin Film

Disjoining Pressure

The self-leveling nature of a free-flowing liquid response to a potential field
should be familiar and intuitive to most. On thecnoascale, the dominant potential field

is gravitational potential energyn(g h). For example, imagine a tank of water with a
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partition in the middle that separates two différeolumes, one of which is larger, and
thus higher, than the other (Figure 5-1). Upon nesh@f the divider, water will flow

from the tall section to the short section in ortteminimize the gravitational potential
energy of the system. Flow is driven by a spatalation in the hydrostatic pressure of

the water g g h) due to the variation in water height, giving rigea lateral pressure

gradient gP/dx).
(a) (b)
P, >P, P, >P,
(©) (d)

P, > P, P,=P,

Figure 5-1: Equilibration of liquid height on the macro-scale in order to minimize
gravitational potential energy. (a) A tank with a dvider separates two volumes of wate
The hydrostatic pressure in the taller volume of kuid is greater than in the shorte
volume of liquid. (b) The divider is removed.(c) Water flows from the higher pressur
region to the lower pressure region. (d) Flow ceasevhen the liquid height is constan
There is no longer any lateral pressure gradientsot drive flow. Gravitational potential

energy of the system is minimized.
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Similarly, there is an analogous process that tpksese on the nanoscale, except
that instead of gravitational potential energysitntermolecular interaction energy (i.e.,
Van der Waals force) that drives the process. Wim@lehe Van der Waals interaction
potential between molecules as

Winm (1) = _T-En’ (5-1)

and corresponding force as

dw_ ncC

frm () = T dr g (5-2)

wherer is the center to center separation distance betweseculesn = 6 for Van der

Waals interaction, and is the London dispersion force constantl(Q~’7] m® for many

commonly encountered materials) [88]. When> 0, the force is attractive, and when
C <0, the force is repulsive. An interaction potentidlthis form is appropriate for
describing the attractive interaction of a waterlenole with a wetting surface (e.g.
silicon oxide, silicon nitride, etc); however, om®uld capture more complicated
interactions between molecules by writing the iatdon potential in a more general

form:

Wi (1) = =4 o (5:3)

Fn T pm
and including additional terms such as Coulombiteractions between charged
molecules, dipole interactions between polarizabtgecules, the interaction of a water
molecule with a hydrophobic surface, or other mt&pns of interest. As detailed in

“Intermolecular and Surface Forces” [88], equati@®d) and (5-2) are used to calculate
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the interaction potentiali,,) and corresponding forcg,(,) between a molecule and a

plate of thicknesg’; and molecular number densipy, separated by distanch, (see

Figure 5-2):
_ mCpy (1 1

w01 = =2 (55~ G 7y) -4
_ mlpy (1 1

fmp (D: Tl) - = T (ﬁ - m) . (5-5)

As a reference for the strength of this interactisa can compare,,,, for a single water
molecule to thermal energyz T. A water molecule in direct contact with a silicon
nitride surface will have a separation distancealobut D~0.45 nm (radius of water
molecule= 0.193 nm, radius of silicon nitride molecule 0.253 nm), the thickness of
the silicon nitride membrane (plate 1)Tils= 50 nm, and the number density of silicon
nitride is p; = 1.48 x 10?8/m?3, which at 30 °C yieldsv,,,(0.45 nm,50 nm) /kp T =

0.2 (30 °C was selected as a modest temperature useadheating from the beam).

Figure 5-22 Schematic illustration of relevant geometric paraneters for a molecule and a plate wit
Van der Waals interaction. The plate is of thicknesT,, molecular number densityp,, and separates
by distanceD.
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Figure 5-3: Schematic illustration of relevant geometric paraneters for two plates with Van de
Waals interaction. Each plate is of thicknes:T;, molecular number density p;, and separated b
distance D. If we consider plate 2 to be a liquid film, therthe separation,D, would be given by thi
sum of one molecular radius from each material. Its helpful to define the film height,h = D + T,.
Moving out by a single water molecule diameter, sthivalues drops to
Wpp(0.83 nm, 50 nm)/kp T ~ 0.03, and at another molecule diameter away the value
drops to wy,,(1.22 nm,50 nm) /kz T =~ 0.01. From this, one might be tempted to
conclude that the Van der Waals interaction is irdé magnitude too small and dies off
too quickly to be of any consequence. This is irexirbecause when summed over the
entirety of the liquid body (film height), the imgetion becomes quite significant. The
expressions in equations (5-4) and (5-5) are ugaabtain the interaction potential and

corresponding force between two plates of thickrigsand T, with molecular number

densityp; andp,, separate by distanc®,(see Figure 5-3) [88]:
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pr(Dl TllTZ) = -

nCp1p2(1 1 4 1
D2 (D+T,)?> (D+T,+T;)?

12
1 (5-6)
. mCpipy (1 1 !
fpp(D;TllTZ) — _T (ﬁ_ (D + T2)3 + (D + TZ + T1)3 (5 7)
1 -
-Gy

Note thatw,,, and f,, are normalized per unit area, which means fhats actually in
units of pressure (i.eN/m?, Pa). Supposing that plate 2 is a fluid, the compres$irce
of the Van der Waals interaction is balanced bgsuee in the fluid,

PVdW(Dleih) = Pd(Dlei h) = _ﬁ)p(Dlei h)

_nCp1p2(1 1+ 1 1 ) (5-8)
G D3 h* (h+T)3 (D+T3)

where T, has been replaced by, fluid height, using the relation =D + T,. The
expression in equation (5-8) is analogous to gaieihal hydrostatic pressure in a fluid,
except that on the nanoscale it is Van der Waatkdsyatic pressure. This pressure is
well known and referred to as the disjoining pres#y (the pressure it takes to separate,
or disjoin, the plates), and is considered an irgmarfactor in characterizing the wetting
properties of a drop on a surface [72], [89], [909r a water film height ok = 50 nm,
the disjoining pressure at the water/nitride irgeef isP,;(0.45 nm, 50 nm, 50 nm) =~
28 MPa. At a cross section of the water film locatedDat= 10 nm, the disjoining
pressure isP;(10 nm,50 nm,50 nm) = 2.5 kPa. Looking at the pressure difference

between two points in cross-sections with film Inésgh, andh; yields
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water

silicon nitride

Figure 5-4: lllustration of the pressure difference,AP4, that arises in a thin film of water on a silicol
nitride surface due to nanoscale variation in film height md subsequent variation in disjoining
pressure. While the magnitude of the pressure vargealong the film height Py > P, > P3, P, >
Ps > Pg), the pressure difference between two points logad the sane distance from the silicol
nitride surface is the same, regardless of verticglosition (P, — Py = P5 — P, = P¢ — P3).

APd(T1:h1:hz) = Pd(D»Tphz) - Pd(D»T1:h1)

_mCpyp; ( 1 1 1 1 ) (5-9)
=——— =" .

e Ry (AT (gt TP

Interestingly, the pressure difference in the flexdsts due to the variation in film height,
but the vertical positio® is not in the expression. Although the magnitufipressure in
the fluid varies with vertical position in the ligufilm according to equation (5-8), the
lateral pressure difference between two crosseegtiis constant throughout the
thickness of the film, irrespective of vertical pgms. For example, the pressure
difference between B, = 25 nm thick water film and &, = 50 nm thick water film is
AP4(50 nm, 25 nm, 50 nm) ~ 140 Pa. This value of AP, is the same whether one

considers two points located at the water-nitriderface, two points locateld nm from
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the interface, or two points locat@8 nm from the interface (see illustration in Figure

5-4). Considering that is a function ofc, we can write

dP, C 1 1
a_TLPpipe (_ ) h,, (5-10)

dx 2 Rt (h+T)*
where subscripk denotes a derivative. For simplicity, the disjamipressure gradient
can be written as

de:”CPlpz hy

— 5-11
dx 2 h#*’ ( )
recognizing that the error in in the disjoining gsere gradient scales as
dpP, _ 1 512
dx error—(1+T1/h)4_1. (' )

For a water film that i& = 50 nm thick on a silicon nitride surface thatTig = 50 nm,
the error is~ 7% and decreases with decreasing

Laplace Pressure

Surface tension must also be considered for iecetin pressure in the fluid. It is
well known that when a surface separating two ingsibie fluids (e.g., a bubble or
droplet) is curved, there is a pressure jump actiossnterface, known as the Laplace

pressure, given by

1 1
APLaplace = Finside — Poutside =V (_ + _>' (5-13)

Ri R
wherey is surface tension amtf andR, are the principle radii of curvature. Since we are

focusing on one-dimensional analysis, we write

1

APLaplace = Pinsidze — Poutside =V (R_> =yk, (5-14)
1
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wherek is the curvature of the surface.

Total Pressure

In the experiment considered here, there is a gpefvbubble that should be
considered the “inside” and a surrounding liquidttehould be considered the “outside.”
In the same manner as Pham et al. [72], we ussntladl angle (slope) approximation for
curvature (k = d*h/dx?), and combine equations (5-8) and (5-14) to wiite total
pressure in the liquid as
Piiquia = Poubbie =V hxx + Pa, (5-15)

and express the total pressure gradient as

dap dpP, mCppy hy

a = =Y Ayxx + E = =Y hyxx T F (5-16)
or

dP yhe m C p1 py hs

—=— vz T ———— =—. 5-17
dx 3 Poes + 21h,° h* (5-17)

whereh andx have been replaced by the non-dimensional subistish = h,, h and
x = |l X whereh,, is the farfield fluid height andis the horizontal length scale.

At this point, it is helpful to introduce a quaptitalled the capillary length.
Capillary length is a characteristic length scaled fluid subject to a body force as well
as surface tension. For length scales below thdlargplength, the liquid can be
considered to have a low Bond number (ratio of bimdge to surface tension force) and
thus dominated by surface tension. Conversely,ldogth scales above the capillary

length, the liquid can be considered to have a Bighd number and thus dominated by
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the body forces. Kralchevsky and Nagayama [73] idea definition of capillary length

that considers gravitational as well as Van der [é/ghisjoining pressure) body forces,

-1/2
1= <A;})/g N dey/dh> ' (5-18)

where Ap = pyater — Pair = 999 kg/m3, and g is gravitational acceleration. The first
term on the right side of equation (5-18) is thioraf the gravitational body force to
surface tension and the second term is the ratibbeoflisjoining pressure effect to surface
tension. If we compare the disjoining pressure terrthe gravitational term, we see that
for a 50 nm tall film of water, the disjoining pressure ters1~+120,000 times greater
than the gravitational term. As we could have etgrEowve can thus neglect gravitational

effects in our nanoscale system. The capillarytletigerefore becomes

-1/2
q_1 = (M) . (5_19)
2y h*

We can also compare the disjoining pressure eftestirface tension by taking the ratio
of disjoining pressure term 2term) to the surface tension terni'¢erm) in equation

(5-17) to get
2
Bog = ————, (5-20)

which we will call the disjoining pressure Bond riugn. Bo, is similar to the traditional
Bond number in that it represents the relative ingrece of a body force to the surface
tension force, except the body forceBo, is the Van der Waals force, not gravity (as in
traditional Bond number). We can also relate eguati(5-19) and (5-20) with the

substitution
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12 = Boy q72. (5-21)
Equations (5-19) — (5-21) allow us to identify megis in which the hydrodynamics
within the thin film of water should be dominatey the disjoining pressure effect, i.e.,
the characteristic lateral length scale is largeantqg~' and thereforeBo, > 1.
Supposing that th&; dominated regime is defined Bs,; = 10 , one can calculate the
capillary length for a system using equation (5-489 then use equation (5-21) to find
that if [ >+/10 g1, then the disjoining pressure effect is expectediominant. To
illustrate the magnitude of these quantitief0anm film of water on a silicon nitride
surface at room temperature has a capillary lenfjgr ! ~ 7.7 um. If the film extends
for a distance of > 24 um, thenBo,; = 10. A 30 nm film of water on a silicon nitride
surface at room temperature has a capillary lenfi? ~ 2.8 um, and ifl > 8.9 um
thenBo; > 10. A 20 nm film of water on a silicon nitride surface at rodemperature
has a capillary length af ! ~ 1.2 um, and ifl > 3.9 um thenBo, > 10. In this high
Bo, regime, it is expected that the shape of the dibyaipor interface as well as the

associated liquid flow is can be well describedh®ydisjoining pressure effect alone.

5.1.2: Capillary Force Background

Capillary forces between particles become importanén the thickness of the
liquid layer drops below the particle height. Kfsdesky and Nagayama [73] derived an
analytical expression for the immersion capillasgck between two particles resting on a

surface and protruding from a liquid thin film, givby

F=2nyQ,0Q;qKi[qd], (5-22)
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Qx = 11 Sinfgy ], (5-23)

wherey is surface tensiorg is capillary length (defined in equation (5-19)),is the
separation distance between particlés,is modified Bessel functiony is contact line
radius, andp,, is meniscus slope angle. See Figure 5-5 for astitition of the geometric

parameters.

Figure 5-5: lllustration of relevant geometric parameters for lateral capillary force interaction
between particles in a liquid thin film.

Section 5.2: Discussion

There are several forces in our system: thermalefrsurface tension forces,
convective forces, capillary forces, and adhesiomtes between the particles and the
silicon nitride surface on which they rest. Our Igta to compare these forces to
determine which ones dominate. Particle aggregatmoourred at all levels of
magnification, though to varying extents and atyway rates. At high magnification
(500,000X and 600,000X), aggregation occurred mastkly and typically resulted in
very few clusters or even a single cluster contgrall of the initially dispersed particles

visible in the observation window (see Figure 4ak@l Figure 4-14). It is interesting to
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note that with a magnification of 500,000X, whichoyided slightly slower kinetics
compared to a magnification of 600,000X, the pkasicreached a slightly lower
interparticle mean distance. This indicates tha& $lower process was able to pack
particles together more effectively, which is catent with the results of Zhao et al. [78],
who found that the assembly process resulting frapid solvent evaporation at elevated
temperature (40°C) produced disordered structuvbse slow evaporation rates at room
temperature produced both ordered and disordemedtstes. At low magnification
(160,000X and 240,000X), aggregation occurred nstwevly and typically resulted in
many disjoint small clusters (at least in the tspan of the experiment) (see Figure 4-11
and Figure 4-12). The dependence of the aggregptimress on magnification suggests
that aggregation was driven by beam effects, ibe,evaporation of the liquid due to
heating from the beam. The spot size of the bedirad (recall that the microscope was
operated in STEM mode with a focused rastered beasns the pixel size of the image
(1024 x 881), which means that as the magnificaithmneases, the area through which
the electrons pass decreases. This results inaeased flux of electrons through the
sample at increased magnification. So at highernifiagtion, heating should be more
significant, evaporation should be more significaartd the aggregation phenomena, if
driven by the evaporation of the liquid, shouldnbere pronounced. Figure 4-15 — Figure
4-17 are consistent with this trend.

Close examination of Figure 4-11 and Figure 4-1Zats that not all of the
particles in the field of view move the same distaor at the same rate. There is an outer

region near the perimeter of the image where pastiexperience significant motion, and
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an inner region where particles, comparatively,ndd move as much. So the forces
experienced by the particles are not experiencadlcpy all of the particles in the field
of view. Let us consider some of the possibledsré& energies influencing the system

through qualitative as well as quantitative congans.

5.2.1;: Thermal Forces

While always present, thermal fluctuations do msuit in directed motion unless
there is a gradient in temperature. There is, iddeegradient of temperature in our
system. The region being irradiated by the beanulghibe hotter than the surrounding
area outside of the beam. Directed motion, regyftiom thermal forces, would therefore
drive particlesout of the field of view andaway from the center of the image due to the
increase in diffusivity with temperature (thermopdsis). This is not what we observe. In
all our experiments, the particles migrated towdhgscenter of the imaged region. Thus,
thermophoresis of particles due to a thermal gradgelikely not important.

Temperature variations also produce gradients iiface tension that can lead to
fluid motion, termed the Marangoni Effect. When lsgxp to a shallow body of liquid
with a lateral temperature gradient, the effect gmaduce thermocapillary motion,
typically drawing the fluid from regions of highngerature (low surface tension) to
regions of low temperature (high surface tensi®i).[As in the case of thermophoresis,
thermocapillary motion would be in the oppositeediron from the observed motion of
the particles. It is possible, however, that thezagollary motion could play a role in the
influencing the height of the thin liquid film, w¢h has important consequences on the

pressure (and pressure gradients) in the liquiateasribed earlier in subsection 5.1.1. We
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assume, however, that temperature variations drkkety to be significant at the length
scales considered here and ignore Marangoni Effects

How about thermal energy as the cause of randonomaf particles? Let us
consider a particle undergoing a random walk duBrtavnian motion. The well-known
expression for mean square displacement of a [grtioving inn-dimensional space
(n=1,2,0r3),is given by
(r®), =2nDt, (5-24)
whereD is the diffusion coefficient andis time (derivation presented in Appendix E). In
our case, the expression for 2-D Brownian motiogu&ion (5-24) withn = 2) is
appropriate because the particles are confined ttanalayer. We replac® with the
Stokes-Einstein relation (for a fully submergedtioe), used earlier in equation (3-8), to
get

2kgTt
3muR

(5-25)

(T2>ZD =
where kg is the Boltzmann constarif, is temperaturet is time, u is viscosity of the
liquid (water), andR is the particle radius. From this, one typicallypeesses the
displacement of a particle with the root mean sewhsplacementr?)/2. To compute
(r®)/2 we useR = 8 nm, the mean particle radius measured in the initieige of all
datasets at all magnifications. We will considetirae interval of 10 seconds (the
experiments depicted in Figure 4-15 — Figure 4lasted for 70 — 450 seconds). We can
get a lower bound fotr?),,with values ofT = 30°C andu = 0.799 x 1073 N's/m,

and an upper bound fdr?),,with values ofT = 90 °C andu = 0.316 X 1073 Ns/m
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[92] (keeping in mind that the beam heats the sarapbve room temperature but we’'ve

never seen boiling with our imaging conditions)isTgives the following values:
(r)t/z . =37um
(r)t/z =65 pum.

This means that unrestricted Brownian motion assalt of the thermal energy of the
system should produce particle motion on the ood&7 um — 65um over the course of
10 seconds. The thermal motion of suspended pestaibse to a surface is hindered by
viscous drag. Thus, the above estimates of themtdemotion are likely to be
overestimates. Nevertheless, one would expect sdspeparticles to travel significant
distances over the course of an experiment. Withame of even a fraction of the above
magnitudes, particles would be flying in and outtleé field of view throughout the
process, likely bumping into each other in a diffusimited aggregation process similar
to what was discussed in Chapter 3, but confinedo This clearly does not happen
here. In most of the aggregation footage, the gagtidid not appear to experience a great
deal of random thermal motion. Occasionally in thmh magnification images
(500,000X and 600,000X) a particle or small clugtenped across the image and/or
rotated 180 degrees, seemingly at random; howenegeneral there was not much
random motion observed. This is a somewhat sungyisbservation, given that thermal
energy is generally considered a prominent factoranoscale particle systems.

This indicates that random thermal motion in ousteyn of particles was

suppressed. The question is, by what means wapprassed? It is important to note that

97



random particle motion was not suppressed solelthenregion being imaged by the
electron beam; particles throughout the gas/vamgion of the imaging window

remained fixed until they were zoomed in on byelextron beam, otherwise there would
have been aggregates present throughout the imagiagpw. This lets us exclude beam
effects or charge artifacts as the reason thatcpartliffusion was suppressed. We
conclude that the particles must have been stuthetailicon nitride membrane surface,
probably due to intermolecular forces, i.e., Van Wéals forces, hydrogen bonds, and
others. These forces were strong enough to holgdhigcles in place and resist random
Brownian motion due to thermal energy, but notregrenough to resist other forces that

drove aggregation.

Thermal forces conclusion: Thermal forces on the particles are not significant. Random

Brownian motion is suppressed by particle interaction with the surface, which is then
overwhelmed by another force(s) to drive assembly. The interaction energy between a
particle and the surface must be greater than the thermal energy of the system,
Enermai = kg T ~4x 10721 J and the interaction energy that drives motion and
aggregation must in turn be even greater. Marangoni Effects and associated flows driven

by surface tension gradients are ignored in this analysis.

5.2.2: Surface Tension Force on a Single Particle

A single partially submerged patrticle at a liquidface with a height gradient can
experience an imbalance of forces based on suidasen that will result in motion. The

situation is more complicated when multiple paeichre present, as they would produce
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mutual deformations of the liquid surface to yiahtlerparticle capillary forces. In our
experiment, the imaged region was being heated @medumably the liquid was
evaporating. Liquid from outside the image regionld flow into the evaporation zone
to replenish the evaporating liquid. If the thigdid film height in the imaging region
was not uniform, we must question whether the eradin film height could be
responsible for particle motion.

We expect the center of the image region to hatid@reer liquid film than the
perimeter since the center is furthest from thepBupf fresh liquid. A particle on the
surface would see the environment illustrated igufFé 5-6. The case of a floating
particle on a curved liquid surface was exploredlayoh et al. [93]. They examined the
cases of wetting and non-wetting particles on cgrared concave meniscus surfaces. In
their analysis, the case of a wetting particle vehdsnsity was greater than that of the
liquid was trivial because they were looking atkbliduid, not a thin film, and a heavy
wetting particle would simply sink into the liquitllevertheless, we can employ similar
analysis to that of Katoh et al. and also incluue teactive force that the surface exerts
on the particle. We assume that our gold nanopestizre wetted by the liquid, since the
contact angle of water with gold is less than 9@reées [94]. In addition, the nanorods
were coated with CTAB to keep them stable in wétareasing wettability). When the
contact angle is < 90°, a meniscus will rise arotledparticle, with an associated surface
tension force. The surface tension force acts atdha wetted perimeter of the particle
and the resultant of the force points in a directibat is inward and orthogonal to the
liquid surface (Figure 5-6(b) and (c)).
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Katoh et al. consider two other forces: gravity dnmyancy. Neither of these
forces is relevant to our system because we aflendasith nanopatrticles in a thin film
for which the (traditional) Bond number is very dimdhe Bond number is a non-
dimensional number that gives the relative imparaof gravity forces to surface tension

forces:

Ap)g 12
Bo = (’))Tg, (5-26)

whereAp is the difference in density between the partaid the suspending fluigd, is
the gravitational acceleratioh,is the characteristic length, apds surface tension. For
gold particles fgoq = 19,300 kg/m?) in  water pyae = 1,000 kg/m*  and
Ywater (25°C) = 71.97 x 1073 N/m) with a film thickness that is assumed to be an th
order of the particle diametek & 16 nm), we haveBo ~ 6x1071°. As an upper bound,
consider that a 100 nm film of water at 90 °C wolldve Bo ~ 3x1078. When
Bo < 0.01, gravitational forces can be safely neglectedairof of surface tension forces
[95]. Katoh et al. draw a vector diagram of foraes a floating wetted particle that
includes gravity (acting downward), buoyancy (agtinpward), and surface tension
(acting down and away at an angle) to show thatetle a net force that moves the
particle sideways up the meniscus. In our casefepiace the gravity force with an
attractive force between the particle and theailiaitride surface due to intermolecular
interactions, and replace the buoyancy force witomplimentary force that represents
the energetic penalty paid to displace a voluméaoifid (which has its own attractive

interaction with silicon nitride surface) by therfiele. We can refer to this as the Van der
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Waals buoyancy. In addition, we have a reactiorefdnetween the particle and the
membrane surface. The vector sum of these forcdspited in Figure 5-6(c). It shows
that a particle on a surface that is wetted byraunaform film of water will experience a
net force that pulls the particiato the thicker part of the film. A similar conclusiaan
be arrived at by energetic considerations. As tlettasl surface area of the particle
increases, its energy decreases. This is similth@a@onclusion reached by Katoh et al.,
which states that a buoyant wetted particle williveninto the thicker part of the liquid

(up the meniscus).

Surface tension forces conclusion: Surface tension force experienced by a single partially

wetted particlein a liquid film of variable height is directed towards the region of thicker
film and cannot explain the aggregation phenomena that was observed in our
experiments. If present, such forces would draw the particle into the thicker part of the
liquid film, i.e. from the center to the edge. This is not consistent with the observed

behavior of the system.
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Figure 5-6: lllustration of a gold particle in a liquid thin film of variable thickness. If there was ¢
variation in liquid film thickness in the imaging window, we would expect the perimeter to be thicke
than the center. The center of the imaging windowsi denoted by a dashed line. (a) Would a partic
in this situation experience a force imbalancehat could lead to motion? If so, which way would
move? (b) Forces acting on the particle include sface attraction to the substrate (green), &
opposing force arising from the energetic penalty gid to displace liquid to accommodate the particl
(purple), a reaction force at the surface (black) and stace tension (red). (c) A vector force diagral
showing the resultant force in blue
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5.2.3: Capillary Forces

As described in Section 5.1, capillary forces hdween established as an
important factor to consider in the assembly ofapemticles. However, capillary forces
are not likely to be significant in our system. Mparticles and nanorods, did not move
or assemble deterministically unless they were do@mnaged with the electron beam.
From this, we surmise that the equilibrium thicle$ the thin liquid film was thicker
than the size of particle or rod (> 20nm). As désd in Section 4.5, not all of the
particles in the field of view participated in tlaggregation process, and in cases of
incomplete aggregation it was often the partictethe center that did not aggregate (see
Figure 4-11 and Figure 4-12). This is not consisteith what we would expect for
capillary force-induced assembly. Particles atdéeter should be in the thinnest part of
the liquid film, which would make them protrude thmst and therefore experience the
strongest interparticle capillary forces. Capilldoyces are a viable explanation for the
packing of nanorods in Figure 4-7, however, theyndd explain the motion of the
nanorods ejected from the bulk liquid in Figure,4afhich came to rest at seemingly
arbitrary locations in the thin film that were no¢ar any other particles. If capillary
forces drew a particle into the thin film regionhyvdidn’t the particle continue moving
to join with the particle(s) responsible for theitiary force? Additionally the nanorods
already in the thin film region of Figure 4-6 (greeircle) did not move. The nanorods
that were pushed by the surging contact line infégl-8 were subject to forces of some
kind that produced motion, but they did not aggtegahile in the thin liquid film. If
capillary forces were present and significant, wdny the two large distinct clusters of
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nanorods in Figure 4-9 not draw together to forsingle cluster? The precise thickness
of the thin liquid film is unknown, which makesdifficult to definitively state whether
capillary forces can be ruled out completely (thes zero if the particle is not protruding

from the film).

Capillary force conclusion: Interparticle capillary forces alone do not appear to be a

viable explanation for the variety of interesting particle behaviors observed in our

experiments.

5.2.4: Pressure Gradients and Flow in the Liquid

The liquid film in the imaging region is irradiatdsy the electron beam. As a
result, the temperature in the irradiated regiamaases, with a corresponding increase in
evaporation rate. The evaporation provides a me&nmsass transport out of the thin
liquid film that will cause a decrease in film hieigelative to the surrounding unheated
region. As described in Section 5.1, spatial vanet in film height give rise to pressure
gradients, due to both surface tension and disjgimpressure of the liquid (equation
(5-17)). Liquid lost from the heated thin film regi can be replaced by liquid flow from
the surroundings. Lateral pressure gradients irtttimeliquid film provide a mechanism
for directed particle motion via non-uniform presswn a particle’s surface, as well as
convection of fluid with associated hydrodynamiaglr For the situation described in
Section 4.3, hereby referred to as the contactrfindel, liquid lost from the heated thin
film can be replenished by the much thicker “bulifuid at the contact line, as well as

the thin liquid film outside of the imaging areaésFigure 5-7). We are interested in
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what happens right next to the “bulk” liquid regisien the “contact line” passes over a
particle, so we perform 1-D analysis in Cartesiaordinates (valid for a particle that lies
on theX-axis for which flow in they-direction would cancel out due to symmetry).
Similarly, for the situation described in Sectiad,shereby referred to as the heated patch
model, liquid lost from the heated thin film can beplenished by the surrounding,
unheated thin film (see Figure 5-8). We consider hilgpothetical case of the imaging
region as a circular disk (the image is actualhgetangle) and perform 1-D analysis in

axisymmetric cylindrical coordinates.
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(a) Top view (Cartesian coordinates)

Thick “bulk”
liquid

Flow from
“bulk” liquid

: (b) Side view (Cartesian coordinates)
1

Figure 5-7: Top view (a) and side view (b) illustration of tke liquid film (blue) and the electron bean
imaging region (evaporation zone) (red) in the comtct line model that applies to Section 4.3Refer
also to the illustration in Figure 4-3. Cartesian oordinates are used. See Figure 4-5, Figure 4-&nd
Figure 4-7 for comparison to the experiment. All vaables are normalized.
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(a) Top view (cylindrical coordinates)

i (b) Side view (cylindrical coordinates)

Figure 5-8 Top view (a) and side view (b) illustration of tke liquid film (blue) and the electron bear
imaging region (evaporation zone) (red) in the heat patch model that applies to Section 4.Refer
also to the illustration in Figure 4-3 The coordinate system is approximated with axisymetric
cylindrical coordinates. See Figure 4-10for comparison to the experiment. All variables ar
normalized.
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Conservation of mass dictates that the followingticmity equations must hold

true:
V-(ho)+/=0 (0<x<1) (5-27)
V-(ho) =0 (1<X%). (5-28)

In the aboveh is the film height,v is the mean fluid velocity (averaged over the heig
of the film), and] is the evaporative flux (per unit length). Reda® non-dimensional
substitutions used in equation (5-17)= h, h andx = [ %, whereh,, is the height scale
(edge height in contact line model and far-fielitghein heated patch model) ahds the
horizontal length scale (half the diameter of thap®ration zone). Botth and v are
functions of the positio&. For simplicity (and for lack of more detailedanfnation), we
will assume that the evaporation rgtes uniform since the electron beam irradiates the
imaging window more or less evenly and we assumalgemperature variations. We
also assume that the re-condensation of evapovaé&gr vapor occurs over a relatively
large area compared to the area of evaporatioio (0htsurface area of whole bubble
region to surface area of imaging region ~ 800@&dy so the effect of the flux of
condensing water vapor on the flow field can berga.

The domain oft in the heated patch modelds< ¥ < b whereb > 1, while the
domain ofX in the contact line model I8 < ¥ <1 (see Figure 5-7 and Figure 5-8).
However, for completeness, expressions in the coritae model analysis (Cartesian
coordinate) that follows are given over the sameala as the heated patch model, i.e.,
0 < ¥ < b with heating or0 < ¥ < 1. When applying the expressions in the contact line

model to our particular experiment we spedify 1.
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The Navier-Stokes equation for fluid flow reduceshe Stokes equation at low
Reynolds number:
uV?v = VP, (5-29)
which is a valid simplification for fluid flow in &hin liquid film that is under 100 nm.
The Stokes equation in Cartesian and cylindricabrdinates with scaled distances
(x =l X, z = h Z) becomes, respectively

d2%v d0%v 3 h? 1% 0P

2 —+ 17— 5-30
Womt U emT T o (5-30)
(10 0’v  h%1% 0P

2 |- 7 r= 2 2 7 - -
LP: (z Fra ”)> T eET T (5-31)
Assuming that > h, both equations reduce to

0%v 3 h? op (5-32)
922 u ox’

for which the mean fluid velocity for Couette fldwetween a non-slip surfacé € 0)

and a free surface€ & h) gives

1 h?2 dP  yhe - (- s
p = = — = 1% | Rypz — = 5-33
% .Lvdz 3ndx 3D h <hxxx Boy h4>' ( )

wheredP /dx has been replaced by the expression in equatid7)and the disjoining
pressure Bond numbd&o,; was defined previously in equation (5-20). Theoe#l can

be normalized by

(5-34)
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V=— EZ (flfgf — BOd —i> (5-35)

The validity of thel > h assumption that allows equations (5-30) and (5181pe
simplified is tested by computing the velocity dfetfluid and then comparing the

magnitude of the terms that were neglected todirad that were retained, i.e.,

62
2
h T 0%z
92y
072
0 N
? ax(~ e ))

ox
d02v
la2

(Cartesian coordinates), (5-36)
[?

(5-37)

(cylindrical coordinates).

Contact line model - Cartesian coordinate analysis

The mass conservation equations (5-27) and (5-@&)rhe

%(hmﬁﬁh]:o 0<%<1) (5-38)
ld~(h ho)=0 (1<%, (5-39)

Integration produces
ho=—-—% (0<x<1) (5-40)

ho=(ho)|z=y (A<X) (5-41)

(0<x<1), (5-42)
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Efgf = BOd ﬁ — A4 = (1 < 2), (5'43)
where
3plt
A=t (5-44)
Y hoo

Combining equations (5-42) and (5-43), we write

E—A % (FHA - +HE- 1)), (5-45)

hzzz = Bog P

whereH(X) is the Heaviside function. Equation (5-45) mustsbé/ed numerically and
the resulting solution is plugged into equation3@-to calculate the fluid velocity.

Boundary conditions (see Figure 5-7) for equatmdy) are

hz(0) =0 (5-46)
h(b) =1 (5-47)
and

hz(b) = ¢ (5-48)

whereg is the slope at the boundary. We will exploreeffect that different values ¢f
have on the solution.

We derive an expression for equation (5-36) thés$ t&s whether our velocity
solution validates thd > h assumption that was employed to simplify the Stoke
equation (equation (5-30)). The denominator is iyibg

0%v  R*129P h21> —3uv

12 = — =
072 U  ox u h?

=312, 7, (5-49)
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where equation (5-32) is used to defitr/9z2, and (5-33) is used to replace the

dP /dx term. The numerator is given by

azvmax — R 0° (% 17) —

2
h ox: %2
_ (5-50)
3/ 1 ho, - (2hy . _
3 _ ~ 2
92w 0*(37)  3Jlh, (2F -
2 max _ 2 2 _ 00 P ~ 5-51
W —— = — > = —h | (1<), (5-51)

where the maximum velocity,, ., =

N|Ww

v for Couette flow is used and is given by

equations (5-40) and (5-41). Taking the ratio afapns (5-50) and (5-51) to (5-49) we

get

(5-52)

whereA is defined previously in equation (5-44), ahd, h;, andhg; are all determined
from the solution to equation (5-45).

We can simplify equations (5-42) and (5-43) for thse of larg&o, and write

A
=—=%x% (0<%<1) (5-53)
BOd

3"|><r !

A o
=5, (<D (5-54)

3"|><r !
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Integration yields

~ ~ A -2
hhigh Bog — ho Exp (2 Boy X )
(5-55)

(5-56)
=Exp<i (Z—b)) (1<Xx<bh),

BOd

whereb is the far-field bound o#, h(0) = hy, h(1) = h;, andh(b) = 1. Here we have
chosen to satisfy thé(b) boundary condition and neglected the(b) boundary
condition (thehz(0) = 0 boundary condition is automatically satisfied bg equation).

With some rearrangement we get

Ehigh Boy = Exp (2 Bo, (2 +1-2 b)) (b<x<1) (5-57)

Phigh Boy = Exp( 2x-2 b)) (1<x<b). (5-58)

ZBOd

Combining equations (5-57) and (5-58), we write

~ A
Rhignh Bog = Exp (m ((®*+1-2b)H(1 - %)

(5-59)
+(2x%—-2b)HE - 1))).
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The high Bo; case also has a simplified expression for veloddguation (5-35) is
simplified to
e

Vhigh Boy = —BOg fl—;c (5-60)

Referring to equations (5-53) and (5-54) we get

UhighBog = —A O0=<x=<1 (5-61)

S = S =

ﬁhigh Bog =-A (1 <Xx < b) (5'62)

Combining equations (5-61) and (5-62), we write

Bugniog = —A = (FH(L =) + HGE = 1)) (5-63)

Heated patch model - cylindrical coordinate analysis, radial position ¥

The mass conservation equations (5-27) and (5-@&)rhe

1 d _

- Yhv = <x< 5-64
la?ldf(lhwxhv)-l-] 0 (0<x<1) ( )
L d (lhoXh9)=0 (1<% (5-65)
1% ldg > XY= x

Integration produces

- [
h17=—2]TOOJ? 0b<x<1) (5-66)
P (f h 1;)|9?=1 (1<% (5-67)

Substituting equation (5-33) ferand rearranging gives

h; A
2
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(1<% (5-69)

where, as in equation (5-44) previously,

3ult

A=t (5-70)
Y heo

Combining equations (5-68) and (5-69), we write

_ hy A1 ([ . HE-1

hzzz = Bog R <x H(1-X%) + T) (5-71)

whereH(X) is the Heaviside function. Equation (5-71) mustsbé/ed numerically and
the resulting solution is plugged into equation3g-to calculate the fluid velocity.

Boundary conditions (see Figure 5-8) for equat®71) are

hz(0) =0 (5-72)
h(b) =1 (5-73)
and

hz(b) = 0. (5-74)

One could also explore the effect of slope at thenldaryb by choosing a nonzero value,
as in equation (5-48).

We now derive an expression for equation (5-37} te#s us whether our
velocity solution validates thé > h assumption that was employed to simplify the
Stokes equation (equation (5-31)). The denomirniatgiven by

0%v  h*1> 0P h2I> —3uv

1? = — =
072 u  0x U h?

=312 v, 7, (5-75)
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where equation (5-32) is used to defiitar/92% and equation (5-33) is used to replace

thedP /dx term. The numerator is given by

hza 16(~)_h26 16(~3_)_
ax\zox V)T ax\zax\* 277

i (5-76)
371 h, _ (2R 3
o (10 0(10/ 3
2 |-~ (% — h2 |- "5 _ 5 —
h az(z af(’”’)> Py faf(x2”)>
(5-77)

where the maximum velocity,,, .. =% v for Couette flow is used and is given by

equations (5-66) and (5-67). Taking the ratio afapns (5-76) and (5-77) to (5-75) we

get

ratiogy.q; =

(5-78)

~ ~ 2 ~

hy 2h; Ry

+<~—’2‘+ — —#) Hx-1) |,
X X h X

whereA is defined previously in equation (5-70), ahdi, hsz, andhg; are all determined
from the solution to equation (5-71).

We can simplify equations (5-68) and (5-69) for thse of larg&o, and write

= ¥ (0<x<? (5-79)
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(1<% (5-80)

hs
E ZBOd

x| =

Integration yields

- - A,
Rhigh Boy = ho Exp (4 Bo, x )
4 (5-81)
=h %2 — <%<
hlExp<4B0d (x 1)) (0<x<1)
~ ~ ~A/ f /ZBOd B 5 82
Rhigh Bog =M1 X ZB°d=<5) (1 <X <h), (5-82)

whereb is the far-field bound o#, 2(0) = hy, h(1) = h;, andh(b) = 1. Here we have
chosen to satisfy thé(b) boundary condition and neglected the(b) boundary
condition (theh;(0) = 0 boundary condition is automatically satisfied bg equation).

With some rearrangement we get

~ 1 A/Z Bog A B _

Rhigh Bog = (g) Exp\ 25 o0 (x*-1)| (0<x<1) (5-83)
~ f A/2 BOd

Fnigh 5o, = (3) (1<x<h). (5-84)

Combining equations (5-83) and (5-84), we write

y)
_ 1\"/2 Bog A
Rhigh Boy, = (3) Exp <4 Boy (%2 — 1)> H(1 -%)

/2 Bog
+ (5) H(Z — 1).

(5-85)
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The high Bo; case also has a simplified expression for veloddguation (5-35) is
simplified to

i hs
Vhigh Boy = —BOg ﬁ (5-86)

Referring to equations (5-79) and (5-80) we get

_ X o

Uhigh Bog = —4 by O=x<1) (5-87)
_ 1 -

DhighBog = —A 7z (1<% <Dh). (5-88)

Combining equations (5-87)and (5-88), we write

HE-1 D) (5-89)

_ 1 (. -
Dhigh Boy = —A o7 (x H(1-%) + Z

Exact solutions, approximate solutions, and discugs

The differential equations (5-45) and (5-71) weobs/ad numerically in Matlab
using the boundary value problem solver “bvp4c.&Thitial guess given to the solver
for A was a fourth order polynomial that satisfiegk; = A ¥ (a gross simplification of
equation (5-42)) and the three boundary conditionsquations (5-72) — (5-74). There
are two key variables that we plot and examiney tre

«  Film height:k, that comes from solving equations (5-45) and15-7
* Fluid velocity: 7, that comes from plugging values into equatio3%}-

Additionally, we will consider two quantities oftarest:
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« The surface tension termg;) and the disjoining pressure terdof %)

from the velocity expressiof in equation (5-35). From these we will see
the role and relative importance of each term enfthid velocity.

* The ratio:ratiogy.q, In the Stokes equation, that comes from equation
(5-52) and equation (5-78). Small values ratiog,.q, mean that our
solution is consistent with thE>> h assumption in our fluid dynamics

equations.

We will examine how these quantities behave astiong of the evaporation raté
(equation (5-44) or (5-70)), the disjoining press&ond numbeBo, (equation (5-20)),
and the slope af =1 in the contact line modep (equation (5-48)). As mentioned
previously, the expressions in the contact line ehathalysis (Cartesian coordinates) are
valid over 0 < ¥ < b with heating in0 <% < 1. However, for comparison to our
experiment we consider onby= 1 in the contact line model (Cartesian coordinaf€sg
heated patch model (cylindrical coordinates) w#l bxamined ovef < ¥ < b with
heating in0 < ¥ <1 andb = 10. b = 10 was selected as an approximation for an
infinite domain. It is anticipated that whén> 10, the solution is independent bf
Solutions for non-zero values @fin the contact line model are especially relevarihe
traditional concept and application of convectiapittary assembly described in Section
4.2, where the thin film must eventually connecthe bulk liquid drop. The bulk liquid

drop typically has a non-zero contact angle with Hubstrate, either due to surface
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tension in the drop (as in drop-casting [78], [7@])due to the experimental apparatus (as
in dip-coating and variations on the Langmuir-Blettdechnique [74], [76], [82]).

To facilitate numerical integration, we must assigiues to the evaporation rate
A (equation (5-44) or (5-70)), the disjoining pressiBond numberBo,; (equation
(5-20)), and the velocity scalg (equation (5-34)). Exact values are hard to navm
for some variables so we will examine ranges oli@mland look at the trends. The
number density of a material is determinedobst p,.ss Na/M Wherep,,.s IS the mass
density,N, is Avogadro’s constant, and is the molar mass. From this we haye=
Psin, ~ 148 x10%8/m> and p, = py,o ~ 3.3 x10%®/m*. We consider | =
100 nm — 1000 nm and h,, = 20 nm — 30 nm (keeping in mind that the film is not
likely to be under20 nm because that would cause the nanorods to sponisigeo
assemble by capillary force interactions). We obaisithe temperature in the heated
imaging region to be between 60°C and 30°C (wite tinheated region at room
temperature) and thug = 66.2 X 1073 N/m - 71.2 x 1073 N/m and u = 0.467 x
1073 Ns/m? — 0.798 x 10~3 Ns/m? [92]. The evaporation rate is estimated to be
J =1 nm/s - 100 nm/s (speculated as a physically reasonable range)n Rhese
values we obtaind ~3x 107 52X 1072, Bog=1x10"3 -1, and v, = 2 X
10™* m/s - 1 m/s. The contact line model (Cartesian coordinatef)tism is plotted
with A =1x10"3 >1x 1072, Boy =1x 1072 - 1 x 107! andh;(1) = 0 in Figure
5-9, h;(1) = 0.58 (30° slope) in Figure 5-10, arfd;(1) = 1.73 (60° slope) in Figure

5-11. We compare the contact line model hRyy solution to the full solution with
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A=1x10"%->1x1072, Bog =1, andh3z(1) =0 and alsod = 0.1 » 1, Bog = 1,
and hz(1) =0 in Figure 5-12. We look at the heated patch mo@slindrical
coordinates) solution with = 1x 1073 - 1x 1072, Bog =1x 1072 > 1 x 107! and
h;(10) = 0 in Figure 5-13. We compare the heated patch mudalBo, solution to the

full solution withA =1 x 1073 - 1 x 1072, Bog = 1, andh;(10) = 0 in Figure 5-14.

121



Full Solution(Cartesian) Full Solution Cartesian?) o

(a) A=0.001-0.01, Bo =0.01, h(1)=0 (d) A=001,Bo0,=0.01-0.1, h'(
1heoecsessessessesesses : : 1heoessessessessssesses : :
0.9r b 0.9r b
08 1 08 1
£o7+ — £o7+ —
Losr ] Los- ]
3 3
4] 4]
= 0.5 e Los50 4
) 2
2 0.4- 1 204t |
E E
5 0.3r 4 5 0.3r 4
0.2r 1 0.2r
0.1- 0.1r
0 . . . 0 . . .
0 02 04 06 0 02 04 06
Dimensionless Position, x Dimensionless Position, x
Full Solution(Cartesian) Full SolutionéCanesian?
(b) A=0.001-0.01, Bo =0.01, h'(1)=0 (e) A=0.01,Bo_=0.01-0.1, h'({)=0
9000“‘ T - T T T T
0001F Teg%eq, T 0001f °s, -
>_‘ + OoOo > ®g
Z-0.002F *, 000, — Z-0.002F %o, —
o ¥ %0 o ®
< -0.003f , 0000, 1 < -0.003f %, 1
> e %00, > LR
2 -0.004F e %04 4 T -0.004} L |
=2 ty %00 3 te
+ %o ®
'c -0.005] e 000, | 'c -0.005] % 1
g Te, 0o g %o,
= -0.006} e, 1 = -0.006} *e, 1
@ + @ ®
3 -0.007 e, 3 -0.007 %o,
§ T 15 oq
g -0.008F *+++ 4 g -0.008F °, 4
@ ty @ L
£ -0009) e £ 0009 e | oo ]
. + &
0011 o g;s +| .0.011 o Bos00s5 o |
5 + Bog0.1
-0.011 L - - -0.011 L - -
0 0.2 0.4 06 08 1 0 0.2 0.4 06 08 1
Dimensionless Position, x Dimensionless Position, x
Full Solution(Cartesian) Full Solution Cartesian?
C B A=0.001-0.01, Bo =0.01, h(1)=0 f o A=001, B0 =0.01-0.1, h(f)=0
x 10 x 10
2 T T T T 2 T T T T
(012 POPPPPIOOOOOPOOPIIOPPIOOPPOOOPPOD0PPO00000DDDS & 0920000000000 0000000000000000DDDVEPOPOPOV000000O OO &
@&,OO .............. 82
. TG00 T e = %o
oo .y %900, ] oo * ]
e +++ 00000 e as%
; Ty %006, ; %4
o L ty %006, | o L ®o, |
o° -4 *y %06 o° -4 N
o tey °Oooo o N
= + %o0q = g
3 Ty ° 5 ®o,
5 -6f ++++ 1 2 6 . Bogom %oy 1
h *-Jrhr = Bo ~0.01 %’Qo
e o Bog0.055 0%;
++++ B -8l o Bog00s5 ®®° B
ACH + Bog01 ®o,
‘ ‘ ‘ +*++ 0 + Bog01 ‘ ‘ ‘ %%
04 06 08 1 0 02 04 06 08 1
Dimensionless Position, x Dimensionless Position, x

Figure 5-9: Solutions to contact line model (Cartesian cadinates) with hz(1) = 0 (0° slope). (a) &
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Figure 5-10: Solutions to contact line model (Cartesian eodinates) with hz(1) = 0.58 (30° slope)
(@) & (d) h: film height. (b) & (e) ¥: fluid velocity. (c) & (f) The surface tension tem (hz+) (blue) and
the disjoining pressureterm (Bog, ;—Z) (red) from . Plots (a), (b), and (c) fixBog (1 X 10~2) and vary

A(1x107% -1 x1072), while plots (d), (e), and (f) fix4 (1 x 1072) and vary Bog (1 X 1072 > 1 X
101). ratiog,.4, < 6 X 1072 for all solutions. Note how some of the surfacension terms fizzz, blue)
in (c) and (f) are opposite in sign (some became gitive) or are shifting towards the >-axis comparec
to the corresponding plots inFigure 5-9.
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Figure 5-11: Solutions to contact line model (Cartesian cwdinates) with hz(1) = 1.73 (60° slope).
(@) & (d) h: film height. (b) & (e) ¥: fluid velocity. (c) & (f) The surface tension tem (hzz) (blue) and
the disjoining pressureterm (Bogy ;—f) (red) from . Plots (a), (b), and (c) fixBog (1 X 1072) and vary
A(1x1073 -1 x1072), while plots (d), (e), and (f) fix4 (1 x 1072) and vary Bog (1 X 1072 - 1 X
107Y). ratiogy.q, < 5 X 1072 for all solutions. Note how all of the surface tesion terms iz, blue) in
(c) and (f) are opposite in sign (now positive) frm the corresponding plots in Figure 5-9 Also note
how the disjoining pressure term (red) overpowershe surface tension term (blue) in (c) and (f) evt
though Bo, is low and we expect to be in the surface tensiaglominated regime.
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There are many interesting features and trendsigaré& 5-9 — Figure 5-12 to
discuss. In the full solution to the contact linedal (Cartesian coordinates) presented in
Figure 5-9(a) — Figure 5-11(a), we see that wBepis fixed, the shape of the interface
remains relatively unchanged over the rangd ghlues (evaporation rate) examined. In
Figure 5-9(b) — Figure 5-11(b) we see that the aiglp ¥, is negative and, not
surprisingly, increases in magnitude with incregsih. Recall that based on our
coordinate system, negativié signifies motion from the “bulk” liquid into thehin
evaporating film. Figure 5-9 presents the full $iolo to the contact line model (Cartesian
coordinates) with the boundary conditida(1) = 0 (0° slope). The velocity profile in
Figure 5-9(b) appears to be nearly linear. In fidg, convertingi back into dimensional
units usingv, yields a maximum velocity ranging from abaix 107® m/s to 1 X
1072 m/s. In Figure 5-9(c) we see that the surface tensmmponent of the velocity,
hyzzz (in blue), is negative, which produces negafivaccording to equation (5-35). The

X

disjoining pressure component of the velocBRy, % (in red), is nearly zero, likely due

to theh;z(1) = 0 boundary condition, moderatevalues that don’t deform the interface
greatly, and small value dfo,. In Figure 5-9(d), (e) and (f) we see that fosttange of
A values and this boundary condition, changing tlees of Bo,; does little to influence
the shape of the interface or the velocity of thelf

Figure 5-10 presents the full solution to the conthne model (Cartesian
coordinates) with the boundary condition changed;tl) = 0.58 (30° slope). Some

very interesting behavior emerges here. For fiReg in Figure 5-10(a), the shape of the

126



interface does not appear to change much iasvaried betweet x 1073 and1 x 1072,

In Figure 5-10(b), we see that the velocilyjs negative and increases in magnitude with
increasingd. We can also see that the shape of the veloatffigoiis not quite linear. In
this plot, converting’ back into dimensional units using yields a maximum velocity

ranging from abou2 x 107 m/s to 1 X 1072 m/s. In Figure 5-10(c), we see that the

disjoining pressure component of the velocRyy, % (in red), is non-zero and positive

(due to boundary condition ohg). This results in negativé according to equation
(5-35), which is to be expected. However, in Fight#0(c), we also see that the sign of
the surface tension component of the velodity; (in blue), is positive for some values
of A. According to equation (5-35), positive valueshgf; contribute to motion in the
positive X direction, which is back into the “bulk” liquid.doking at fixedA and varied
Bo, in Figure 5-10(d) and (e) we see that the interfsitape and fluid velocity do not
appear to change much in response to variatioBs jnBut in Figure 5-10(f) we see that
by varying Bo,;, the values of the surface tension component Ybduel disjoining
pressure component (red)®flo in fact change. Yet in every case the disjgmressure
term beats out the surface tension term by what meishe same difference to produce
nearly the samé& in Figure 5-10(e). This is quite surprising be@as these low values
of Bo; we expect to be in the surface tension-dominaggtre, where the properties of
the liquid interface should be dictated by surfdeasion effects alone, with little
influence from the disjoining pressure body forceoking again at Figure 5-10(d) and

(e) one might be tempted to conclude that thigilisasvalid generalization because even
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though the disjoining pressure componentdieats out the surface tension component
of ¥ in Figure 5-10(f), it is of no consequence to thterface shape and the fluid
velocity, and therefore the value Bb, is indeed unimportant. This notion is disproved
by Figure 5-11.

Figure 5-11 presents the full solution to the conthne model (Cartesian
coordinates) with the boundary condition changeliz{d) = 1.73 (60° slope). Here we
see more interesting behavior emerging. For fi8eg in Figure 5-11(a), the shape of the
interface does not appear to change much aaries. In Figure 5-11(b), we see that the
velocity, 7, is negative and increases in magnitude with a=irgA. Interestingly, the
velocity profile has developed a hump, such thetrttaximum velocity is no longer at
the boundary. In this plot, convertirigback into dimensional units using yields a
maximum velocity ranging from abo@t8 x 107 m/s to 1.4 X 1072 m/s. In Figure

5-11(c), as seen previously in Figure 5-10(c), disgoining pressure component of the

velocity, Bog % (in red), is non-zero and positive (due to boupdarndition on hs),

which results in negativé, as expected. The surface tension component ofeloeity,
hzzz (in blue), is positive for all values of examined. According to equation (5-35),
again, positive values df;3z; mean that surface tension is working to drivedflisi the
positive ¥ direction, back into the “bulk” liquid. Another teresting effect appears in
Figure 5-11(c), which is that even thouBby, is fixed, the disjoining pressure component

of ¥ changes with changing value of. This is due to the disjoining pressure

component’s functional dependencefandh; (i.e., Bo, %). Even slight changes in
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can have magnified consequences for the disjoipregsure component éfdue to the
1/h* dependence. Looking at fixetland variedBo, in Figure 5-11(d) and (e) we see
that the interface shape and fluid velocity nowng®in response tBo,. In response to
increasedBoy, the film height,h, rises at the boundafiy= 0. This makes sense since
increasedBo,; means increased disjoining pressure body force&ghnmeeks to make the
liquid film level. Lower values oBo, result in lowerh at the boundary, which has the
effect of amplifying? in Figure 5-11(e) by driving the fluid through wha essentially a
smaller nozzle. In Figure 5-11(f) we see that byywsy Bo,, the surface tension
component (blue) and disjoining pressure compolfesd) of the disjoining pressure
component ofé change, and in every case the disjoining presbests out surface
tension. Again, this surprising becaud®; is small € 1) and we should expect to be in
the surface tension-dominated regime. Yet Figuid Shows us that even at smad,;,
film height and fluid velocity are both sensitiveethe value oBo,; and it is the effect of
disjoining pressure, not the surface tension, thates flow from the “bulk” liquid into
the thin film.

In order to explore the unexpected behavior obskenvéigure 5-9 — Figure 5-11,
we determine when the surface tension componetit @&., hzz5 in equation (5-35))
changes sign. Let us consider only the dondaghX < 1. The direction in which surface
tension-driven flow acts is determined by the Sifihzzz, given by equation (5-45) for
the contact line model (Cartesian coordinates)tdfaag and rearranging this expression

allows us to write
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b ~ 7 72?777
h* BOd hf

the sign of which is determined by the term in p#tresis. We can also determine criteria
for whether the disjoining pressure component ¢ife., —Bo, % in equation (5-35)) or

the surface tension componentiofi.e., hzz; in equation (5-35)) dominates the flow. It
should be noted that any non-zero value of theoighisjg pressure component dfwill
always be negative and therefore always act iiteetion from the “bulk” into the thin
film. Taking the ratio of the disjoining pressurengponent to the surface tension
component and taking the absolute value we find tha dominant component is

determined by the magnitude of the following expi@s

1 777

—_— | <=>1. -

_AZxh (5-91)
Bodflf

Examining equation (5-90) and equation (5-91) we #®&t the same group of terms,

%, appears in both expressions. The same analysibegerformed for the heated
d'x

patch model (cylindrical coordinates) to find tkt@@ group of termsj;o%, appears.
d ‘%

We evaluate this group of terms with= 1, A = 1, which in a typical convective
capillary assembly (drop casting) process, woulthiedocation where the precursor film
meets the bulk drop (with an associated traditicoatact angle providing a known value
for hy). ¥ = 1, h = 1 is exactly correct for the contact line model (€sian coordinates)

and a reasonable approximatioh ~1) for the heated patch model (cylindrical
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coordinates) with moderate evaporation rate(discussed later in regards to Figure
5-13). We define a critical dimensionless number

3 A 3 6ul?j
ABog hy(1)  AmCpy py he(1)’

CD (5-92)

whereA = 1 for Cartesian coordinates aid= 2 for cylindrical coordinates. The value
of CD determines the dominant component of fluid velodiisjoining pressure or
surface tension) as well as the direction in whlah surface tension component of flow
acts. The behavior of the system for various valoesD is presented in Table Ill.
Whereas traditionally it is simply the Bond numbkeat determines whether the body
force (disjoining pressure) or surface tension datds, we see that at the vapor-solid-
liquid interface at the edge of a drop, the domireyarodynamic force is determined by
a combination of Bond number, evaporation rate,sdope of the interface.

Figure 5-12 provides a comparison of the hiigly analytical solution in equation

(5-59) to the full solution that comes from solvieguation (5-45) numerically. In Figure

TABLE Il

INFLUENCE OF THECRITICAL DIMENSIONLESSNUMBER ON FLOW

Disjoining pressure

A Direction of disjoining Direction of surface
) Bo, h;(1) ve: ) pressure flow tension flow
surface tension
Ch=0 Tie Into thin film Into bulk
0<Cbhb<1 Disjoining pressure dominates Into thin film Intolib
Ch=1 Disjoining pressure dominates Into thin film Novilo
1<CD<?2 Disjoining pressure dominates Into thin film Intort film
CD =2 Tie Into thin film Into thin film
2<CD Surface tension dominates Into thin film Into thim
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5-12(a) and (b), we see that ®o; = 1, there is good agreement between the Bigh
solution and the full solution with;(1) = 0 over the range ofl considered{ = 1 x
1073 - 1 x 1072). In Figure 5-12(c) and (d), the range fbris shifted two orders of
magnitude tod = 0.1 - 1, while maintaininggo, = 1 for both solutions andl;(1) = 0

for the full solution. We see here that agreemetiivben the higiBo, solution and the
full solution degrades in response to the increa&segboration rated. In Figure 5-12(c)
we see that the profile of the film height in thél Solution decreases slightly as a result
of the increased evaporation rate, though #hg€1) = 0 boundary condition is
maintained. The higlBo, solution lacks any constraint diz(1), and so in Figure 5-12
(c) we see the film height in the hidtv,; solution shifting more dramatically than in its
full solution counterpart. The higBo, solution is unable to maintain thg:(1) = 0
boundary condition specified in the full solutioedause we threw out tig ;5 term and

in doing so we lost the ability to specify threeuhdary conditions. As a consequence,
the velocity profiles in Figure 5-12(d) disagreevesl because of the nozzle effect that
the decreased film height has on the higg)y solution for #. While the agreement
between velocity predictions is not exact, the pafemagnitude does agree well, along
with the general trend. If one wanted to simplycakdte the maximum velocity for this
set of parameters then the high,; solution would be acceptable. Looking again at the
high Bo, solution in Figure 5-12(a), if the boundary coiutith;(1) on the full solution
had been something other than zero (perfhggs) = 0.58 as in Figure 5-10), then it is

clear that the highBo,; solution would fail to capture this feature. S@ thigh Bo,
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solution is capable of representing the full solfibut only if the value oiz(1) in the
high Bo, solution, which is free to change in responseytesn parameterd andBog,
happens to be close to the specifigd1) boundary condition in the full solution.

Let us examine these results for the contact lindeh(Cartesian coordinates) in
light of the observations of particles at the contime reported on in Section 4.3. We see
from Figure 5-9 — Figure 5-11 that evaporation frame thin liquid film produces
pressure gradients and subsequent fluid motiorcteiein the minug direction from the
“bulk” liquid (¥ = 1) into the thin film & = 0). We also see that the boundary condition
hz(1) has a significant impact on the velocity profitethe liquid film. As the slope
hz(1) increases, the velocity profile develops a humphsthat the maximum lies
somewhere in the domain, not at the boundary. hsesttion 5.2.1 we established that the
intermolecular forces between nanoparticles andtinace must be greater than thermal
energy, as evidenced by the muted diffusivity atipkes. Particles were therefore stuck
to the surface. If we consider that in a situasoich as this there is likely a threshold
force for motion, above which a particle that igc&t to the surface will move, then we
have a good explanation for the delayed particlaandhat was described in Section 4.3
and pictured in Figure 4-7. The conditions werelljksuch that the velocity profile in the
thin film looked something like that in Figure 5{b) and (e). As the contact line passed
over a particle, the particle remained stuck toghdace because the force experienced
by the particle did not meet the threshold forcedeel to dislodge it. As the contact line
continued to move past the fixed particle, the egyoprofile in the fluid also moved in

the positivex direction relative to the fixed particle. The pelg experienced an increase
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in force (as depicted by the velocity profile ingéie 5-11(b) and (e)) until the force on
the particle exceeded the threshold force necessatiglodge it and the particle shot out
in the negativer direction. The particle eventually came to restiagfter moving out in
the negativet direction to the point where the force from theidl was insufficient to
move the particle.

These results also provide a good explanationherinteresting observation that
particles in the path of an advancing contact Vileee not engulfed by the “bulk” liquid,
but were instead swept forward (see Figure 4-8ragdre 4-9). Let’s consider again that
the conditions were likely such that the velocitgfge in the thin film looked something
like that in Figure 5-11(b) and (e). These condgiqproduced a high pressure front
located some distance ahead of the contact lierteathe threshold force for dislodging
a particle. A particle that was fixed to the menmarat a position far from the contact
line (e.g., neai = 0) experienced relatively little force and remairsdts location. As
the contact line advanced, the velocity profilehia fluid moved in the minu® direction
relative to the fixed particle. The particle expeced a subsequent increase in force until
the threshold force was met and the particle watiga by the advancing contact line. It
is likely that as the contact line continued to mothe particle remained at the distance

from the contact line that corresponded to thesthotl force for dislodging the particle.
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Figure 5-13: Solutions to heated patch model (cylindricatoordinates) with hz(10) = 0 (0° slope).(a)
& (d) h: film height. (b) & (e) ¥: fluid velocity. (c) & (f) The surface tension tem (hzz) (blue) and
the disjoining pressureterm (Bog, ;—f) (red) from . Plots (a), (b), and (c) fixBog (1 X 10~2) and vary

A(1x107% -1 x1072), while plots (d), (e), and (f) fix4 (1 x 1072) and vary Bog (1 X 1072 - 1 X
1071Y). ratiog,.q; < 2 X 1073, Note how velocity is highest at the edge of thesaited imaging regiol
(¥ = 1), and decreases when moving away in either direoti.
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(a) Full Solution(points), High Bo  Approx(lines) (b) Full Solution(points), High Bo Approx{lines)
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Figure 5-14: Comparison~ between heated patch model (cylindal coordinates) high Bo, solution
and the full solution with h3x(10) = 0 (0° slope). (a) & (c)r: film height. (b) & (d) w: fluid velocity. In
all plots Bog = 1 and 4 is varied 1 x 1073 - 1 x 10~2). Agreement is good, even thougBo, is not
that high.

In Figure 5-13 we see the full solution to thetedgratch model. Figure 5-13(a)
shows that the film height decreases friom 1 at the far-field tch < 1 at the origin. For
fixed Bog, the film height decrease is more pronounced witheased evaporation rate,
A. Figure 5-13(b) shows that the velocityis negative and increases in magnitude with
increasingA. The fluid velocity reaches a maximum at the edfji¢he heated region,

X =1. The velocity decreases nearly linearly towagds 0 and with nearly1/%
dependence moving towards the far-field. In thet,ptonvertingi back into dimensional
units usingv, yields a maximum velocity ranging from abolf2 x 107® m/s to
6 x 1073 m/s. In Figure 5-13(c) we see that the surface tensiomponent of the

velocity, hzzz (in blue), is negative and the disjoining pressummponent of the
velocity, Bod X (in red), is positive, which means that both comeis work to produce

negative? according to equation (5-35). In addition, we $leat the surface tension
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component ofii is greater than disjoining pressure componeng &r all values of4
examined. Unlike the contact line solution resdlitscussed earlier, this is the behavior
that we would expect wheBo, is small. From Figure 5-13(a) we see that for maige
evaporation rated, the dimensionless film height is approximatély 1 at% = 1 and
our definition for the critical dimensionless numbéD (equation (5-92)), is valid. For
the values ofd, Bo,, andhz(b) specified here, the conditions are such that< 1 over
the entire domain andD is therefore very large (bottom row of Table Il Figure
5-13(d) and (e), we see that for fixdd the interface shape and fluid velocity change
slightly in response t®o,. In response to increas@d,, the film height,h, rises at the
boundaryx = 0. As mentioned previously, this makes sense simceasedio,; means
increased disjoining pressure body force, whichksege make the liquid film level.
Decreased film height with decreadedl; has the effect of increasigbecause the fluid

is essentially flowing through a smaller nozzle.otiph present, the effect is not as
dramatic here as it was in Figure 5-11(e). In Fegonl3(f) we see that the surface tension
component of the velocityhzzz (in blue), is negative, and the disjoining pressur

hx
Rt

component of the velocitygo,; = (in red), is positive for all values @&o, and it is the

surface tension component that dominates.
Figure 5-14 provides a comparison of the hiigly analytical solution in equation
(5-89) to the full solution that comes from solviaguation (5-71) numerically. We see

that even for a value do,; = 1, there is good agreement between the Bigh solution
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and the full solution witth;(1) = 0 over the range ofl considered4 =1 x 1073 -
1 x 1072). The agreement improves with increaseq .

Let us examine these results for the heated patodemin light of the
observations of particle motion in a thin film refsal on in Section 4.4 and Section 4.5.
We see from Figure 5-13 that evaporation from thaging region of the liquid film
produces pressure gradients and subsequent fldidmdirected in the minu® direction
from the far-field £ = b > 1) into the thin film £ = 0). Fluid velocity decreases nearly
linearly from its maximum at the edge of the imagnegion to the origin. We see from
Figure 5-13(b) that fluid velocity increases wititieased evaporation rade Recall that
Figure 4-11 — Figure 4-14 revealed an interestigl@tionship between the level of
magnification and which particles in the field ofew moved. At relatively high
magnification (Figure 4-13 and Figure 4-14), neallyof the particles in the field of
view aggregated by moving towards the center ofithe@ge (minus¥ direction). At
relatively low magnification (Figure 4-11 and Figu#-12) only the particle near the
perimeter moved toward the center of the image)enthie particles in the center of the
image experienced little to no movement. At theitr@igg of Section 5.2 we discussed
how the flux of electrons through the image, anddssguent heating and evaporation,
should change with the level of magnification. Rekly speaking, low magnification
translates to low flux and low evaporation rate,ilevinigh magnification translates to
high flux and high evaporation rate.

With this in mind, let's imagine that the threshdioice to dislodge a fixed

particle corresponds to a fluid velocity éf= 2 x 1073. Then according to Figure
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5-13(b), the three plotted values férwould have three different signatures of particle
motion. For A = 0.001, none of the particles in the domain 6f< x¥ <1 would
experience the threshold force for motion. Fbr= 0.0055, the particles located
approximately betweer2/3 <% <1 would experience enough force to move. The
particles would move in the mindsdirection and come to rest near 2/3, producing

a result that possibly resembles Figure 4-12. Bot 0.01, the particles located
approximately betweeri/3 <% <1 would experience enough force to move. The
particles would move in the mindsdirection and come to rest near 1/3, producing

a result that possibly resembles Figure 4-13. Ttyigothetical description is meant
simply to illustrate the point that the resultsoofr model, namely a linear fluid velocity
profile that decays towards the center of the imaigg a maximum fluid velocity that
increases with increased evaporation rate, pro@deonvincing explanation for the
observations of Section 4.4 and is in excellenteagrent with the results plotted

throughout Section 4.5.

Pressure Gradients and Flow Conclusion: Variations in thickness of a thin liquid film

produce lateral pressure gradients in the film that are driven by gradients in the
digoining pressure and the surface tension (Laplace pressure) in the fluid. Subsequent
fluid velocities can be quite significant (on the order of 1.2 x 107% m/s— 1.4 x
1072 m/s). Surprisingly, solutions to the differential equations in the contact line model
(Cartesian coordinates) reveal that even for low disjoining pressure bond number Boy, it
is possible to have fluid motion into the thin film region driven predominantly by the

digoining pressure effect with surface tension acting in opposition. A critical
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dimensionless number, CD, was defined that determines the direction in which surface
tension drives flow and whether disjoining pressure or surface tension dominates. CD
depends on evaporation rate, A, digoining pressure Bond number, Bo,, and slope of the
interface, hz, which when evaluated at the contact line refers to the traditional contact
angle. Interesting velocity profiles were revealed that possessed a maximum located
within the domain of the thin film (rather than at the boundary). If we consider that there
is likely a threshold force necessary to move a particle that is resting on the membrane
surface then the behavior of fluid flow arising from this phenomenon provides convincing

explanations for the interesting particle motion reported in Chapter 4.

Section 5.3: Suggestions for novel nanoparticle assembly techniques

Researchers have reported on convective-capillaserably of nanoparticles
using patterned substrates [82], [86], [96], [¥hng with other perturbations such as a
needle dipped into the drop [98] or external eledteld [99], in order to direct the shape
and properties of the deposited nanocrystal. Inettpeeriments discussed in Section 4.4,
we selectively heated sections of the sample with dlectron beam, which enhanced
evaporation and drove aggregation through the nmestmadetailed in Section 5.2. This
suggests that if one could controllably enhancesuppress the evaporation rate at
different locations on a sample then aggregatiaridcbe directed and patterns could be
produced. Indeed, this approach to patterned sedrably is an active field of research
and is termed evaporative lithography. Harris ethalve several publications on the

subject [100-102]. Typically, a mask with holesvas with other geometries is placed
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over a substrate with a liquid film containing peds. The mask suppresses evaporation
in the regions without holes to produce a variatioevaporation rate across the sample.
As an alternative to this approach, we suggestpgaratus illustrated in Figure 5-15.
Using the modified Langmuir-Blodgett technique fassembling nanoparticles on a
surface, one could adapt the apparatus to includghtapattern projected at the contact
line that modifies the drying pattern through stec heating. Particles would be
convected toward the regions of highest evaporaiitve light pattern could be shown
from either the top, or, if the substrate was tpamnent, the bottom. In the case of bottom-
side illumination, one would want to be aware o thotential for Rayleigh—Bénard
convection.

As an approach to patterning nanoparticles withthhe need for masks or
substrate modification, recall the interesting nattion of particles with an advancing
contact line described in Section 4.3. Particles there deposited on the surface with
random placement and orientation were broughtafignment by the advancing contact
line. This effect could be exploited to achieveewsdl deposition of nanoparticles. In the
modified Langmuir-Blodgett technique used by othgf4], [76], [82], a sample is
withdrawn from a stationary solution or a straighge is used to sweep a drop across a
stationary sample. In either case, the procesgdeellmodified to include forward and
backward steps. For example, in order to achieietation of anisotropic particles such
as nanorods, one could move the stage in a cydeamtteps forward followed by one
step backward. During the forward steps, partialesld be ejected from the bulk liquid

and deposited on the substrate surface. Durindpdlokward step, the advancing contact
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line would serve to orient the rods parallel to toatact line (as pictured in Figure 4-8).
Additionally, one could work with dilute nanopaftécsolutions to produce striped
depositions of nanoparticles. An illustration oé thilute nanoparticle patterning process

is pictured in Figure 5-16.
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Figure 5-15 lllustration of proposed technique for patterneddeposition of nanoparticles on a blan
substrate. Light shined onto the sample through a ptomask, or with an interference technique
would seletively heat the thin film of liquid at the contact line and drive preferential evaporatior
and thus convection of particles towards the heatextgion (indicated with red arrows).
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Figure 5-1€: lllustration of a proposed cyclic particle deposiion and alignment process for dilut
nanoparticle solutions. Color coded as follows: gra(substrate), blue (solution), yellow (hanorods
(a) The substrate is withdrawn frcm the solution and nanoparticles are deposited. (BJhe substrate
is moved back into the solution, which serves to gh the deposited nanorods into alignment with tt
contact line, all at the same location on the subsite. (c) The substrate is again withrawn from the
solution in order to deposit more particles. (d) Tle substrate is again moved back into the solutiom
order to orient and place the particles at the posion of the contact line. The ratio of forward stefs tc
backward steps could be tuned n order to control the spacing between rows of depited
nanopatrticles
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Chapter 6: Conclusions and Outlook

Section 6.1: Conclusions

A nanofluidic platform, dubbed the nanoaquariunr, ifositu TEM and STEM
real-time imaging of processes in liquid media Ihaen presented [13]. The device
consists of two suspended silicon nitride membrgb@snm thick) sandwiching a thin
fluid chamber (100 nm — 400 nm) whose height isngef by the thickness of a silicon
oxide spacing layer. The fabrication details, idaohg a thorough treatment of the plasma
activated wafer bonding process, were presente@. fabrication approach for the
nanoaquarium offers several important advantages ater liquid-cell (S)TEM devices
such as an exceptionally thin liquid height, intggd electrodes for sensing and
actuation, compatibility with lab-on-chip technojpgand wafer level processing to
enable mass production of identical, inexpensiwacgs. Also, the selection of materials
used in construction of the nanoaquarium make®ssiple to use the device to study
systems with harsh chemistries (acids, bases, gstsolvents), which isn’t possible in
many of the similar device that use materials aghlue, epoxy, or indium for sealing.

Device utility was verified using aqueous suspemsiof gold and polystyrene
nanoparticles. Motion of gold particles in solutas observed using a FEI Quanta 600
FEG Mark Il scanning electron microscope with STEMtector (20 kV — 30 kV
acceleration voltage). The device provided high tremt images of nanoparticles
suspended in liquid and allowed monitoring of gdetimotion and aggregation. It should
be noted that the volume of solution needed inetkgeriment was very small (<i3.),

making this an appealing technique when samplesseaece. The hermeticity of the
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device was excellent; the device was effectivehkiproof, both in the vacuum chamber
of the microscope for periods of hours, and at rammditions for periods of days. The
membranes of the viewing window of the nanoaquanivere found to deform and bow
outward due to pressurization of the internal fluiden the device was clamped in its
holder. The interaction of light with the stackméterials in the viewing window of the
device was modeled, providing a means to estimatabrane deformation. By counting
the interference rings visible with a light micrope, the shape of the bowed membrane
was approximated and used as a means to estineatgéinal pressure of the fluid.
Kinetics of colloid aggregation was studied [50]eWbserved the motion and
interactions of particles in liquid media in remh¢ with nanoscale resolution, allowing
us to gather information which cannot be obtaingth vany other technique. Our
experiments provide a level of detail that previpusuld be afforded only by numerical
simulations. To obtain similar information with f@n samples would be at best
extremely tedious and at worst impossible. Pro&esstics and fractal dimension of the
aggregates are consistent with three-dimensionabtert-cluster diffusion-limited
aggregation. The data collected with the nanoagmaris consistent with prior
observations obtained by other means [51-54], [68]s is an important finding for
establishingin situ liquid-cell (S)TEM as an experimental techniquattiban produce
meaningful results free from artifacts associatedith wthe measurement
technigque/apparatus. We also observed and explaineteresting growth regime in
which large aggregates grown in a shallow nanocatlawere found to possess fractal

characteristics consistent with three-dimensionawth, despite the expectation of
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confinement effects. This apparent paradox wadweddhroughin situ observations of
the interactions between individual particles ardsters at various stages of the
aggregation process that yielded the large aggregdt was found that individual
particles and small clusters initially aggregated & nearly three-dimensional
environment until the clusters grew large enougit thovement was confined by the
nanochannel and only lateral movement was permiftedse clusters aggregating in a
two-dimensional environment already possessed ctaistics of three-dimensional
growth and the characteristics were preserveddnmehulting large clusters.

For the first time, using electron microscopy, behavior of nanoparticles at the
contact line and in an evaporating thin film ofulid was investigated. In both cases,
particles were stuck to the silicon nitride surfadéth a receding contact line, particles
were propelled from the “bulk” liquid into the thimguid film, though often not until the
contact line had receded past the particle by sdistance. With an advancing contact
line, particles were not engulfed by the “bulk’did, but were instead pushed forward,
maintaining a separation distance from the conliaet Away from the contact line,
particles in the thin liquid film remained stablispersed on the silicon nitride surface
until they were imaged by the electron beam, atctvimioint the particles in the field of
view aggregated towards the center of the imageth&smagnification of the image
increased, so did the rate of aggregation and tbeoption of particles that participated
in the aggregation process. The underlying physiecg drove these processes was
modeled by considering the effect of disjoining gste and surface tension on the

pressure field in the fluid. An explanation for theenomena was provided based on an
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elevated evaporation rate due to heating from teetren beam in the imaging region.
This caused variations in the thickness of the tigoid film, which created lateral
pressure gradients due to gradients in the suttat®on and the disjoining pressure of
the liquid film, both of which depend on the shagfethe liquid-vapor interface. An
unexpected result of the model showed that evenlder disjoining pressure Bond
number, a regime in which the surface tension fasceexpected to dominate the
disjoining pressure body force, the disjoining ptes can overpower the surface tension
when certain conditions are met. Criterion was ified, in the form of a critical non-
dimensional number, which determines whether thase tension or the disjoining
pressure dominates fluid flow, and whether theam#rftension effect drives flow into or
out of the thin film. The critical non-dimensionaimber depends on the evaporation rate
of the liquid, the disjoining pressure Bond numlaerd slope of the interface (which for a
droplet is governed by the traditional contact ahdhsight into the behavior of particles
at the edge of a drop and in thin films was gaittedugh this analysis. Additionally,
novel nanoparticle assembly techniques inspirethbyresults of the investigation were

discussed.

Section 6.2: Outlook

As mentioned in the introduction, there are numgapplications for a liquid-cell
such as the nanoaquarium forsitu electron microscopy of nanoscale phenomena in
liquid media. Examples include aggregation, colbidrystal formation, liquid phase

growth of structures such as nanowires, electroate@ndeposition and etching of
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materials for fabrication processes as well abatpplications, interfacial phenomena,
boiling and cavitation, and biological interaction®t us briefly discuss some of these

future applications.

6.2.1: Aggregation and colloidal crystal formation

This is a vast field of research that includes aietya of phenomena and
techniques in addition to the two topics exploredhis dissertation (diffusion limited
aggregation and convective-capillary assembly at dbntact line). Additional topics
include assembly of nanoparticles under the infteeof external fields, such as electric
field, thermal gradient, or concentration gradiedtsembly under various processing
conditions such as elevated temperature (via nesigeaters) or elevated pressure can be
explored. It was determined in Section 2.10 andi@ed.1 that the membrane windows
can sustain significant internal fluid pressurehwiit rupture.

The gold patrticles used in the diffusion limitedjegpation study herein (Chapter
3) were amorphous in structure, but by using pagiwith crystallographic structure one
can perform an interesting solution-based selfrabbe process called oriented
attachment (OA). In OA, the assembly process doesimply depend on the probability
of particles colliding, but also includes the relat crystallographic orientation of
particles as a factor in determining the probabiéihd strength of binding. Penn and
Banfield first suggested that OA was a dominantginomechanism in the early stages of
certain crystal growth processes, providing a pathwor direct combination of
nanoparticles to form fascinating aggregate strest{66], [67]. Experimental evidence

for OA has been reported by many researchers infdira of irregular, anisotropic
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nanocrystal structures such as chains, butterflesseshoes, and other odd shapes
clearly comprised of individual nanoparticle buildi blocks that stuck together with
preferred orientation [64], [65], [103-108]. Additally, crystal defects such as
dislocations, twins, stacking faults, and misomion in these structures imply direct
coalescence of seed nanoparticles [56], [63]. Theptbcess, however, has not been
observedn situ, and the ability to observe single binding evdrgsveen nanoparticles
would be a powerful capability for exploring anddenstanding this phenomenon. The
nanoaquarium has been used to observe single biegents between anisotropic 50 nm
gold particles in water as pictured in Figure @rlthis experiment, gold particles were
confined in the ~100 nm tall liquid chamber and eveften stuck to the top or bottom
membrane. Occasionally, however, a particle wouldak free from the membrane
surface and diffuse randomly, sometimes exitingfiblel of view, sometimes entering

the field of view, and sometimes colliding with #mer particle to form a cluster as

5 QDng\/ /
Figure 6-1: A single binding event in a system of 50 nm amorphus gold particles in water. In the

first frame, two monomers and a dimer are presentln the following frame, the dimer has become
trimer by addition of a single patrticle.
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illustrated in Figure 6-1. The nanoaquarium wouldst be useful for investigating the

oriented attachment self-assembly process as well.

6.2.2: Nanoscale boiling and bubble formation

The nanoaquarium provides a platform for studyiagjriog and bubble formation
on the nanoscale. Future versions of the devicebeamodified to include resistive
heaters to precisely control the temperature inrttegging chamber. However, even with

the current design the device can readily be usedudy electron beam-induced boiling
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Figure 6-2: Series of bright field TEM images (Hitahi H9000) of beaminduced bubble formation in
the nanoaquarium with a solution of ZnO-KOH electrdyte. Horizontal field of view in each image i
985 nm. 1 second elapses between frames (a), (b¥ldn), and 2 seconds elapse between frames
and (d). Images courtesy of Dr. Frances M. Ross (\B).
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and bubble formation. Using our nanoaquarium inEMT(Hitachi H9000) with high
acceleration voltage (up to 300 kV), Dr. Frances Rbss at the IBM T. J. Watson
research center was able to controllably genenadtblbs under certain circumstances. An
example of bubble generation in a ZnO-KOH electmBolution is shown in Figure 6-2.
Further investigation is needed to understand dlece of the bubbles in Figure 6-2, but
possible explanations include boiling, radiolysis, a change in gas solubility in the
liquid with temperature that caused dissolved gascome out of solution. The
nanoaquarium can also be used to study heterogenaatleation and boiling from
surfaces patterned to enhance boiling and reduesuperheat that is needed to sustain

the boiling process.

6.2.3: Electrochemical processes

As demonstrated in Section 2.11, the integratedireldes of the nanoaquarium
can be used to apply electric potentia situ in order to sense and actuate
electrochemical processes (see Figure 2-19 — Figu?& for examples ofn situ
electrochemical deposition of copper). The nanoagom can thus be used to
characterize the morphology and kinetics of varioelectrochemical deposition
processes. The results of which can be used tgrdesposition processes with desired
outcomes (perhaps a continuous film is desirabteofee application but a distributed
array of individual islands is desirable for anathpplication). Conditions for dendritic
growth of a material system can be ascertainedtféighemical etching processes can be
studied as well, along with systems that cycle betwperiods of deposition and etching

(e.g. batteries). Interesting problems in cycliggtems include issues of dendritic growth
152



during deposition (often undesirable) and how taifyothe stripping cycle in order to
remove the dendritic features (simple uniform gling often leaves islands of material
from the dendrite when the feature becomes detaftbedthe electric potential source,

i.e., the electrode).

6.2.4: Biological systems

Another field of research where the nanoaquariuthb&iuseful is in the study of
nanoscale biological interactions. Subcellular dgotal studies involving systems such
as DNA, motor proteins, cytoskeletal filaments, aganelles such as ribosomes are
currently performed dynamically through fluoreschaiteling (fluorophores or quantum
dots) and observation with an optical microscopestatically through high atomic
number staining and complicated sample preparateg., freeze drying and thin
sectioning) and observation with an electron micope. Despite the diffraction limited
resolution of light, optical microscope studiessofgle molecules can be localized with
nanometer resolution by understanding the pointagprfunction of a fluorescing point
source and backing out the source’s position. Henehis approach fails to distinguish
closely spaced neighbors and does not provide le@taiformation on conformational
and structural changes. With the nanoaquarium, wpehto perform dynamical
experiments on biological systems (e.g., myosin omqgiroteins walking on actin
filaments) in the (S)TEM with nanoscale resolutadrall features. Several issues must be
addressed to facilityh situ (S)TEM studies of biological samples. Staininghteques for
the electron microscope must be developed thatugsedeasonable contrast while

retaining biological function of the stained featuftaining could be in the form of a
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molecular stain that coats the entire surfaceszraple and is able to penetrate into small
features, or in the form of high contrast partibels (e.g., gold) at select points on a
sample. The interaction of the electron beam witholgical samples must be explored.
Will the beam cause radiation damage to the saniple® with what consequence and

can this harmful effect be mitigated by modifyimg telectron beam imaging conditions?
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Appendix

Appendix A Image processing, image analysis, and datadifon diffusion
limited aggregation in Section 3.3.

ImageJ (version 1.37) was used to perform the inprgeessing and analysis of
the grayscale STEM images. The raw footage wasepsad by smoothing the data with
a median filter, subtracting the background, adjgstorightness and contrast, and
thresholding to produce a binary image. Analysis \warformed on the binary images
using the fractal analysis plugin “FracLac for lredg along with ImageJ’s built in
“Analyze Particles” function. FracLac’s subscan dtion was used with the particle
analyzer option enabled to isolate individual custand then calculate the fractal
dimension using a box counting algorithm. To inigede the effect of thresholding level
on the results, image analysis was carried out thgH'auto” (“default”) threshold setting
To (based on the modified IsoData method as explaonetthe ImageJ website) as well as
threshold values ofy + 0.1*Ty and Ty £ 0.2*Ty, which resulted in five image sets. The
five sets of data obtained from the same footages weed to generate the mean values
and the standard deviations for the fitted valldd® data presented in Figure 3-3 is for
the image set processed with a threshold settifg. of

Fitting of the data was performed in Matlab using Curve Fitting Toolbox. The
measured number of clusters was correlated wigxaression of the form:

N(t) = (N, 1)t +t, +1)° +1. (A-1)
Both to and the exponeri were fitted using least squares. Assuming 0, equation

(A-1) satisfies the requirement that after a langgtall of the particles/clusters aggregate
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into a single clustel(«) = 1, and that at the beginning of the aggregapimtesN(-to)
= No >> 1 is the number of individual primary particieghin the observation volume.
The total number of particles, whether they areaioluster or not yet aggregated, is
constant due to conservation of mass. This asstimaégparticles/clusters that move out
of the field of view are balanced by particles/tdus that move into the field of view,
which is supported by Figure 3-3(&) was determined by counting the total foreground
pixels in an image frame and then dividing by tlhienber of pixels for a single primary
particle. This value was computed for each framthefvideo and then averaged to give
an overall value foNo.

Similarly, the mean cluster size was correlatedh wit
S(ty=alt+t, +1)’ +1-a, (A-2)
wherea andb are fitted. The sam® value was used as in equation (A-1). The form of
equation (A-2) was selected so that the averagsterluat the beginning of the
aggregation process is comprised of a single pariie.,S-tp) = 1.

Finally, the average cluster radius, normalizedhwlie primary particle radiug{
= 2.5 nm), was correlated with
R(t)/R, =alt+t, +1)° +1-a, (A-3)
wherea andb are obtained by least square fitting. The formegpression (A-3) was
selected so that the radius of an average clusténeabeginning of the aggregation

process is equivalent to the radius of a singlégeyi.e.R(-to)/Ry = 1.
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Appendix B Image processing and image analysis for capitaryective
assembly in Section 5.1

Video from the microscope was recorded and usedrfalysis. The video capture
rate was fixed by the software (100 fps, 10 ms/@pand was not synchronized to the
frame rate for the microscope image (117 ms/fraBi&, ms/frame, or 967 ms/frame).
The lack of synchronization, while undesirable, wa#ast in favor of oversampling the
data. The video was in a compressed format andtddmt uncompressed so that the
images could be read by Matlab and ImageJ. Virtubl2.9.11 was used to generate
individual PNG files, sampled at a rate of 10 fps.

ImageJ 1.37 was used with a macro script to aurtted processing of over
100,000 images. Images were smoothed with a 2 pneglian filter, background was
subtracted with a “rolling ball” algorithm, and théey were inverted and saved as 8-bit
TIFF's for further analysis.

Particle and cluster tacking was performed by tweihmods. In the first method,
ImageJ was used to threshold the images and tliteirbpiarticle analyzer was used to
track the number of distinct objects (particlesloisters) and their size in each frame. By
thresholding the image, aggregates that containdtipte individual particles became a
single entity, and so this approach was good facking clusters, but not individual

particles. See Figure B-1 for an example.
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Figure B-1: Example of an unprocessed image (L) and the samienage after processing an
thresholding in ImageJ (R)

In the second method, Matlab was used for partieleking on the processed
TIFF’s using code developed by the Maria Kilfoisearch group [87]. The Kilfoil code
was adapted from particle tracking code using Ideyeloped by David Grier, John
Crocker, and Eric Weeks [109]. Details of the cadd tutorials on how to use it can be
found on the respective websites for each grougflgy the methodology is as follows.
First, a single frame from a batch of interesteiad into the program and the user adjusts
various settings (particle size and shape, pixeénsity, etc) until the program
successfully finds the particles of interest. Thdeclooks for particles as light pixels on a
dark background, as would be generated from fleemsmicroscopy (hence the need to
invert the STEM images). The batch of images istpeocessed using the settings
decided on in the first frame. The coordinatestiier particles in each frame are linked to
coordinates in other frames based on user inpgt, [@ax displacement between frames)
so as to form trajectories. The final output frdm Kilfoil code is a matrix called “res”
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that contains the following information: columnsafd 2 are the x and y positions (in
pixels); column 3 is the integrated intensity; enfu4 is the radius of gyration squared
(pixel squared); column 5 is the eccentricity; cotu6 is the frame number in which the
feature was found; column 7 is the time at whiah ithage was recorded; and column 8
is the trajectory ID number. The user must thenimdate this “res” matrix as he/she

sees fit to extract the information of interesg(gposition of particles, distance between
particles, velocities, etc). In contrast to thestfimethod with ImageJ, this method
preserves individual particle identification evermem the particle becomes part of a
cluster (so long as the particle doesn’t deformaaalesce as bubbles would).

As mentioned at the beginning of this section, éhevas an issue with
unsynchronized frame rates for the video and owegptiag of the images. As a result of
the oversampling, there were frequent frame rep&atsexample, if the microscope was
rastering at a frame rate of about 3 fps (a comsatting for these experiments) then the
uncompressed frames that were used for image asalylsich were sampled at 10 fps,
contained 7 repeat frames for every 3 unique frariiég repeat frames were not a
problem for measuring quantities such as clusteg, stluster count or mean distance
between particles. However, the repeat frames dedegmt a problem for calculating
particle velocity. Velocity was calculated by medsg the displacement of a particle
from one frame to the next and dividing it by tied step determined by the frame rate
(0.1 seconds for 10 fps). But with many repeat #ampresent due to oversampling, the

velocity calculations contained frequent zero vi#joérames where it appeared as if
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nothing moved. This erroneous artifact was a camsece of oversampling the images.

The Matlab code was modified to address this igstiee following manner:

Take framel and compare it to framie+ 1 by calculating a displacement
vector, where each row contains displacement irétion for a particle in
the image.

If the sum of the displacement vector_is non-zéten framei and frame
i+1 are not duplicates and the velocity calculatiom gaoceed by
dividing the displacement vector by the time stepget the velocity
vector.

If the sum of the displacement vector is zero, the@me i+ 1 is a
duplicate of framed. Even if one were to scan a completely static abje
twice in a row, there would be enough noise/dafptoduce an image that
differs by at least a few pixels. So a zero sunpldement vector
indicates an identical repeat frame. A value of Added to a counter and
the velocity calculation is postponed.

The next set of images is compared, framel to framei + 2. If this is
another pair of repeat frames then another 1 iscGtllthe counter and the
velocity calculation is postponed.

The code continues to compare frames and postpbaee velocity
calculation until the sum of the displacement vedaon-zero, indicating

that a pair of non-repeat frames has been readresl.velocity is then
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calculated by dividing the displacement vector the (time step * (the
counter value +1)).

e The velocity calculation performed on the non-regesnes is used to fill
in values for velocity in the current frame and trevious number of
duplicate frames given by the counter. This spreadghe displacement,
and subsequent velocity, measured in the lastgddiames over all the
previous duplicate frames.

e The counter is reset to zero, and the cycle coaesinu

Appendix C Normalization term for measuring the mean distdnetween
particles

Unit Cell View Window View Window
. 000000000 Ratio (VR): H/W
Ly/?2 Unit Cell eoo0co00e (VR): H/
L . . Ratio (UC): 000000000 | ., \\indow
Y " H 00000000
Ly/L 000000000 Area: H X W
ILY/Z x/Ly ecc00c000e
.‘ . - 000000000 View Window
Ly < » Diagonal: VH? + W2
w

Total number of particles: N

4 ; e d —_L1 §N
dis 3 Mean Distance for particle i: d, = 5 Zj=1 d;j
diq
. . —  dqqt+dip+diz+d
e.g., Mean Distance for particle 1: d, = %
1 di

Ensemble Mean Distance: d = % >N .d,

For a given system of particles on a grid, as iae sf the viewing window

increases, so does the total number of particlegaw (N), aka particle count. As a
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result, the ensemble mean distankencreases because there are more particles dbcate
further away from each other. When looking at tweages of the same system at
different magnifications, thd that is measured will be different. Yet these iwages
represent the same system at the same conditiars dfmust be scaled in such a way
that the measurement is independent of magnificatio

Matlab was used to investigate the relationshigvbend and view window size
under various system conditions/factors such asutiitecell size and shapéy and Ly
values, which affect concentration), and view wiwdshape (VR:H/W). In each case,
the unit cell ratio kx/Ly), and view window ratioH /W) values were fixed and the size
of the view window was varied (i.eH was varied).d was calculated for each view
window size and plotted as a function of differeariables in order to investigate
relationships and find trends. The following plotpresent one such case where the unit
cell ratio (UC) is 1 withLy =1 and L, =1, and the view window ratioVR) is 1

(H/W=1).
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The following table depicts results for all of thgstems tested:
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There are several conclusions to be drawn fromtétike and the graphs above.

For a given system of any UC ratio and VR, as tieevwindow increasesj
scales with either linear or power law dependencalbof the variablesd scales
linearly with square root of the area of the viewmaow. d scales linearly with
the diagonal of the view windowd x diagonal scales linearly with particle
count.d scales with power law dependence on particle caljfjiarticle count
scales with power law dependence on square rabiecdrea of the view window.
d/particle count scales with power law dependence on the diagdrileoview
window.

When the concentration is changed (by changingr Ly) the new system has all
the same scaling dependencies (linear or power ksv)any other system,
although the slopes of the dependencies may nttdbseame. For example, for a
fixed VR, d x diagonal vs particle count slope varies depending on ttieastl
size and spacing.

Similarly, when the view window ratio is changed| the same variable
dependencies hold true, although the slopes, agein,be different. For example,
for a fixed UC, the slope of vs square root of the area of the view window
varies depending on the VR. Interestingly, whenWhReis fixed and the UC is
changed, the slope df vs square root of the area of the view window appéo

be constant.
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There is, however, one relationship that appealsetoonstant, regardless of unit
cell size, unit cell shape, or view window ratibvs diagonal of the view window

(highlighted blue in the table). Examining the Highted columns, the
relationship log(d) = log(diagonal) — 1 can be rearranged to givézéx

diagonal, which is confirmed by the preceding set of colsrford vs diagonal.

It is interesting to note that the vs diagonal relationship holds approximately
true, regardless of particle concentration, as mthere is a regularly distributed
system of particles. Thus, this gives a good albsatweasure of aggregation. In
any systemd/diagonal can at most be equal ig/e. Any value less thar/e

indicates that the system is aggregated in someandyis not in a state of even
distribution. The lower bound ef/diagonal will depend on the size and shape of

the particles, and how they pack with each other.

From this analysis, we can conclude tlaghould be scaled by the view window

diagonal in order to collapse the initilvalue to a normalized value that is equivalent

across different view window sizes and shapes.

Appendix D Radial box position coordinate system

We want to explore the idea that particle motiooumn system could be dependent

on where the particle is located in the image. Sowould like to display particle
velocity as a function of radial position from tleenter of the image. The image,

however, is not circular, but rather is a rectangkeasuring 1024 pixels wide by 881
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Figure D-1: Three possible coordinate systems f
measuring the radial position ofparticles from the
center of the image

Rectangle

pixels tall. Three possible coordinate systemsilargtrated in Figure D-1. Particles 1, 2
and 3 lie at the same distance from an edge ohiage, and they should be represented
by the same radial position value. A circle thaesps out from the center of the image
captures particle 1, but fails to capture partidesnd 3 at the same radial position. An
ellipse, with an aspect ratio equal to the aspad 10f the image, that sweeps out from
the center of the image captures particles 1 arouBfails to capture particle 2 at the

same radial position. A rectangle, with an aspatibrequal to the aspect ratio of the
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image, that sweeps out from the center of the intagures particles 1, 2 and 3 at the
same radial position. And so the “radial box positiwas selected as the coordinate
system for representing a particle’s position reéato the center of the image. The radial

box position of a particle was calculated in théofging manner:

* Set the origin to the center of the image and ¢aledhex andy position relative

to the origin.
» Take the absolute value of theandy position.

» Divide the x value of the particle position by the aspect rdti024/881 =

1.162) in order to scale the x position to be in the saange as thg position.

» Compare the scaled value to they value and take whichever is greater, this

gives the radial box position on which the partias.

Appendix E Mean squared displacement due to Brownian motion

Let us consider the one-dimensional random walk pfrticle due to Brownian
motion, with analysis outlined in “Physicochemicélydrodynamics” [91]. The
probability of finding a particle at positionaftern random steps of lengthis given by
the Gaussian distribution:

P(n,x) = Qmunl?2) V2 ex*/2nl (E-1)
where the number of steps is taken to be propatimntime according to
n=Kt¢t. (E-2)

Concentration is then represented as
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c=cyP(x,t), (E-3)

which we plug into the 1-D diffusion equation

dc d0%c

=D _-— E-4
Jt D dx? (E-4)
whereD is the diffusion coefficient, to find that

K =2D/12. (E-5)

Substituting equations (E-2) and (E-5) into (E-dr) & particle on a random walk in one,

two, and three dimension produces, respectively,

1

_ -x2/4Dt -
PlD(x't)_(4nDt)1/ze ) (E-6)
1 2 2
P. Y, t) = —— —(x“+y )/4Df’ -
20 (%, Y, t) (47TDt)e (E-7)
1
Pap oy, 2,8) = Gy €T (E-8)

The integral of each probability over its domaingtoe 1, i.e.,

fpw (x,t)dx =1, (E-9)
ﬂ Pp(x,y,t)dx dy = 1, (E-10)

Pyp(x,y,2z,t)dx dy dz = 1. (E-11)
I

Converting the 2D expression in (E-10) to cylindlicoordinates and the 3D expression

in (E-11) to spherical coordinates, and then iraegg over the angular terms produces:

1
Po(n) =gepmm e 1P (Ceo<r<e), (E-12)
Pop(r,t) =7 - D) e TH/ADE (0 <1 < o), (E-13)

169



Pyp(r,t) =12 e /4Dt (0 <7 < ). (E-14)

2 (m D t)l/2
We can now calculate the mean squared displaceohenparticle undergoing a random
walk in 1, 2, or 3 dimensions by integrating thei@®@ of the displacement times the

probability of displacement,

(r?) = frz P(r,t)dr, (E-15)
to get

(r?),p = 2D, (E-16)
(r?),p = 4D, (E-17)
(r?)sp = 6DL. (E-18)
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