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Abstract 

An examination of the library and information science (LIS) literature reveals that 

surveys published between 1996 and 2001 in three major LIS journals have an average 

response rate of 63%, and almost three quarters of the surveys have a response rate below 

75% (the level that is widely held to be required for generalizability). Consistent with the 

practice in other disciplines, however, most LIS researchers do not address the issue of 

nonresponse beyond reporting the survey response rate. This article describes a strategy 

that LIS researchers can use to deal with the problem of nonresponse. As a first step, they 

should use methodological strategies to minimize nonresponse.  To address nonresponse 

that remains despite the use of these strategies, researchers should use one of the 

following strategies: careful justification of a decision simply to interpret survey results 

despite nonresponse, limiting survey conclusions in recognition of potential bias due to 

nonresponse, or assessing and correcting for bias due to nonresponse.  
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1 Introduction 

 

Surveys are an excellent method for collecting information about the opinions and 

experience of research participants, and library and information science (LIS) researchers 

study the needs, challenges and problems of information professionals and information 

users.  It is no surprise, therefore, that surveys are among the most widely used methods 

in LIS research (Blake, 1994; Callison, 1997; Dimitroff, 1995; Feehan, Gragg, & 

Havener, 1987; Fidel, 1993; Goodall, 1996; Julien, 1996; Julien & Duggan, 2000; 

McKechnie, Baker, Joyce, & Julien, 2002; Preitz, 1980-81; Simpson, 1992). Given the 

prevalence of surveys as a method of collecting data in LIS, issues of survey 

methodology are of paramount importance to LIS researchers. Specific issues that have 

been addressed in the LIS literature include optimization of sample design (Lakner, 1998) 

and the utility of e-mail reminders for surveys sent by regular mail (Roselle & Neufeld, 

1998). Hernon and Schwartz (2000) raise another critical issue in survey methodology: 

the problem of nonresponse. They remark that, in the LIS literature, “insufficient 

attention has focused on return rates and whether the population is truly represented” (p 

119), and ask the questions:  “… what can be done to get a sufficient number of 

respondents? … [H]ow can we frame the imposition to gain cooperation?” (p 118). This 

article addresses both questions as well as other aspects of the problem of nonresponse. 

 

 

Well-designed surveys are effective research instruments for gathering quantitative data. 

When those data are collected from a carefully selected representative sample drawn 

from a larger population, the results can be generalized beyond the survey respondents to 
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the entire population of interest. There is, however, a recurrent problem encountered by 

virtually all survey researchers that affects this generalization: people who are asked may 

not respond. 

 

Students of psychology are introduced to the concept of the “blind spot”, an area of the 

retina that receives no direct visual input. Our visual system responds by “filling in” the 

missing data, relying on information from surrounding areas to provide a best guess about 

what appears where we cannot actually see. This inductive process works well in a 

smooth and continuous world where the seen is a good approximation of the unseen.  The 

process fails, however, when new and unexpected visual information is contained 

completely within the boundaries of the blind spot. In this case, startling and potentially 

important information goes completely unnoticed. 

 

Survey researchers have an analogous blind spot to contend with: the missing data that 

result from nonresponse. The researcher receives little or no information from 

nonrespondents, and is faced with the challenge of forming a complete picture of the 

surveyed population from incomplete data.  The solution most often adopted is simply to 

fill in the gap with information collected from respondents, assuming that their data 

provide a good approximation for that missing from nonrespondents. This solution works 

well if nonrespondents do not differ from those who provide data, but it fails if the two 

groups are different in ways that influence their survey responses. When survey results 

are generalized to the population in this latter case, it is as if the nonrespondents do not 
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exist: the population that is described by the survey results is the population of 

respondents only.   

 

The consequences of nonresponse for conclusions based on survey data can be serious. 

Library patron satisfaction would be overestimated if those less happy with library 

services were also less likely to respond to a satisfaction questionnaire. Librarian 

workload would be underestimated if those busiest in their work could not find the time 

to complete the survey. Academic libraries faced with the difficult decision of whether to 

discontinue journal subscriptions might use a survey to collect patron input on the 

question, only to be misled about the needs of the general population if those who do not 

use the journals simply do not respond to the survey.  In each of these cases, the data 

from nonrespondents would have changed the survey conclusions.  

 

Nonresponse introduces an unresolvable dilemma: ultimately, assessment of, and 

correction for, nonresponse requires that researchers either estimate data for or extract 

data from those who have not provided any.  This dilemma is a central issue in survey 

methodology. In fact, an entire conference was recently devoted to nonresponse 

(International Conference on Survey Nonresponse, 1999, Portland Oregon, proceedings 

published as Groves, Dillman, Etlinge, & Little, 2001). It is widely held that a response 

rate of 75% - 90% is sufficient to support generalizations from the surveyed sample to the 

population of interest (Ary, Jacobs, & Razavieh, 1996; Gall, Borg, & Gall, 1996; 

Kerlinger, 1986; Tuckman, 1999). Overall, however, only about 70% of those 

approached agree to complete a survey, and there is evidence that nonresponse is 
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increasing over time (Brehm, 1993).  Surveys of some groups show even lower response 

rates: for example, approximately 60% of physicians respond to survey requests 

(Cummings, Savitz, & Konrad, 2001; Sibbald, Addington-Hall, Brenneman, & Freeling, 

1994).  LIS researchers also face the problem of nonresponse. An examination of LIS 

survey research, reported in more detail below, reveals an average response rate of 63%.  

Thus, most surveys published in LIS and in other disciplines show some degree of 

nonresponse, and many have response rates that do not meet the level required for 

generalizing beyond those actually surveyed to the population of interest.  

 

There is no doubt that survey nonresponse is a ubiquitous problem. The real question is: 

How are researchers to deal with the issue? Most research methods textbooks provide 

little if any guidance. Among the subset that note the problem of nonresponse, some 

discuss methodological variations that improve response rates (e.g., Neuman, 2000), and 

a still smaller group provide general guidelines about how to assess the impact of 

nonresponse (e.g., Palys, 1997).  Detailed discussions of statistical approaches to assess 

and possibly correct for nonresponse are usually limited to specialized works in survey 

methodology (e.g., Groves Dillman, Etlinge, & Little, 2001).  The situation is no better 

within the discipline of LIS: of three methods textbooks widely used in LIS (Busha & 

Harter, 1980; Losee & Worley, 1993; Powell, 1997), only one (Losee and Worley) 

mentions the issue of nonresponse, and the treatment in that text is cursory.  LIS survey 

researchers, therefore, are largely left on their own with regard to nonresponse. They 

know there is a problem, but they are not exactly sure what to do about it. 
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This article addresses the dilemma of nonresponse by providing a general overview of the 

problem along with a detailed discussion of the various approaches that LIS researchers 

can use to minimize both the degree of nonresponse and the impact of nonresponse on 

survey results. The final section of the article provides an overview of the treatment of 

nonresponse in the LIS literature. This overview is based on an examination of surveys 

published in three prominent LIS journals over the years 1996-2001 identifying the 

degree of nonresponse in these surveys and the degree to which researchers use strategies 

to address the nonresponse problem.  

 

1.1 What is nonresponse and why is it important? 

Survey nonresponse refers to the discrepancy between the group approached to complete 

a survey and those who eventually provide data. Despite the best intentions and best 

efforts of researchers, it is rare that data are actually collected from each member of the 

identified sample, and most surveys that achieve a perfect response rate (especially those 

with larger and more diverse samples) do so at significant cost in terms of researcher 

effort and financial resources. In the majority of surveys, a relatively large proportion of 

those chosen for the sample do not participate, as a result of either unsuccessful attempts 

to contact or failure to complete the survey.  

 

Although the causes and consequences of nonresponse differ from survey to survey, 

some general conclusions are supported by previous research. These studies provide 

some insight into the profile of survey respondents (as compared to nonrespondents), 

allowing researchers to make educated guesses regarding differences between 
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respondents and nonrespondents, and suggesting changes to survey  administration that 

might help to improve response rates. 

 

Those who respond to a survey tend to be more interested in the topic of the survey 

and/or more interested in the activities being studied (Donald, 1960; Martin, 1994; Senf, 

1987), and respondents are more likely to believe that survey responses (including their 

own) will be used to make changes (Rogelburg, Luong, Sederbury, & Cristol, 2000). 

Individuals give the following reasons for not returning mail surveys: they did not receive 

it; they were too busy; they forgot it or lost it; they were not interested in the topic; the 

survey was too long; or they thought it was not intended for them (Robinson & Agisim, 

1951; Sosdian & Sharp, 1980). It is interesting to note that the profile of respondents in 

surveys of the general public matches that of public library users (Berelson, 1949): 

respondents tend to be female, older, and more educated than nonrespondents (Green, 

1996; Kaldenberg, Becker, & Boris, 1994).  

 

Organizational representatives cite reasons for refusal to complete a survey that are 

similar to those cited for individual nonresponse, including inconvenience, inappropriate 

or irrelevant subject matter, concern about the confidentiality of the information 

provided, time constraints, survey length, and lack of benefit to the organization 

(Albaum, Evangelista & Medina 1998; Baldauf, Reisinger, & Moncrief, 1999; 

Diamantopoulos & Schlegelmilch, 1996; Tomaskovic-Devey, Leiter, & Thompson, 

1994). When organizations are the population of interest, organizational size is an 
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important determinant of response: larger organizations are less likely to respond to 

surveys (Cotton & Wonder, 1982; Tomaskovic-Devey et al., 1994).   

 

Nonresponse presents two problems for the interpretation of research results. First, it 

reduces the sample size and, thus, decreases the precision with which results can be 

stated. Second, and more importantly, it introduces error into the sampling process by 

excluding a non-random subset of the population. If the excluded subset is different from 

those remaining with regard to the survey data, the results of the survey will be biased. 

The first issue, if it occurred alone, would be neither particularly serious nor particularly 

difficult to remedy. In most cases (except where a census has been attempted), additional 

respondents can be recruited in numbers sufficient to compensate for expected refusals. If 

this strategy is not feasible, statistical techniques automatically account for smaller 

sample size by increasing the confidence intervals around estimates of population 

parameters or by decreasing the significance of inferential statistics.  Unfortunately, both 

of these responses to a smaller sample are valid only if the results are unbiased, that is if 

the data provided by respondents are representative of the entire population. When 

nonrespondents differ significantly from those who do respond in their survey responses, 

increasing the size of the sample or using statistics that reflect sample size without 

addressing the bias due to nonresponse can serve only to bolster reader confidence in 

potentially inaccurate results.  

 

Nonresponse always introduces some bias into the sample, even if that bias cannot be 

detected by statistical tests on available comparison measures.  Nonresponse results 
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directly from subject choice (e.g., the choice not to complete the survey) or subject 

characteristics (e.g., the characteristic of having moved and therefore having an invalid 

mailing address). In these choices and/or characteristics, nonrespondents by definition 

differ from respondents. The groups will also differ in the qualities that determine the 

choices and/or are correlated with the characteristics. Thus, public library patrons who 

choose not to complete a survey regarding the importance of Internet access are also 

likely to be those who use the service less, and the group of librarians who do not receive 

a job satisfaction survey because they have changed positions is likely to include many 

who changed jobs because they were dissatisfied with their work. Occasionally, 

researchers argue that if they cannot identify any systematic difference between 

respondents and nonrespondents, there is no bias due to nonresponse. Statistical 

comparisons of respondents and nonrespondents on available descriptors, however, can 

only eliminate the possibility that the two groups differ significantly in terms of the 

measured qualities. It remains possible, and even likely, that there are differences 

between the groups: either real differences on the measured variables too small to reach 

statistical significance, or differences on other variables for which the data are 

unavailable.  

 

The question, therefore, is not whether nonresponse has resulted in a biased sample: the 

answer to that query is always ‘yes’. The important issue is whether the bias influences 

survey results. There is, however, a dearth of direct research on this question, for a very 

good reason: the degree to which nonresponse affects survey conclusions depends on the 

relationship between the variable(s) of interest and the cause(s) of nonresponse (Brehm, 
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1993), and this relationship is likely to differ from survey to survey. If there is no 

relationship, nonresponse will not affect the survey results. If, however, there is a 

relationship (either direct or through a third variable that influences both nonresponse and 

the dependent variable(s) of interest), nonresponse will compromise the survey 

conclusions. If researchers were able to measure the relationship between selection 

mechanisms and survey results for their particular survey, it would be simple to 

determine whether nonresponse represented a threat. The nature of that relationship, 

however, is virtually impossible to determine, since assessing it requires the very thing 

that nonresponse precludes: analysis of data from nonrespondents.  

 

This is in fact the central dilemma of nonresponse: the impact of nonresponse on survey 

data cannot be determined without data (either actual or estimated) from nonrespondents.  

Nonresponse raises the spectre (but not the certainty) of biased results; furthermore, the 

higher the level of nonresponse, the greater the potential bias (Alexander, Alliger, & 

Hanges, 1984; Chen, 1996; Cochran, 1963; van Goor & Stuyiver, 1998; Viswesvaran, 

Barrick, & Ones, 1993). In isolated cases, researchers have demonstrated that low 

response rates do not necessarily compromise survey results (Keeter, Miller, Kohut, 

Grovers, & Presser, 2000; Visser, Krosnick, Marquette, & Curtin, 1996). This should not 

be taken, however, as general evidence that nonresponse can be ignored. The important 

issue is representativeness – whether the respondents resemble (with regard to survey 

results) the population from which they were drawn (Cook, Heath, & Thompson, 2000; 

Cook & Thompson, 2001; Krosnick, 1999; Thompson, 2000). It is possible to interpret 

survey results even with high levels of nonresponse if it can be argued that the 
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respondents are representative of the population. Thus, for example, Cook and Thompson 

(2001) argue that, despite a response rate of approximately 14% (Thompson, 2000), the 

results of a web-based LibQUAL+ study can be generalized to the larger population 

because the respondents are shown not to differ significantly from the population on a 

variety of measured variables (Thompson, 2000).  The approach used by Cook and 

Thompson is one strategy for dealing with nonresponse. The next section of this article 

presents this and other suggestions for addressing with the dilemma of nonresponse. 

 

2 Dealing with the Dilemma 

 

As a first strategy for dealing with nonresponse, the researcher should address the 

problem at the source by taking advantage of methodological variations proven to reduce 

nonresponse.  Although these efforts are important, in most cases they will not results in 

100% response.  The researcher is left, therefore, with the problem of interpreting survey 

results in the context of some remaining level of nonresponse.  

 

Reports of survey results should always indicate the degree to which initially selected 

respondents participate in the survey by reporting the response rate (response rate = 1-

nonresponse rate). There are a number of definitions of response rate, differing in the 

way that incomplete surveys, non-contacts, refusals, and other outcomes are treated 

(American Association for Public Opinion Research (AAPOR), 2000). This article uses 

the ‘maximum response rate’ as defined by AAPOR: response rate = (complete 

responses + partial responses)/total number in the eligible sample.  When the response 
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rate is less than 100%, the researcher has three choices: (1) ignore the nonresponse, 

preferably on a substantive basis (e.g., a low level of nonresponse, or documented reason 

to believe that nonresponse would not affect research results); (2) limit the survey 

conclusions based on the rate and presumed impact of nonresponse; or (3) attempt to 

assess and (if necessary) correct for the sampling bias introduced by nonresponse.  

 

2.1 Addressing the Problem at the Source: Methods to Reduce Nonresponse 

 

The method of survey administration is an important determinant of response rates. Four 

methods that are widely used in surveys are mail, telephone, face-to-face, and e-mail 

administration (note that some surveys are also distributed by fax, but these are few in 

number, and the method has quickly been supplanted by e-mail administration). Surveys 

have also been delivered over the Web (e.g., Perkins & Yuan, 2001), but Web surveys of 

probability samples generally require recruitment of respondents using one of the other 

means of administration (Couper, 2000). Of the four methods widely used when a 

representative sample is desired, face-to-face administration tends to result in the highest 

response rates (Hox & Deleeuw, 1994), although this effect may differ across 

demographic groups (Krysan, Schuman, Scott, & Beatty, 1994). Telephone surveys 

demonstrate the next highest response rates, followed by regular mail and then electronic 

mail (Hox & Deleeuw, 1994; Kettleson, 1995).   

 

Although response rates are lowest for mail and e-mail delivery, these are also the least 

expensive methods of administration, and therefore they are widely used in survey 
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research.  Dillman (2000) has developed a “tailored design method” to reduce the error 

associated with nonresponse (among other factors) in mail and e-mail surveys. He 

suggests that survey response can be maximized by: (1) establishing the respondent’s 

trust; (2) increasing the expected rewards of participation; and (3) reducing the social 

costs of participation. Some of the specific strategies suggested by Dillman are relatively 

low-cost and simple to implement in any survey. These include prenotification, 

personalized cover letters, the use of reminders, incentives with the invitation to 

participate, and stamped, self-addressed envelopes for the return of mail surveys.  

Research suggests that, of these methods, small (i.e., $1-$2) monetary incentives included 

with the initial survey mailout are the single most effective strategy that researchers can 

use to increase response rates (Church, 1993; Fox, Crask, & Kim, 1988; Gajraj, Faria, & 

Dickinson, 1990; Helgesen, Voss, & Terpeting, 2002; Hopkins & Gullikson, 1992; 

Singer, Hoewyk, & Maher, 2000).  Meta-analyses of studies of mail survey response 

rates have offered support for the strategies suggested by Dillman (Fox et al., 1988; 

Hopkins & Gullickson, 1992; Yammarino, Skinner, & Childers, 1991), indicating that the 

impact of interventions to increase response rates is consistent across populations (Green, 

Boser, & Hutchinson, 1998). Hart (1998) used many of Dillman’s suggestions for a 

survey of the relationships between work roles and information gathering for college 

faculty, and achieved a response rate of 84%. 

  

In addition to these strategies, researchers should consider selecting a smaller initial 

sample and concentrating efforts and resources on achieving a high response rate 

(Wayne, 1975-76).  Researchers may choose to use one of the more expensive methods to 
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collect data from the smaller sample (e.g., telephone interviews), they may choose to use 

multiple methods in soliciting response (Roselle & Neufeld, 1998), or may provide 

incentives to those invited to participate. Although a smaller sample limits the precision 

with which results can be stated, this disadvantage is offset by the reduction in bias 

associated with an increased response rate.  

 

2.2 Ignoring Nonresponse 

When can you simply ignore nonresponse? The short answer, correct in the most absolute 

sense, is never.  Although low response rates do not necessarily compromise survey 

results (Keeter, Miller, Kohut, Groves, & Presser, 2000; Krosnick, 1999, Visser, 

Krosnick, Marquette, & Curtin, 1996), any level of nonresponse could bias conclusions 

(Jones, 1996).  The real problem is that the researcher cannot know whether nonresponse 

affects survey conclusions, since this requires information about the differences between 

respondents and nonrespondents. Nonetheless, some conditions can justify for ignoring 

the nonresponse, and the factors that should be taken into account are outlined in this 

section. Researchers should not, however, see this as a panacea or default strategy for 

dealing with nonresponse. Ignoring the problem is appropriate only in a small proportion 

of cases, and the researcher must ensure that the use of the strategy is explicitly justified. 

 

First, the impact of nonresponse on survey results depends entirely on the relationship 

between the mechanisms that result in nonresponse and the variables of interest. Again, 

by definition, the researcher is not in a position to measure this relationship because the 

required data are unavailable. It is possible, however, to hypothesize about the 
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relationship. To the extent that the researcher can make a strong logical case that the 

likelihood of response is unrelated to survey conclusions, there is some justification for 

ignoring nonresponse.   

 

Second, the degree of nonresponse is obviously important. Potential bias increases 

monotonically with nonresponse (Alexander, Alliger, & Hanges, 1984; Chen, 1996; 

Cochran, 1963; van Goor & Stuiver, 1998; Viswesvaran, Barrick, & Ones 1993): the 

higher the level of nonresponse, the greater the potential bias. Given that any degree of 

nonresponse can lead to bias in survey results, it is difficult if not impossible to identify 

an acceptable level of response. Nonetheless, it is widely held that a response rate of 75% 

- 90% is sufficient to support generalization.  If the response rate for a survey is above 

90%, researchers are probably justified in generalizing from the sample to the population. 

If the response rate falls between 75% and 90%, generalization may be justified, 

particularly if other conditions identified in this section are also met. When survey 

response rates fall below 75%, straightforward generalizations from sample to population 

are tenuous at best, and the data should probably be subjected to some of the other 

procedures outlined in this section to assess and possibly correct for bias due to 

nonresponse.  

 

Third, the type of research is important. Nonresponse is less serious for preliminary 

research or research designed to support theory development. This arises, in part, because 

such studies are rarely interpreted alone. In addition, many studies of this type focus on 
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relationships between multiple variables that (as discussed below) may be less influenced 

by nonresponse.   

 

Finally, there is some evidence that the impact of nonresponse is greater for the 

estimation of univariate population parameters (e.g., average age of library users) than for 

the estimation of bivariate correlations (e.g., relationship between age and library 

resource use), multivariate relationships (e.g., faculty status, salary, and library size as 

predictors of librarian job satisfaction), or tests of differences between groups within the 

larger sample (e.g., comparison of the effectiveness of bibliographic instruction for face-

to-face versus distance learners).  Care must be taken, however, in the application of this 

criterion. Although a smaller impact of nonresponse on bivariate and univariate 

relationships has been observed in empirical data (Goodman & Blum, 1996; van Goor & 

Verhage, 1999) and there is some theoretical basis to assume that the observation is 

correct (Alexander, Barrett, Alliger, & Carson, 1986), this conclusion is not 

unchallenged. Brehm (1993) presents convincing theoretical evidence and supporting 

Monte Carlo simulation data demonstrating that, nonresponse can have a large biasing 

effect on multivariate relationships if the selection criteria and the dependent variable of 

interest are related.  

 

2.3 Limiting Survey Conclusions 

The discussion above indicates that, in many cases if not most, it is inappropriate simply 

to ignore nonresponse. An alternative strategy is to limit survey conclusions 

commensurate with the level of nonresponse. If the survey response rate is below 75%, 
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the researcher should, at minimum, ensure that the reader is aware of the limitation to the 

generalizability of survey results arising from nonresponse. A better approach may be to 

assume that nonresponse has introduced bias in survey results; it is then possible to 

estimate the likely impact of that bias using statistical techniques. These techniques work 

by making assumptions (worst case or average case) about how nonrespondents might 

have answered, and using this information to reduce the precision with which results are 

stated. There are procedures available for calculating the maximum amount of bias 

introduced by nonresponse in a univariate population estimate such as the estimate of 

average job satisfaction among librarians (Alexander, Alliger, & Hanges, 1984; Chen, 

1996; Cochran, 1963).  Some survey analyses include subgroup comparisons, such as an 

examination of the compliance of small, medium, and large public libraries with 

recommendations regarding Internet connectivity. When subgroup differences are tested 

using t-tests or analyses of variance, it is possible to estimate the degree to which such 

differences are affected by nonresponse (Viswesvaran, Barrick, & Ones, 1993). These 

techniques effectively reduce the precision of survey results to compensate for sampling 

bias resulting from nonresponse. Unless response rates are very high, however, they tend 

to be overly conservative, and researchers who use these approaches are likely to 

underestimate the significance of their results. Thus, these statistics are not widely used 

because they work best when they are needed least: at low levels of nonresponse. 

 

2.4 Assessing and correcting for sampling bias due to nonresponse 

A more widely used approach to the issue of nonresponse is to attempt to determine 

whether nonresponse has introduced sampling bias and to correct that bias if it is found. 



 18 

The most commonly used strategy compares respondents to a second group that either 

includes or represents nonrespondents using one of the three specific strategies presented 

below. Qualitative comparisons (e.g., Clougherty, Forys, Lyles, Persson, Walters, & 

Washington-Hoagland, 1998; Hart, 1998) provide some insight into the impact of 

nonresponse, but a better approach is to test the statistical significance of any observed 

differences. A significant difference between respondents and the comparison group 

suggests the presence of sampling bias. If such a difference is found, researchers can 

attempt to correct the bias by re-weighting the data to account for the under-

representation of subgroups resulting from the nonresponse (see section 2.5).   

 

The respondents can be compared to the population from which they were drawn, in an 

attempt to answer the question: Do respondents represent a random sample of the 

population? The application of this approach is limited to comparisons for which data are 

available both for respondents and for the population as a whole – generally demographic 

descriptors. A statistical test is applied to these data to determine the probability that the 

sample of respondents is drawn from the population. The appropriate statistical test 

depends on the level of measurement of variable being compared (interval or ratio versus 

ordinal or nominal) and, for interval or ratio variables, what is known about the 

population distribution (see Table 1). 

Insert Table 1 about here 

 

A second approach is based on research indicating that nonrespondents are more like late 

responders than early responders in both expressed attitudes and demographics (Dalecki, 
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Whitehead, & Blomquist, 1993; Green, 1991; Pearl & Fairley, 1985). In this approach, 

the group of respondents is divided into at least two subgroups: early respondents and late 

(or reluctant) respondents. The division can be based on factors such as the time elapsed 

between initial mailout and response, or the number of reminders required before 

response. The choice of statistic to compare the groups depends on the number of groups 

identified and the level of measurement of the variable of interest (see Table 2).  

 

A third approach is to compare respondents to nonrespondents on variables that are 

available for both groups.  If respondents from the original sample can be identified (e.g., 

through numeric keys on mailed out surveys), it is possible also to identify 

nonrespondents. In this case, external data sources can provide information about both 

groups (e.g., administrative data might be available for the entire sample).  Crawford and 

Rice (1997) use this strategy to conclude that there is no significant bias due to 

nonresponse in their survey of the effects of automation on liberal arts college libraries. 

Alternatively, subjects can explicitly be offered the option to refuse to complete the 

survey, and subjects who refuse can be asked to answer a small number of questions 

(Senf, 1987).  This strategy, which is a version of the ‘door-in-the-face’ technique for 

inducing compliance (Cialdini, Vincent, Lewis, Catalan, Wheeler, & Darby, 1975), may 

allow a small amount of data to be collected from people who do not complete the entire 

survey. Table 2 identifies the appropriate statistic for the comparisons between 

respondents and nonrespondents. 
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Insert Table 2 about here 

 

 

The first and third approaches outlined above are limited by the data available for the two 

groups to be compared (usually this is restricted to demographic information). Thus, with 

these approaches it is only possible to assess sampling bias with respect to these 

variables, and not with respect to the substantive survey data. The second approach 

allows direct comparison of survey responses, but it is based on the (possibly incorrect) 

assumption that nonrespondents can be adequately represented by reluctant respondents.  

Obviously, a better way to assess the impact of sampling bias is to compare directly 

survey data for respondents and nonrespondents (Fuller, 1974). Deming (1960) suggests 

a method to accomplish exactly this: select a random subset of nonrespondents, and 

pursue 100% response from these individuals. The data collected from these converted 

nonrespondents can be compared to data from the initially responding sample to identify 

the degree of bias due to nonresponse on any variable measured by the survey.   

 

This last strategy may, in fact, represent the best way to address the impact of 

nonresponse on survey data. There are only two factors that researchers should consider. 

First, gathering data from a sample of initial nonrespondents is likely to be time 

consuming and expensive. Second, care should be taken that the process of gathering the 

data from these initial nonrespondents has minimal impact on the responses themselves. 

For example, the researcher should be aware that lack of time may have prevented these 

individuals from responding. If this is the case, the researcher must take special care to 
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find an opportunity for data gathering when the respondent has sufficient time to devote 

to the process; otherwise, the data collected could be of questionable quality. Ultimately, 

if this procedure is followed, the researcher may choose to limit the data collected to only 

the most important survey questions as a way to minimize both the costs of collecting the 

data and the imposition on the already reluctant respondent.  

 

2.5 Adjusting for sampling bias due to nonresponse 

When sampling bias is identified using the methods outlined above, reweighting of 

obtained data is the strategy most frequently used to compensate for sampling bias due to 

nonresponse. Using a statistical package such as SPSS, selected cases can be given 

additional weight in analyses. The weighting factors are chosen to remedy the difference 

between sample proportions and population proportions for various subgroups. For 

example, if the population is split evenly between men and women (50% in each group), 

but 60% of the respondents are men, weights can be applied to compensate for the 

difference. The weight applied to each respondent is calculated as the population 

proportion/sample proportion. In this case, the weight for male respondents would be 

50%/60%, or .8333. The weight applied to female respondents would be 50%/40%, or 

1.25. When statistics such as averages are calculated over the weighted data, it is as if the 

sample was split 50/50 in terms of gender.  Holt, Elliott, and Moore (1999) used an 

alternative, mathematically equivalent, method for calculating weights.  They calculated 

the weight of each case as the number in the weighting class for the entire population/the 

number in the weighting class for the sample. For a more detailed discussion of 
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weighting and other statistical techniques to compensate for nonresponse, see Groves 

(1989), Groves et al. (2001), Little and Rubin (1987), or Kalton (1983). 

 

Although weighting is widely used to compensate for nonresponse, weighting 

adjustments are not always effective in reducing bias (Brehm, 1993; van Goor & Stuiver, 

1998), and, in some cases, they may even exacerbate the problem (Brehm, 1993). 

Essentially, the process of weighting replicates respondents within each weighting class 

to compensate for those within the class who did not respond. Thus, weighting is based 

on the assumption that within each weighting class there are no systematic differences 

between respondents and nonrespondents (Mandell, 1974). If this assumption is not met 

(and without actually collecting data from nonrespondents there is no way to determine 

whether it is), weighting cannot compensate for the sampling bias introduced by 

nonresponse. More complex modeling approaches (Achen, 1986; Glynn, Laird, & Rubin, 

1986; Heckman, 1976, 1979; Heckman & Robb, 1986) are less susceptible to this 

criticism, although these approaches require that the researcher make assumptions about 

the relationship between the likelihood of participation and the variables of interest 

(Brehm, 1993; Wainer, 1989).  Deming (1960) suggested the only approach that does not 

require assumptions about the nature of either the mechanisms that result in nonresponse 

or the data that would have been obtained from nonrespondents. In that approach, the 

data from the converted nonrespondents represents that from the entire group that did not 

respond. If the researcher is successful in collecting data from a random subset of the 

original nonrespondents, appropriate weighting of the data provided by this group will 

adequately correct for nonresponse bias.  
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3.  Nonresponse in the LIS Literature 

Summaries of surveys published in a variety of disciplines have indicated that, although 

response rates are low enough to constitute an issue for the interpretation of results, a 

large proportion of published articles fail to respond to the issue (Cummings, Savitz, & 

Konrad, 2001; Lindner, Murphy, & Briers, 2001). In this section of the paper, we attempt 

to determine whether a similar situation exists in the LIS literature. Specifically, an 

empirical study of surveys published in LIS will be used to examine the following 

questions:  

 What is the extent of nonresponse in surveys published in the LIS literature and 

how serious is this level of nonresponse for the interpretation of survey results? 

 What methodological strategies do researchers take to reduce nonresponse? 

 Do researchers attempt to determine the degree of and/or statistically account for 

nonresponse bias, and if so, how?  

 

Conclusions are based on a census of surveys published in the years 1996-2001 in three 

LIS journals:  Public Libraries (PL), College & Research Libraries (C&RL), and Library 

& Information Science Research (LISR). The years 1996-2001 represent the most recent 

6 full years of publication for these journals at the time the census was completed. This 

constitutes a purposive sample, chosen to cover a broad range of recent LIS research in 

both academic and public library settings. It is recognized that the surveys examined are 

not a random sample of surveys published in LIS, and therefore care must be taken in 

generalizing beyond the specific results. The purpose, however, is only to determine 
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whether nonresponse and the treatment of it are a problem in the LIS literature, and not to 

draw quantitative conclusions about the degree of the problem. The purposive sample 

described is sufficient, if not ideal, to meet those needs.  

 

The surveys selected met the following criteria:  

 The goal of the survey was to describe the population of interest (thus, surveys were 

not included if there was no intention to apply results to the population);  

 Either the entire population was selected for participation (a census), or the selected 

participants represented a random sample of the population;  

 The response rate was reported.  

Appendix I presents the list of articles presenting the surveys used in the analysis. From 

the published report of each survey, information was extracted regarding the response 

rate, the methodological strategies employed to reduce nonresponse, and any attempts to 

assess and/or correct for bias due to nonresponse (see Table 3 for details). In many of the 

reports examined, the methodological details are sketchy (this is consistent with the 

results of McKechnie, Baker, Joyce, & Julien, 2002). For the purposes of this analysis, it 

is assumed that methodological variations are not used unless they are explicitly 

mentioned in the report. It is recognized that any bias that arises from this assumption 

will lead to the underestimation of the use of the strategies. Details such as these, 

however, should be included in the methods descriptions of published studies, and 

therefore the assumption is deemed appropriate.  

 

Insert Table 3 about here 
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3.1 Results 

 

During the years 1996 to 2001, 76 surveys reported in 72 articles (one article included 3 

surveys, and two others included 2 surveys each) met the criteria for inclusion. Library 

representatives (usually the library director) were the most frequently surveyed group (32 

surveys, 42.1%). Librarians responding as individuals and not representatives of the 

library were the target population in 21 surveys (27.6%), while users (e.g., faculty, 

students, medical patients) made up the population for 23 surveys (30.3%).  

 

3.1.1 Survey nonresponse in the LIS literature 

The average response rate across all surveys examined was 62.9% (s.d.=19.6), and 21 

surveys (27.6%) have response rates 75% or above. The data are broken down by journal 

(see Table 4), by year (see Table 5), by population type (see Table 6) and by research 

goal (see Table 7). Inferential tests for the impact of these variables on response rate are 

inappropriate given that the data represent a population census, but effect sizes, indicating 

the proportion of response rate variability that is accounted for by each independent 

variable, can be calculated. Effect sizes are below .1 (less than 10% of variance 

accounted for) for journal, year, and research goal, suggesting that these variables have 

little impact on response rate.  Population type, however, accounts for over 25 % of the 

variance in response rate (effect size of .256), with library representatives showing the 

highest response rates (72%), followed by librarians (65%) and other groups (49%).  
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Nonresponse is an issue in LIS research. Although the average response rate is relatively 

high, approximately 1/3 of those identified for survey participation do not provide data. 

Furthermore, almost ¾ of the surveys examined have response rates below that generally 

required for generalizability.  

 

Insert Table 4 about here 

 

Insert Table 5 about here 

 

Insert Table 6 about here 

 

Insert Table 7 about here 

 

 

3.1.2 Use of methodological variations to reduce nonresponse 

Method descriptions for each survey were examined to determine details about the survey 

administration. The vast majority of the surveys (66, or 86.8%) were administered by 

mail, with five surveys (6.6%) administered by email, three (3.9%) administered by 

telephone, and the remaining two surveys (2.6%) administered using other means (e.g., 

hand delivery or combination of methods). The majority of surveys were delivered to a 

specific, named individual (67, or 88.2%), and in almost half of the surveys (37, or 

48.7%) at least one reminder was sent to survey respondents. Only ten of the surveys 
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(15.2% of the mailed surveys) provided respondents with a self-addressed, stamped 

envelope for survey return, and four (3.9%) sent pre-notification of the survey to 

potential respondents. Only six surveys (7.9%) used incentives. Despite the fact that 

prepaid monetary incentives have been demonstrated to be most effective, all incentives 

were non-monetary, and at least five were offered for survey completion rather than 

being included with the survey when it was delivered (it was impossible to tell from the 

method description of the sixth survey whether the incentive was offered initially or for 

completion only). Thus, the data show that many methodological variations proven to 

increase response rates were not widely used in the surveys studied, and those variations 

that were employed were not always used in the most effective manner possible.   

 

3.1.3 Assessment of and correction for response bias 

A total of nine surveys (11.8%) explicitly addressed the issue of nonresponse beyond 

simply acknowledging response rate. One assessed the bias arising from nonresponse and 

corrected by reweighting the results. Another presented the results of statistical 

comparisons of respondents with the population of interest, but no significant differences 

were identified and therefore no correction was attempted. Finally, seven reports 

presented either population parameters or comparative data for respondents and 

nonrespondents but did not test for significant differences between the groups. The large 

majority of surveys examined, therefore, do not address the issue of nonresponse beyond 

reporting response rate.  

  

3.2 Discussion 
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The results of this survey, though not generalizable to all surveys published in the LIS 

literature, suggest that LIS researchers are not immune to the problem of nonresponse. 

The average response rate for the surveys identified in the three journals studied is 63%, a 

value that is comparable to the average response rate of 61% observed for surveys of 

physicians over the years 1986-1995 (Cummings, Savitz, & Konrad, 2001). Although the 

average rate of response is relatively high, it is important to note that almost three 

quarters of the surveys examined had response rates lower than 75%, a level that is 

traditionally held to be required for generalization from sample to population. 

Furthermore, the majority of surveys in LIS are conducted to describe a population, 

rather than to test or develop a model, which is significant because these types of results 

will be most affected by nonresponse. 

 

The highest average response rates were observed for surveys of library representatives, 

followed by those of librarians, and finally surveys of user groups (e.g., faculty). This 

ordering of response rates may be explained by the higher response rates generally 

observed for surveys that are of intrinsic interest to those completing them (Donald 1960; 

Martin, 1994; Senf, 1987); given that the general focus of research published in LIS is 

libraries and information services, it seems likely that libraries and librarians would be 

more interested in the topics than would members of user groups.  

 

It appears that LIS researchers could do a better job of minimizing nonresponse and 

implementing strategies to improve the interpretation of survey results in the context of 

nonresponse. There is little utilization of methodological variations that have been 
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demonstrated to improve response rates. Almost all surveys reported in these three 

journals over the years 1996-2001 use traditional mail or e-mail as the method of survey 

delivery. Few studies use prenotification, reminders, self-addressed stamped envelope for 

survey returns, or incentives to encourage high response rates. Furthermore, those studies 

that provide incentives implement them in a relatively ineffective manner: they generally 

offer non-monetary incentives for completed surveys rather than including a small 

monetary incentive with the initial survey delivery. Only a small proportion of studies 

acknowledge the possibility of sampling bias due to nonresponse and attempt to assess or 

correct for that bias.  

 

4. Conclusion 

Nonresponse presents a virtually unresolvable dilemma: in order to know whether 

nonresponse has biased survey results, researchers must know (or guess at) the data that 

nonrespondents would have provided. The strategies provided in this article do not 

eliminate the dilemma. They merely represent a best possible response to an impossible 

problem. That being said, it is evident that survey nonresponse is an issue in LIS, as it is 

in other disciplines, and LIS researchers need strategies for minimizing the problem of 

nonresponse and the impact of nonresponse on survey conclusions. To achieve these 

goals, the following strategies are suggested: 

 First, researchers should concentrate on reducing nonresponse by using 

methodological variations demonstrated to increase response rates.  
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 If nonresponse remains high (above 25%) despite these efforts, care must be taken 

to limit survey conclusions appropriately, given the possibility of sampling bias 

due to nonresponse.  

 Whenever possible, researchers should attempt to assess the degree of bias 

introduced by nonresponse. The best way to accomplish this may be by using 

additional effort and resources to collect data from a random sample of the initial 

nonrespondents and comparing data from initial respondents to the results 

gathered from this group. 

 Finally, in some cases (when generalizability is of particular importance and the 

required data are available), researchers can consider statistical procedures 

including sample re-weighting that may help to reduce the impact of nonresponse 

on results.  

These strategies provide a principled plan for filling in the blind spot that arises from 

survey nonresponse.
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 Table 1  Statistics to test whether the sample is drawn from the population 

Level of 

Measurement, 

Variable to be 

compared 

Information 

known about 

the 

population 

Additional 

Considerations 

Appropriate 

Statistic 

Reference 

Interval or 

Ratio 

Mean and 

Standard 

Deviation 

 Z-Score Howell 

(1997), p 

181-183 

Interval or 

Ratio 

Mean  One-Sample T-

test 

Howell 

(1997), p. 

183-191 

Ordinal or 

Nominal 

Proportion 

falling into 

the different 

groups 

Note distinction 

between the treatment 

of variables with only 

two categories and 

those with more than 

two categories  

Chi-Square 

Goodness-of-Fit 

test, One-Way 

Classification 

Howell 

(1997), p. 

146-149 
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Table 2 Statistics to test for difference between respondents and nonrespondents 

Number of Levels, 

Independent or 

Comparison Variable 

Level of Measurement, 

Variable of Interest 

Appropriate 

Statistic 

Reference 

2 or more Ordinal or Nominal  Chi-Square  Vaughan 

(2001), p. 75-

88 

Howell 

(1997), 149-

159 

2 Interval or Ratio Independent 

Samples t-test 

Vaughan 

(2001), p. 

111-122  

Howell 

(1997), p. 

198-206 

More than 2 Interval or Ratio Between groups 

analysis of 

variance 

Vaughan 

(2001), p. 

125-138 

Howell 

(1997), p. 

319-367 
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Table 3  Recorded survey information 

Variable Level of 

Measurement 

Categories 

Response Rate Ratio  

Group Surveyed Nominal Library representatives 

Librarians 

Users 

Type of Conclusion Nominal Univariate description 

Multivariate description 

Model development/testing 

Method of Administration Nominal Face-to-face 

Telephone  

Mail 

E-mail 

Other 

 Personalization of survey materials Nominal  Yes 

No 

Reminders Nominal Yes 

No 

Incentives Nominal Yes 

No 

Self addressed, stamped envelope Nominal Yes 

No 

Nonresponse bias 

assessment/correction 

Nominal None 

Comparison only 

Comparison and correction 
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Table 4: Results by journal 

 C&RL LISR PL 

Number  of Surveys  

(percent of total) 

45  

(59.2%) 

17  

(22.4%) 

14 

(18.4%) 

Average Response Rate  

(s.d.) 

62.4% 

(18.5%) 

67.5% 

(16.7%) 

58.8% 

(22.2%) 

Number of surveys with 

Response Rate above 75% 

(percent within group) 

9  

(20%) 

7  

(41%) 

5  

(36%) 
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Table 5: Results by year 

 1996 1997 1998 1999 2000 2001 

Number  of 

Surveys (percent 

of total) 

19 (25%) 11 

(14.5%) 

13 

(17.1%) 

17 

(22.4%) 

11 

(14.5%) 

5 (6.6%) 

Average 

Response Rate 

(s.d.) 

69% 

(10.1%) 

62% 

(20.2%) 

66% 

(15.4%) 

53% 

(26.4%) 

63% 

(13.9%) 

68% 

(31.8%) 

Number of 

surveys with 

Response Rate 

above 75% 

(percent within 

group) 

5  

(26.3) 

3  

(27.3) 

4  

(30.8) 

4  

(23.5) 

2 

(18.2) 

3  

(60.0) 
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Table 6: Results by population type 

 Library 

representatives 

Librarians Users 

Number  of Surveys  

(percent of total) 

32  

(42.1%) 

21  

(27.6%) 

23  

(20.3%) 

Average Response Rate  

(s.d.) 

72.0% (11.5%) 65.0% 

(14.9%) 

49.0% 

(24.2%) 

Number of surveys with Response 

Rate above 75%  

(percent within group) 

11  

(34%) 

6  

(29%) 

4  

(17%) 
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Table 7: Results by research goal 

 Univariate 

Description 

Multivariate 

description 

Model testing or 

development 

Number  of Surveys  

(percent of total) 

30  

(39.5%) 

37  

(48.7%) 

9 

(11.8%) 

Average Response Rate  

(s.d.) 

59.1%  

(22.2%) 

65.1%  

(16.6%) 

66.3%  

(19.6%) 

Number of surveys with 

Response Rate above 75%  

(percent within group) 

8  

(26.7%) 

9  

(24.3%) 

4 

(44.4%) 
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