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ABSTRACT 
Big Tent, a large scale portable environment for 360 de-
gree immersive video and audio artistic presentation and 
research, is described and initial experiences are report-
ed. Unlike other fully-surround environments of consid-
erable size, Big Tent may be easily transported and setup 
in any space with adequate foot print, allowing immer-
sive, interactive content to be brought to non-typical au-
diences and environments. Construction and implementa-
tion of Big Tent focused on maximizing portability by 
minimizing setup and tear down time, crew requirements, 
maintenance costs, and transport costs. A variety of dif-
ferent performance and installation events are discussed, 
exploring the possibilities Big Tent presents to contempo-
rary multi-media artistic creation. 

1. INTRODUCTION 
Large-scale immersive environments serve as compelling 
venues for contemporary artistic exploration and re-
search. These activated spaces allow creators to treat the 
environment as an instrument, using the walls as an inter-
active visual canvas coupled with surround audio systems 
(see [5]). However the spaces are typically expensive to 
create, have limited accessibility, and come with elitist 
stigmas. These aspects restrict audiences and constrain 
many musicians and artists in their attempts to explore 
aesthetic possibilities of fully immersive spaces.  

Big Tent presents a new approach, seeking to provide a 
portable, accessible environment for creators and audi-
ences alike to experience inter-media art and music (see 
Fig. 1). Through scale and portability, the design brings 
possibilities of 360° surround video and audio to nearly 
any location, for group experiences and performances, 
while serving as a reliable environment for artistic explo-
ration and research. This instrument is aimed at enabling 
a diversity of events, aesthetic orientations, and genres. 

2. BACKGROUND 
One of the primary requirements of research in any field 
is replicability, serving as a basis for validating and shar-
ing findings. Aesthetic explorations of Big Tent are in-
tended to be highly replicable, hoping to make every ex-
amination repeatable and shown again and again, just as a 

physical painting or a composition for orchestra. Much 
work in cutting-edge experimental areas either intention-
ally or incidentally denies or fails to honor this require-
ment. In fact, aesthetic research through artistic expres-
sion, which is the domain of all creative artists and musi-
cians, can greatly benefit from embracing this model. 
Supporting experimental replication strengthens the field 
as a whole and enables more directed and connected crea-
tivity and research.  

 

 
Figure 1. Big Tent performance event. 

The Big Tent enables replicability by providing both a 
stable and predictable apparatus and technical parameters 
to ground artist explorations in the chaotic domain of 
digitally powered mixed media. Physically, Big Tent is a 
40-foot diameter ring of 8 projection screens, standing 12 
feet tall, with a projectable surface 128-feet around (fig-
ure 2). This is augmented with 8 channels of surround 
audio, and 8 channels of HD video to fill the surface. The 
entirety is driven by audio/visual software providing a 
flexible interface so artists may work and play with the 
environment in a creatively supportive fashion. 

Artistic expression exploiting digital and computing 
technology has become ubiquitous with the relatively 
recent advent of personal computing and mobile compu-
ting. Innovative creators around the world continuously 
push limits, on what is potentially one of the biggest fron-
tiers of expression today. Our laptops, tablets, and smart 
phones are immensely expressive tools with an artistic 
reach limited only by the artists’ conceptual abilities. 

However, the myriad approaches to tackling the aes-
thetic possibilities of digital technology make the codifi-
cation of the field extremely difficult. Inter-media art is 
not only new, lacking the heritage of more traditional art 
practices, it is also extremely diverse and encompassing, 
involving elements from many other art forms. Even 
comparing two similar works or artists is difficult due to 
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the differences in setup and technology employed in eve-
ry case. It is as if every artist, more fundamentally, is 
inventing their own tools, equivalent to a painter making 
paintbrushes from scratch, fabricating their own canvas-
es, and looking for the newest pigments with nearly every 
work. Learning from this wealth of experimentation and 
finding best practices is difficult. 

In the field of music we look to the origination of the 
violin family of instruments and the aesthetic grounding 
this afforded as a model solution. Prior to the modern 
violin, string instruments were extremely diverse, with 
varied capabilities, tunings, playing techniques and ex-
pressive ranges. While composers worked with these in-
struments of diverse musical abilities the dissemination 
of pieces was difficult. Once the violin as we know it 
began to spread, with its standard tuning, playing tech-
niques, and pitch range, composers had effectively found 
a uniform canvas on which to work. When Mozart wrote 
a piece, he could be confident it would sound the same 
played in disparate locations such as London and Vienna. 
The consistency in the instrument, the musical toolset, 
allowed composers to share, explore, and learn from one 
another’s experiments (i.e. pieces), effectively mapping 
out the capabilities of the violin and its expressive poten-
tial (a process that continues today).  

Big Tent aims to take steps in this direction as a modern 
music-technology instrument, providing a consistent can-
vas for inter-media artists to explore and work on. Due to 
its portability, being usable in any space with a sufficient 
footprint, indoor or out, and ease of construction, requir-
ing two hours for a team of four to set it up, Big Tent 
may be erected as a presentational venue in both tradi-
tional and unconventional circumstances (from concert 
halls and art museums to parks and parking lots). In the 
same way that a violinist or dancer may perform in any 
setting they desire, Big Tent allows artists to play with 
location and take the instrument to the preferred envi-
ronment or audience. 

Other environments have been created with similar 
technology, but none with the portable arts-research la-
boratory aims of Big Tent. Scientific virtual reality (VR) 
systems are one such example, perhaps best exemplified 
by NASA's HIVE environment [1, 3], a portable VR dis-
play system. Yet, the HIVE focuses on solving different 
problems, being a single user experience, necessitating a 
fixed viewer orientation, and being prohibitively expen-
sive to construct. The Allosphere at UCSB [4], a large-
scale facility for advanced research in immersive envi-
ronments provides a complete sphere of video and audio 
several stories tall, existing in a dedicated building. How-
ever, this space is not at all portable or flexible in applica-
tion. 

Artists& who& have& created& their& own& environments&
for& their& work& include& Bill& Viola& (who& frequently&
works&with&multiple&video&and&audio&sources&in&fixed&
gallery settings), and Maurice Benayoun and his Cos-
mopolis (2005) [2]. Similar in concept to Big&Tent,&Cos?
mopolis&involved&a&ring&of&12&projection&surfaces&with&
surround&audio,&yet&the&design&was&unique&to&this&sin?

gle& work& with& specifically& tailored& interaction& points&
and& not& easily& transferred& to& new& locations& or& other&
pieces.&&&

3. DESIGN PRIORITIES 
The design goals for Big Tent were to create an aes-

thetically neutral venue for audiences of up to 60 people, 
supporting a broad stylistic range of music, dance, and 
intermedia art expression. It also must accommodate dif-
ferent modes of performance and communication in 
many different contexts, such as concerts, installations, 
and interactive works, presented within conventional fa-
cilities (e.g. museums and concert halls) and non-
conventional spaces (e.g. parks, gyms, and shopping cen-
ters).  

With the primary goal of portability, three issues are at 
the forefront of consideration: 

1) Ease of transport: minimize equipment weight, 
volume, and packed footprint; 

2) Ease of setup: minimize number of crew and 
time required to build the Tent on location; 

3) Ease of tear down: minimize time to deconstruct 
the Tent and load it into a vehicle for transport; 

4) Ease of maintenance: minimize operating costs 
and replacing broken equipment. 

The target cost points were no more than 4 technical 
crew working on setup and teardown, requiring no more 
than 3 hours before and after an event, and using com-
mercially available components (for cost and easy re-
placement). 

 

 
Figure 2. Big Tent layout and floor plan. 

4. IMPLEMENTATION  

4.1 Frame 

The physical structure of the Tent is designed to bal-
ance robustness against ease of setup and transport, all 
while minimizing cost (Fig. 2). The 128-foot octagon 
framework supporting the screens is a hybrid of ¾” steel 
pipe and tripod lighting stands. The light stands are off-
the-shelf products capable of a 12’ height and load bear-
ing of 77.1 lbs. The screens hang from a top truss ring, 
constructed of steel pipe resting on top of each stand. 
Each junction point is built out of pipe fittings allowing 
for any arbitrary angle, enabling both flexibility in setup, 
and possible configurations of the Tent in asymmetrical 
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octagonal shapes (to account for environmental obstacles, 
non-square spaces, or artistic preference). Screen tension-
ing is accomplished entirely by elastic ties at the junc-
tions. It was determined that this alone provided suffi-
cient tensioning to eliminate most wrinkles, alleviating 
the need to add piping at the bottom of screens and sub-
jecting the setup process to additional screen stretching, 
which in turn further reduces transport costs and setup 
time. 

In order to keep the interior of the Tent completely free 
of wires or other visible pieces of equipment, rear video 
projection is used for all of the screen surfaces. The pro-
jectors selected for Big Tent are ultra-short throw Epson 
projectors. Each is capable of 3100 lumens and has a 
throw ratio of 0.27:1 (e.g. for every 0.27 feet of distance 
it can cover 1 foot of screen). Optimally, these projectors 
fill a 16’ wide screen from just a distance of 4.32 feet. 
This affords Big Tent to be completely setup within a 
50x50-foot space, yet retaining a full 40-foot diameter 
internal area with less than a 5-foot ring behind the 
screens for equipment. 

The projectors are placed on the floor and adjusted 
manually to fill the screens. In order to remove hotspot 
glare (i.e. where the projector bulb is seen through the 
screen) projectors cannot be directly behind a screen rela-
tive to the viewer’s eye. Thus the screens are raised 36-
inches off the floor (bringing the top rim of the Tent to 
12-feet). This allows projectors to aim upward and pre-
vent visible glare to viewers inside the tent. A black cloth 
skirt was added below the screens to eliminate visibility 
of the projectors under the screens and provide a further 
element of definition to the temporary Tent walls. 

4.2 Video 

All of the projected video content is distributed from a 
single Mac Pro (with 12, 3.5ghz CPUs) to the 8 projec-
tors, each displaying 1280x720 pixels. The operating 
system treats the 8 screens as an extended desktop, creat-
ing a single 7 megapixel surface. This allows any Mac 
multi-media software to use the entire projectable area.  

Despite the theoretical throw ratio of the projectors, the 
selected model only provides plus-minus 5 degrees of 
vertical key-stoning, which alone is insufficient to ac-
count for the necessary placement of the projectors (be-
low the screens). Therefore additional key-stoning is per-
formed digitally in software (using Qlab), to provide uni-
form pixel size. 

4.3 Audio 

A robust conventional 8 channel audio system of 280 
watt speakers installed in the Tent provides fully sur-
round audio. A sub-woofer is also placed outside the Tent 
near one of the screen junctions and the eight speakers 
are set at the base of each junction with a slight upward 
angle. While this is not acoustically ideal, it greatly expe-
dites setup and teardown time and assists to minimize the 
visual presence of the speakers inside the Tent (see Fig. 
3, 4). 

Audio/video synchrony is maintained simply by run-
ning both subsystems on a single computer, enabling any 
multichannel capable application to use the Tent. The 
aforementioned Mac Pro drives the audio and delivers the 
7 mega pixels of video (guaranteeing a minimum frame 
rate of 15 frames per second). 

5. PERFORMANCES 

 
Figure 3. Interactive video and live musical perfor-

mance inside Big Tent. 

Testing the functionality and capabilities of this new hy-
per-instrument, and exploring the aesthetic potentials, has 
commenced through several public live performance 
events and installations. These events and individual ar-
tistic pieces worked with a variety of media and interac-
tion models in an attempt to discover the potentials of Big 
Tent as well as identify technical issues and limitations. 
The variety of sources and approaches comprise the fol-
lowing modalities (used singly and in combination): 

? One HD video shown simultaneously on 8 
screens. 

? One HD video shown simultaneously on all 
screens with different time delays and playback 
rates. 

? One interactively generated animation displayed 
across all screens (see Fig. 1 & 3). 

? One 720p HD video stretched across all 8 
screens. 

? One 2560x720 HD video repeated 4 times over 
all the screens. 

? Many SD videos displayed concurrently in a 
haphazard fashion on any/all screens. 

? Prerecorded surround audio. 
? Live acoustic instrument performance. 
? Interactive audience driven music. 
? Solo dance (see Fig. 4). 
? Contact improvisation, audience participation 

dance. 
Original works created and/or adapted for the Tent us-

ing these approaches were staged in four multi-hour pub-
lic concert events, an evening length interactive installa-
tion, two hour-long contact improvisation events, and a 
week long fixed-media installation. 

Ambient light was quickly identified as an important 
factor in Big Tent’s performance. Rear projection is very 
unforgiving of ambient light present at the event location.  
Near total darkness is required for adequate screen illu-
mination of projected images. In outdoor environments 
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octagonal shapes (to account for environmental obstacles, 
non-square spaces, or artistic preference). Screen tension-
ing is accomplished entirely by elastic ties at the junc-
tions. It was determined that this alone provided suffi-
cient tensioning to eliminate most wrinkles, alleviating 
the need to add piping at the bottom of screens and sub-
jecting the setup process to additional screen stretching, 
which in turn further reduces transport costs and setup 
time. 

In order to keep the interior of the Tent completely free 
of wires or other visible pieces of equipment, rear video 
projection is used for all of the screen surfaces. The pro-
jectors selected for Big Tent are ultra-short throw Epson 
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This affords Big Tent to be completely setup within a 
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selected model only provides plus-minus 5 degrees of 
vertical key-stoning, which alone is insufficient to ac-
count for the necessary placement of the projectors (be-
low the screens). Therefore additional key-stoning is per-
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Big Tent is only viable at dusk and into the night, and 
when indoors any light source must be low in output and 
focused away from the screens.  

 
 

 
Figure 4. Dance and video in Big Tent. 

Big Tent’s 40-foot internal diameter was capable of ac-
commodating an audience size of 40 to 60, even with two 
live performers in the middle of the space. Furthermore, 
the scale of Big Tent allows one to experience a presenta-
tion without the sense of confinement or lack of a periph-
eral depth of field characteristic of other immersive mul-
timedia environments. 

The lack of primary orientation became quickly appar-
ent as audiences were encouraged to walk around the 
space. Many immersive spaces retain a notion of front 
and back, akin to conventional concert hall orientation, 
but the circular nature of Big Tent appears to dissolve this 
approach. Artists creating works for the space mostly 
abandoned the notion of primary orientation, repeating 
sounds and imagery around the whole space. 

Audio coverage in the space was very satisfactory, giv-
en the 8.1 surround system. However, the placement of 
speakers at the base of the screen junctions fails to allow 
discreetly localized sound spatialization. A system of 
small satellite speakers mounted at head height or slightly 
above could address this issue. 

While only subtle in noticeable effect, given the breadth 
of these projection surfaces, the general frame rate limita-
tion of about 15fps allows an occasional degrading of 
continuous motion video projection. However, this design 
provides a very stable and elegant means of streaming to 
8 digital projectors, thus addressing common video pro-
duction problems of computer equipment costs and syn-
chronization across machines. Working with the screens 
has been relatively transparent for artists involved thus 
far. 

The transportability and relatively easy setup and 
breakdown has proven very successful. The shear porta-
bility of Big Tent has already shown itself to meet the 
design expectations of taking multi-media immersive 
presentations out into the community and away from tra-
ditional event settings. Four crew members can unpack 
and setup the Tent in under 3 hours, and pack it up and 
load it out in under 1 hour. 

6. CONCLUSIONS 
One of the primary limitations constraining the use of Big 
Tent is power consumption. With all components turned 

on Big Tent requires just under 30 amps of power, which 
is more than the average single circuit in most US build-
ings (15 amps is the most commonly available). Thus Big 
Tent requires two separate circuits or special accommo-
dations to provide the required power for a setup and 
event. 

One of the primary aims with Big Tent is to support 
out-of-doors events, yet weatherproofing is required to 
enable this. 

Environmental light has similarly been identified as a 
primary challenge limiting the use of Big Tent. Due to 
the back projection system employed ambient light from 
the installation environment bleeds through and washes 
out the video. Typically Big Tent can only be used after 
the sun has set or in spaces where all lights can be turned 
off, relying solely upon the Tent’s video projectors for all 
event lighting. Solutions for this may involve a second 
exterior tent, made of a heavy, non-light-permeable can-
vas, which would contain Big Tent and reduce ambient 
light. Similarly, much higher lumen projectors could 
combat ambient light, but coming with greatly increased 
equipment costs. 

While the single-computer system configuration comes 
with certain advantages, it also has limitations. Currently, 
the most problematic is the video frame rate, which is 
less than desired. A target of 60 frames per second is ide-
al, which could be accomplished by synchronizing sever-
al computers driving two or three projectors each.  
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ABSTRACT

Within immersive computer-based rendered environments,
the control of virtual musical instruments and sound-making
entities demands new compositional frameworks, interac-
tion models and mapping schemata for composer and per-
former alike. One set of strategies focuses compositional
attention on crossmodal and multimodal interaction schema,
coupling physical real-world gesture to the action and mo-
tion of virtual entities, themselves driving the creation and
control of procedurally-generated musical sound. This pa-
per explores the interaction design and compositional pro-
cesses engaged in the creation of Carillon, a musical com-
position and interactive performance environment focused
around a multiplayer collaboratively-controlled virtual in-
strument and presented using head-mounted displays (HMD)
and gesture-based hand tracking.

1. INTRODUCTION

For as long as computers have been purposed as real-time
generators and controllers of musical sound, composers
and performers have researched methods and mappings through
which performative gesture can intuitively drive computer-
based instruments and procedures [1]. Traditional instru-
mental performance practices, developed over centuries of
musical evolution, have by their very nature been based in
the physical control of physical interactive systems. While
digital music systems have freed musical generation and
control from the constraints of physical interaction, there
exists a strong desire amongst contemporary composers,
performers and researchers to develop idiomatic perfor-
mance mappings linking musicians’ physical gestures to
computer-generated music systems [2].

As commercial high-resolution virtual reality systems be-
come commonplace components of an already digitally im-
mersed 21st Century culture, a natural reaction for com-
posers seeking to use rendered space for musical explo-
ration is to look to existing instrumental performance paradigms
and gestural mappings to guide interaction models for mu-
sical control in VR space. In that light, digital artists and
researchers have been exploring modes of crossmodal in-
teraction that allow users to control and manipulate objects
in a rendered reality using interfaces and physical interac-
tion models based in their own physical realities.
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Figure 1. Live performance of Carillon featuring the Stanford Laptop
Orchestra at Stanford University, May 30, 2015.

2. OVERVIEW

Carillon is a mixed-reality musical performance work com-
posed and designed to marry gesture in physical space,
avatar and structure motion and action in virtual space,
and the procedural musical sonification and spatialization
of their resultant data streams within a multi-channel sound
space. Premiered on May 30, 2015 at Stanford University’s
Bing Concert Hall by the Stanford Laptop Orchestra [3],
Carillon allows performers in VR space to interact with
components of a giant virtual carillon across the network,
controlling the motion and rotation of in-engine actors that
themselves generate sound and music.

Visually, Carillon incorporates rendered three-dimensional
imagery both projected on a large display for audiences
to view as well as presented stereoscopically in a Head
Mounted Display (HMD). Performers wearing Oculus Rift
head-mounted displays view the central carillon instrument
from a virtual location atop a central platform, overlook-
ing the main set of rotating rings. Each performer’s view-
point aligns with one of three avatars standing in the vir-
tual scene. Using Leap Motion devices attached to each
Oculus Rift headset, each performer’s hand motion, rota-
tion and position are mapped to the motion, rotation and
position of the hands of their respective avatar, creating a
strong sense of presence in the scene. Floating in front of
each performer is a small representation of the main set
of rings that can be ”activated” by touching one or more
rings. A hand-swipe gesture is used to expand or collapse
the set of rings, and each ring is visually highlighted with
a distinct red color change when activated

Sound is generated in Carillon procedurally, by mapping
data from the environment to parameters of various sound
models created within Pure Data. The parameters of mo-
tion of each ring - speed of rotation in three-dimensional
coordinate space - are mapped to parameters of a model
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