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Dispersion of collective magnonic modes in stacks of nanoscale magnetic elements
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We report a numerical study of the dispersion of collective magnonic modes in magnonic crystals formed by
stacks of magnetostatically coupled magnetic nanoelements. The calculations reveal that the sign of the magnonic
dispersion is determined by the spatial character and ellipticity of precession for the eigenmodes of the isolated
elements that give rise to the magnonic bands. We identify a critical value of the ellipticity at which the dispersion
of the collective magnonic modes changes sign. The critical value is independent of the magnetic parameters and
shape of the elements but is a characteristic of their arrangement (superstructure).
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The recent renaissance of interest in magnonic crystals1—
media with periodic modulation of magnetic parameters—has
led to several important advances in the understanding of
propagation, confinement, and quantization of spin waves2

in magnetostatically coupled one-dimensional (1D)3 and two-
dimensional (2D)4 arrays of magnetic elements as well as
2D arrays of antidots (holes in otherwise continuous films).5

In contrast to the numerous studies of spin waves confined
in continuous nano- and microscale magnetic elements,6–8

magnonics9 has emerged as a field aiming at the investigation
of propagating spin waves in nanostructured magnetic sam-
ples, with a promise of reprogrammable magnetoelectronic
devices.9–11

The outlined progress is, however, in striking contrast
to studies of nano- and microscale magnetic elements in
three dimensions (3D). Experimentally, the situation is due
to the lack of adequate techniques.9 On the other hand,
numerical micromagnetic modeling12,13 is limited by available
computing power. The analytical theory has shown most
progress,14–16 yet with only the simplest models addressed
so far.

In this Rapid Communication, we present a numerical
study of collective magnonic modes in stacks of thin magnetic
nanoelements. The spectrum, dispersion, and spatial character
of magnonic modes are extracted from simulations per-
formed using the object-oriented micromagnetic framework
(OOMMF)17 and thoroughly analyzed. The calculations reveal
that the sign of the dispersion within magnonic bands is
determined by the spatial character and ellipticity of the
modes of the isolated element that give rise to the bands.
In particular, we find that, in our sample, the magnonic
bands originating from the edge and quasiuniform delocalized
(fundamental) modes have negative dispersion, while the
higher-order delocalized modes give rise to bands with positive
dispersion. Moreover, we have identified a critical value of
the ellipticity at which the magnonic dispersion changes its
sign. We demonstrate that the critical value of the ellipticity is
defined by the properties of the magnetodipolar interaction.

The simulations were performed for stacks of 60 and 240
elements formed by rectangular L × 50 × 10 nm3 elements
with rounded corners, with a radius of curvature of 10 nm
and length L ranging from 30 to 200 nm (see Fig. 1).
The element-to-element separation is 10 nm. The magnetic
parameters are close to those of permalloy,18 with the magnetic

anisotropy neglected and the value of the Gilbert damping
constant reduced to 10−4. The discretization cell was set to
2.5 × 2.5 × 10 nm3, i.e., each element was one cell thick.
The magnetic ground states of the samples were prepared by
quasiadiabatic relaxation from the perfect saturation tilted in
plane by 10◦ from the x axis, first at the field of 3000 Oe,
and then in 10-Oe steps, to the state at the bias field Hb of
1500 Oe.

In the dynamical simulations, the samples were excited by
a small broadband magnetic field, localized in the center of
the stack and directed along the z axis and uniform in the (x,y)
plane. Dynamical states M(r,t) were recorded every 10 ps
within the first 80 ns of each simulation and used to calculate
cellwise Fourier spectra with the discrete Fourier transform
(DFT). The frequencies of individual modes were extracted
by fitting peaks in the sum of DFT amplitude spectra from
all cells of the sample to the Lorentzian function. The spatial
profiles of the amplitude and phase of individual modes at
fitted frequencies were then reconstructed from the cellwise
DFT data.

To calculate the dispersion of spin waves in the 3D samples
studied here, we have extended the method developed for the
1D case in Ref. 12. The results were visualized by applying
the four-dimensional (4D) DFT to the entire simulated (in
real space and time) data set, and then summing the obtained
Fourier amplitudes in the reciprocal space over the (kx ,ky)
plane for each value of kz. The 2D representation of the spin-
wave dispersion obtained in this way contained contributions
from both symmetric and antisymmetric modes.

The inset of Fig. 2 shows a typical spectrum of spin waves
excited in the isolated 100 × 50 × 10 nm3 element, with
three dominant modes observed in the frequency range of
30 GHz. The two lowest-frequency modes are the “edge”
and “bulk” modes, respectively, discussed, e.g., in Ref. 13.
The highest-frequency mode shown is a higher-order “bulk”
mode, with further higher-order modes observed beyond the
shown frequency range. For the edge mode, the ellipticity
of precession is very small (mz/my � 1, where mz and
my are components of the dynamic magnetization). For the
fundamental bulk mode, dynamics is still dominated by the in-
plane component (mz/my ≈ 0.5). Finally, for the higher-order
bulk mode, the out-of-plane and in-plane components of the
dynamic magnetization are of the same order of magnitude
(mz/my ≈ 1).
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FIG. 1. (Color online) The geometry of the problem is shown
schematically. The inset shows the coordinate system used in the
calculations, together with the orientations of the bias and excitation
magnetic fields.

The frequencies of the modes of different character are
summarized in Fig. 2 as a function of their ellipticities for
the different elements. Generally, the ellipticity of the modes
of the isolated element increases as their frequency increases.
The ellipticity of the lower-frequency modes is defined mainly
by the anisotropic dipolar energy, leading to a noncircular
precession. At higher frequencies, the dynamics is dominated
by the isotropic exchange interaction, and so the precession is
almost circular. Generally, the ellipticity of the fundamental
bulk mode decreases as the size of the element increases, which
could be understood by the increasing shape anisotropy and
decreasing exchange interaction. In turn, the ellipticity of the
edge mode increases with the size of the element, which could
be attributed to changes of the mode profile.

In stacks, the magnetodipolar coupling between elements
splits modes of the isolated element into bands of collective
magnonic modes (Fig. 3). The frequencies of the collec-
tive modes in the center of the Brillouin zone [Fig. 3(a)]
are generally lower than those of the corresponding modes
of the isolated element (Fig. 2). This can be attributed to

FIG. 2. (Color online) The frequencies of the modes of the
isolated elements of different sizes are shown as a function of
their ellipticity. In the inset, the mode spectrum of the isolated
100 × 50 × 10 nm3 element is shown. For each mode, the top and
bottom images represent the spatial distributions of the DFT ampli-
tude and phase, respectively, while the numbers are the frequencies
in GHz.

FIG. 3. The magnonic dispersion is shown for stacks of 240 (left-
hand side) and 60 (right-hand side) elements with dimensions of
100 × 50 × 10 nm3. The insets show the spatial profiles of the modes
of the isolated element, while the horizontal dashed lines represent
their frequencies. The arrows point to the magnonic bands formed
from the modes of the isolated element. The solid vertical short
dashed lines show the boundaries of the Brillouin zone.

the effect of the static stray magnetodipole field from the
neighbors, since the field adds up to its own demagnetizing
field of each element. There are dispersive magnonic bands,
which are characterized by different signs of dispersion, and
also some dispersionless modes, which are represented by the
horizontal lines. The intensity of the dispersionless modes is
generally lower than that of the dispersive ones. This is due to
the weaker coupling of the dispersionless modes to the local
excitation, which can be explained by their reduced amplitude
in the center of the stack.

Two dispersion branches are observed for the lowest
standing mode corresponding to the edge mode of the isolated
element (Fig. 2). The spatial profiles of the modes in the planes
of individual elements reveal that the dispersion branches
starting from the higher and lower frequencies originate from
the symmetric and antisymmetric edge modes of the isolated
element, respectively. The width of the band originating
from the symmetric edge mode is greater than that of the
antisymmetric edge modes, indicating that the stray field
coupling for the antisymmetric edge modes is somewhat
weaker than that for the symmetric edge modes.

For the edge and fundamental bulk modes, the collective
modes at the boundaries of the Brillouin zone have frequencies
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that are smaller than those of the modes in the center of the
Brillouin zone, i.e., a redshift (negative dispersion) is observed.
At the same time, a blueshift (positive dispersion) is observed
for the higher-order bulk modes. We therefore observe either
negative or positive dispersion depending on the mode profile
within the individual elements.

To interpret the observation, let us consider a chain of
magnetostatically coupled magnetic moments (spins). In a
chain magnetized parallel (perpendicular) to its length, the
static stray magnetic field from the neighbors is approximately
parallel (antiparallel) to the static orientation of individual
spins, thereby increasing (decreasing) the frequency of their
precession for both uniform and nonuniform collective modes.
In contrast, the effect of the dynamic stray field depends on
the relative phase of precession of the neighboring spins and
is therefore different for uniform (in the center of the Brillouin
zone) and nonuniform (e.g., at the boundaries of the Brillouin
zone) precession.

In the case of magnetization perpendicular to the length
of the chain, which is relevant to the present study, the
dynamic magnetic moment has two components—one parallel
and one perpendicular to the chain. For the case of in-phase
(out-of-phase) precession for the modes in the center (near
the boundaries) of the Brillouin zone, the stray field due to
the component of the neighbors’ dynamic magnetic moment
parallel to the chain is parallel (antiparallel) to the dynamic
magnetic moment of individual elements, thereby decreasing
(increasing) the frequency of their precession via decreasing
(increasing) the “restoring force” acting upon the spins. In
contrast, the effect of the stray field due to the component of
the neighbors’ dynamic magnetic moment perpendicular to
the chain is exactly opposite.

So, the interaction due to the dynamic magnetic moments
parallel and perpendicular to the chain leads to positive and
negative contributions to the dispersion, respectively. The re-
sulting dispersion of the collective modes of the chain is there-
fore determined by the relative strength of the two opposite ef-
fects that is, in turn, determined by the ellipticity of precession.

In particular, for the edge and fundamental bulk mode,
the ellipticity is small, and their precession is dominated by
the dynamic magnetization perpendicular to the direction of
stacking, leading to the observed negative dispersion. The
ellipticity is more significant for the bulk mode, leading to
its weaker dispersion. In contrast, the trajectory of precession
of the higher-order bulk modes is almost circular, with a
significant component parallel to the direction of stacking,
leading to their observed positive dispersion. The width of
magnonic bands varies depending on the exact mode profile,
which could, in principle, be addressed by a quantitative
simultaneous account of the ellipticity, amplitude, and phase
profiles of the modes as described in Ref. 13. This is, however,
beyond the scope of the present study.

To quantify the effect of ellipticity on the dispersion of
the collective magnonic modes, we performed additional
simulations in which the size of the constitutive elements
along the major axis was varied from 30 to 200 nm. The
simulations were done for stacks of 60 elements, since
the preliminary simulations (Fig. 3) had not revealed any
significant differences in the responses of stacks of 60 and
240 elements.

FIG. 4. (Color online) The widths of the collective magnonic
bands are shown as a function of the ellipticity of the corresponding
modes of the isolated elements. The inset shows the same dependence,
but for the edge, bulk, and high-order bulk modes, only.

For each eigenmode of the isolated elements of each size,
the weighted average value of the ellipticity was calculated as

〈ε〉 =
∑

V mi (m
z
i /m

y

i )∑
V mi

, where mi denotes the Fourier amplitude
of the given mode in the ith cell and the summation is
performed over the volume of the element. Then, the widths
of the corresponding magnonic bands were extracted from the
dispersions calculated for the stacks of such elements, with the
positive and negative values of the width values assigned to
the positive and negative dispersion, respectively. The results
are presented in Fig. 4.

The main feature of the data presented in Fig. 4 is the
presence of the critical value of the ellipticity εlim ≈ 0.63
above which the magnonic dispersion becomes positive. Only
two modes were found to have ellipticities below the critical
value. In particular, the edge mode always has ellipticity
below the critical value. The fundamental bulk modes have
an ellipticity below the critical value only for elements that are
larger than 75 nm. Hence, by altering the dimensions of the
constituent elements, it is possible to control the magnonic
dispersion in the stack, at least as far as the fundamental
bulk mode is concerned. The observed gradual decrease of
the ellipticity of the higher-order bulk modes with the size
of the element suggests that they might eventually also show
negative dispersion.

The critical value of the ellipticity is found to be in-
dependent of the shape of the isolated element, suggesting
that it could be related to some fundamental properties of
the magnetodipole interaction. To verify this hypothesis,
we applied the theory of collective modes developed in
Ref. 13 to the case of a stack of two elements. In this case,
each eigenmode of the isolated element will split into two
normal modes of the pair—acoustical and optical modes—
with frequencies of ω+ and ω−, respectively. The cases of
ω+ > ω− and ω+ < ω− correspond to the regions of negative
and positive dispersion, respectively. So the regions of different
dispersion are separated by the point where the frequencies
of the acoustical and optical modes are equal, ω+ = ω−.
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In the dipolar approximation the latter condition leads

to
∫
V1

∫
V2

[1−3(vz
δ )2]mz(r1)mz(r2)+[1−3(vy

δ )2]my (r1)my (r2)
|δ+r2−r1|3 d3r1d

3r2 = 0,

where νz
δ and ν

y

δ denote the y and z components of the
unit vector connecting two points of the interacting elements
(for our particular case νz

δ = 1 and ν
y

δ = 0). Functions mz(r)
and my(r) define the spatial profile of the modes. δ is
the radius vector between the centers of the interacting
elements. The integration is performed over the volumes
of the two elements V1 and V2. The equation requires
that [1 − 3(vz

δ )2]mz(r1)mz(r2) + [1 − 3(vy

δ )2]my(r1)my(r2) =
0. If we now additionally assume that the ellipticity of the
mode is spatially uniform and, in particular, mz(r1)/my(r1) =
mz(r2)/my(r2), then the critical value of the ellipticity can be

easily evaluated to yield ε =
√

3(νy

δ )2−1
1−3(νz

δ )2 ≈ 0.707. The account
of higher-order multipole moments would obviously change
the critical value of the ellipticity. Nevertheless, the result is
already very close to the one obtained from the simulations
(≈0.63). The calculation suggests that the critical value of the
ellipticity is invariant with respect to the magnetic parameters,
the shape of and the distance between the elements, but is
different for different stacking geometries. In the latter case,
as well as the case of 2D or 3D arrays, the critical value of
the ellipticity can be derived in a similar way and used to
explain the sign of the dispersion of collective magnetodipolar
modes.

The mechanism of the dispersion revealed here could also
be used to predict the dispersion of magnonic modes in
in-plane chains of coupled magnetic elements from Ref. 19
and in those composed of elements, pairs of which we studied

numerically in Ref. 13. By applying the same routine to the
case of the elements placed “end to end” and magnetized
along their major axis, one can find that no critical value of
the ellipticity is expected and hence the dispersion is always
negative. In contrast, if the elements are placed side by side,
then there is a critical value of ellipticity of ε = √

2, below
which the dispersion is positive. One should note, however,
that, due to the shape anisotropy, such a large value of
the ellipticity is difficult to realize in planar elements. The
additional exchange coupling between elements in magnonic
waveguides such as those studied in Ref. 20 should only
strengthen the positive dispersion, provided, of course, that the
system would still be within the limits of the “tight-binding”
approach used here.

In summary, we have studied the spectrum and dispersion
of magnonic modes in stacks of dipolarly coupled magnetic
elements. In particular, we have found that the sign of the
magnonic dispersion is determined by the spatial character and
ellipticity of the corresponding modes of an isolated element.
Moreover, we have determined a critical value of the ellipticity
at which the sign of the magnonic dispersion changes from
negative to positive in a discontinuous way. The discovered
effect suggests a way of tailoring the dispersion of collective
spin waves in magnonic crystals.
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