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In this paper, we present a novel technique for generating swirl inlets for large eddy simulation. The velocity a

short distance downstream of the inlet to the main domain is sampled and the flow velocity data are reintroduced

back into the domain inlet, creating an inlet section integrated into themain domain inwhich turbulence can develop.

Additionally, variable artificial body forces and velocity corrections are imposed in this inlet section, with feedback

control to force the flow toward desired swirl, mean, and turbulent profiles. The method was applied to flow in an

axisymmetric sudden expansion, with and without swirl at the inlet, and compared against experimental and

literature large eddy simulation data and against similar results in the literature. The method generates excellent

results for this case and is elegant and straightforward to implement.

I. Introduction

SWIRL injectors have been widely adopted in combustion
systems such as gas-turbine engine combustors to stabilize the

flame for efficient and clean combustion. Breakdown of the
incoming swirl vortex in the central toroidal recirculation zone
creates high shear rates and strong turbulence intensities that act as a
flame stabilization mechanism. In addition, the swirl also produces
high rates of entrainment and fast mixing. Investigation of these
mechanisms is obviously of great interest. Traditionally, designers
have relied heavily on empirical correlations for determining overall
geometries, dimensions, etc. This approach is now supplemented
with theoretical and computationalmodeling techniques, which have
the ability to predict physical phenomena over a wide range of
conditions, in addition to providing a better insight into the fluid
dynamics. Modeling of these processes, however, is extremely
complicated. In particular, swirling flows are difficult to model with
Reynolds-averaged Navier–Stokes (RANS) methods due to the
effect of the mean flow streamline curvature [1], and so this is one
example in which large eddy simulation (LES) methods have come
to the fore. However, there are still numerous technical issues to be
overcome in implementing LES as a technique [2]. In particular, the
provision of adequate boundary conditions (for the case of swirl
injection, this particularly means inlet conditions) is one very
significant hurdle to be overcome, and this is the subject of the
current paper. Implementing inlets for LES is significantly more
challenging than is the case for RANS models; the inlet flow has to
include the grid-scale (GS) turbulence, and so has to include a
stochastically fluctuating component that satisfies a range of
conditions (such as the correct temporal and spatial correlation).
Thus, the topic of this paper is of great importance for the adoption of
LES in this area.

Two approaches to creating inlet conditions for swirling flow have
been applied in the literature. The simplest approach is to create a
mean flow profile by determining the axial and tangential mean flow
components, either from previous computational work (using
RANS), from experiment, or from theory, and to impose a specified

level of fluctuation on top of this, usually as Gaussian white noise.
Examples of this approach include [3,4]. However, such approaches
suffer problems related to the nonphysical nature of the turbulence
introduced at the inlet, leading to incorrect prediction of turbulent
kinetic energy and energy spectra downstream of the inlet [5].
Creating an appropriate inlet condition for LES is considerably more
challenging than is the case for RANS; because there is no implicit
scale separation in LES between simulated and turbulent flow, the
grid-scale (explicitly simulated) flow contains a transient component
due to turbulent velocity fluctuations, a component that has to be
included at the inlet. Moreover, this transient component has to
possess most, if not all, of the characteristics of the turbulence that it
is representing, including correct spatial and temporal correlation
properties, something that white noise fails to satisfy. More
sophisticated synthesis techniques have been developed using
approaches such as digital filtering and the Fourier series to introduce
appropriate correlations [6–8], but these have not been applied to
swirling flows to date.

The alternative approach to generate a turbulent inlet for LES is via
a turbulence-library database. Typically, this involves running a
precursor simulation on a simpler geometry (e.g., a cyclic channel),
to create fully developed turbulence; successive time steps of this
simulation are then saved and replayed into the inlet of the main
simulation. Various variants of the technique have been tried,
for example, running the precursor simulation in parallel with the
main simulation (thus obviating the need to store a limited database
of information [9]) and scaling the data using the Reynolds stress
(to adjust an existing database to another Reynolds number [10]).
In the context of swirling flows, most versions of this technique
make use of a method developed by Pierce and Moin [11] for
generating swirl within a cyclic channel by imposing a constant
tangential body force on the flow. Having computed a library of
turbulent swirling flow in this way, either as a saved precursor
database or “on the fly” in parallel with themain calculation, the flow
conditions from the secondary calculation can be fed into the main
computation [12,13]. As an example of this, Wang and Bai [5] used
Pierce and Moin’s [11] method to create a 10,000 time-step library
for lookup, which was then cycled through as appropriate. The
library does not, however, meet the specifications for the required
flow, and so the data are rescaled to meet the desired statistical
properties (specified mean and variance of velocity). However,
this rescaling does cause problems; the level of turbulent kinetic
energy is seen to decrease downstream of the inlet, which the authors
attribute to the unphysical turbulence at the inlet adapting to become
true turbulent flow further downstream. Schlüter et al. [14] also
implemented and compared various inlet conditions for
swirl: specifically, a laminar inflow (no fluctuations), inflow with
random fluctuations, and various precomputation methods. As
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before, the laminar and randomfluctuation techniques produced poor
results, and the various library-lookup techniques performed much
better.

In the current work,we present a novel technique for generating an
inlet for generating swirl flow for LES by applying a body force and
remapping within the main computational domain. Hence, a region
of the main computational domain is designated as the inlet region,
and at the end of this region, the flow conditions are sampled and fed
back into the start of the computational domain. At this level, this
approach has been demonstrated to work well in the past [15,16]. In
addition, axial and tangential body forces are introduced within the
inlet section together with velocity-correction terms in this region;
feedback control is used to modify these terms to drive the flow
toward the desired velocity profiles (including swirl) and turbulence
profiles. Our method thus differs from existing published work for
swirl inlets in two important details:

1) The turbulence development region is integrated into the main
domain rather than having to be run as a separate calculation.

2) The body force is varying rather than fixed and is controlled to
very precisely develop the correct mean and turbulence flow
conditions.

We also incorporate a correction method to improve the
turbulence statistics for theflow,which has been applied before in the
literature to generate libraries for lookup [10]; however, this is the
first time that this method has been applied directly to the main
domain in this manner and applied to generate a swirling flow. Our
new approach was applied to the case of incompressible flow over a
cylindrical sudden expansion, both with and without swirl at the
inlet. This is a canonical test case for swirling flows, in which a jet of
fluid with or without swirl enters amuch larger cylindrical geometry.
In essence, it recreates many of the features of gas-turbine injectors
and dump combustors, as well as jets entering larger domains.

II. Theory

A. LES and Numerical Implementation

LES is based on a spatial averaging in the form of a convolution
with a spatial filter G, separating the flow into GS and subgrid-scale
(SGS) components v� �v� �v0, where

�v�G � v�
Z
D

G��;��v��; t�d3�

� is a characteristic scale ofG, referred to as the filter width, andD is
the computational domain. Conventionally, we assume that the filter
width is the same as the cell size�x, hence the labels grid scale and
subgrid scale. In this case, the averaged, or filtered, Navier–Stokes
equations take the form

r � �v� 0; @t �v�r � ��v� �v� � r � � �S � B� � �F (1)

given that 	G�;r
v� 0: v is the velocity field, � is the molecular
viscosity, S��pI� 2�D (p is the specific pressure), and
D� 1

2
�rv�rvT�. The convolution process generates an additional

term, the SGS stress tensor:

B � v� v � �v� �v�L�C�R (2)

where L is the Leonard stress, C is the cross stress, and R is the
Reynolds stress tensor [17]. Different modeling of these terms
generates the different turbulence models; here, we use the dynamic

one-equation model [18]. �F represents an artificial body force term
that will be discussed next.

ThefilteredNavier–Stokes equations (1), togetherwithEq. (2), are
solved using the computational fluid dynamics (CFD) OpenFOAM
(Field Operation and Manipulation) code library. This is a C��
code library of classes for writing CFD codes, which includes a well-
tested and validated LES capability [17,19–21]. Equations (1) are
discretized using the finite volumemethod, in which the domainD is
divided into cells �Vi so that

[
i

��Vi� �D [ @D

and \
i

��Vi� � ;

Integration of the dependent variables over each cell �Vi, together
with application of Gauss’s theorem, generates a set of discretized
equations with the divergence terms in Eq. (1) represented as fluxes
across the cell faces, evaluated using appropriate interpolation
schemes; we use centered second-order interpolation and
nonvariation-diminishing (NVD) interpolation [gamma scheme
(see [22])]. Time integration is carried out by the Crank–Nicholson
scheme, which is second order in time. Following the procedure of
Rhie and Chow [23], discretization of the rp term is left; a Poisson
equation is constructed that implements the incompressibility
conditionr � �v� 0, and the equation set is solved sequentially using
the resulting pressure-implicit splitting of operators (PISO)
algorithm [24]. Solution is performed implicitly by matrix inversion
using incomplete Cholesky conjugate gradient methods. SGS
modeling is provided by the dynamic one-equationmodel, inwhich a
transport equation is provided for the subgrid turbulent kinetic
energy k, and the resulting model coefficients can be determined by
introducing a second, grid-scale, level of filtering [18]. The one-
equation approach may allow for coarser grids than can be used for a
comparable problem with a zero-equation model, because some
subgrid information is available for the formulation of subgrid-scale
models. All of this has been previously implemented in OpenFOAM
and extensively validated [17].

B. Inlet Conditions

Included in the governing equations to be solved is a term �F, which
will be used to drive the flow toward the desired swirl. This term is
nonzero within the inlet section of the mesh, in which it takes
the value

�F� Vb
L
	��vdes � h�vi� � �vdes � �v�
 (3)

where vdes is the target mean flow profile; �v is the instantaneous GS
velocity; h�vi is the time average of the GS velocity, evaluated by
taking a running average on theGS velocity;Vb andL are the desired
bulk velocity and the length of the forcing region, respectively; andL
was varied by trial and error to get the best results from the
simulation. The value used here of z=R� 4 corresponds to around
1500 wall units, which should be adequate for turbulence to develop
fully.

In Eq. (3), the first term in the bracket [i.e., ��vdes � h�vi�] provides
feedback control on the mean flow, with � setting the magnitude of
the feedback. The second term (vdes � �v) provides some control over
the magnitude of instantaneous fluctuations in the velocity (i.e., the
GS turbulence). However, early in the simulation, vdes � h�vi is large,
with potentially unfortunate consequences. Thus, at the start of the
simulation, the value �� 0 is chosen. As the simulation progresses,
vdes � h�vi decreases toward zero, and so the value of � is ramped to a
maximum value determined so that

jvdes � h�vij
Vb

< 0:0001

If � were allowed to increase without limit, the force contribution
from this term would eventually come to dominate the equation for
no physical reason and the simulation would fail.

This control mechanism drives the mean flow toward the desired
target vdes: in this case, the experimentally determined mean flow
profiles in the axial and (for the swirling flow) tangential directions.
We are also interested in generating the correct turbulence profiles,
and to achieve this, a second level of feedback control is provided by
correcting the velocity components within the inlet section using the
relation
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�v � � vdes � ��v � h�vi� �
�
�Rdes�ii
Rii

�
1=2

(4)

where Rdes is the desired Reynolds stress and R is the calculated GS
Reynolds stress in the mapping section, evaluated by means of a
running average. Note that Einstein summation convention is not
being used here; we are distinguishing between the Reynolds stress
in the three directions, although we are ignoring the cross stresses.
The SGS contribution to the calculated Reynolds stress could have
been included here, but because we are using an eddy-viscosity SGS
model, this would have introduced further assumptions about the
isotropy of the turbulence at small length scales. The velocity �v is
replaced by the updated velocity �v� in each cell in the inlet section.
Because of the fluctuations, the term (�v � h�vi) is never exactly zero,
and so the term ��Rdes�ii=Rjj�1=2 drives the turbulent fluctuations to
provide the target rms mean-velocity components and, in turn, the
target axial components of the Reynolds stress. This relationwas first
implemented in [10] to generate a database for lookup based on an a
priori RANS calculation; here, it is applied directly to control the
flow. The case being simulated [25] provides experimental
measurement of the flow conditions upstream of the inlet, and these
were used as the target profiles for the mean and fluctuating velocity
components.

C. Test Case

The geometry used corresponds to the experiments of Dellenback
et al. [25], who undertook measurements in a turbulent swirling flow

through an abrupt axisymmetric expansion and examined the
influence of the swirl number. Two cases were computed (one
without swirl and the other with), both at a Reynolds number of
Re� 30; 000, based on the diameter of the nozzle D and the bulk
velocity in nozzle Vb. The level of swirl is expressed in terms of the
swirl number, which is the ratio of angular momentum flux in the
axial direction to the axial momentum flux in the axial direction;
that is,

S� 1

R

R
R
0 r

2hvzihv�i drR
R
0 rhvzi2 dr

(5)

where hvzi is the axial velocity component, hv�i is the azimuthal
velocity component, and R is the radius of the nozzle. The case
geometry is shown in Fig. 1.

The first test was performed for a confined jet without swirl at
Re� 30; 000, for which it is well known that the jet spreading rate is
strongly dependent on the turbulence present in the jet inflow. The
experimental data for this case are available from the Dellenback
et al. [25] experiments. The mesh used for this computation consists
of a 180 � 70 � 70 cylindrical-block-structured mesh adding up to
approximately 850,000 cells, with the smallest cell next to the edge
of the jet. The mesh is shown in Fig. 1; as with the pipe meshes, it
comprises a core rectangular section surrounded by four blocks that
adapt the mesh to the curved inner surface of the geometry. The cell
size near the wall upstream of the expansion is approximately
y� � 25, whichmeans that the boundary layer is still under-resolved.
The time step was limited by the Courant–Friedrich–Lewy condition

Fig. 1 Geometry used for nonswirling flow in sudden expansion: geometry and location of mapping surface and sample planes (top), cross section

through the mesh (middle), and end view of the mesh (bottom).
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(maximum Courant number of 0.5) and is approximately
�t� 0:025 s. This case was run for 1500 s, which is equivalent to
15 complete transits of the flow through the expansion.

For the second test case, a swirl flow at an expansion with a swirl
number S� 0:6 atRe� 30; 000was considered. Swirl flows at high
swirl numbers (S > 0:25) create central recirculation zones [10], and
as a result of that, flows with high shear are created that have a high
level of turbulence production. The experimental data for this case
are also available from the Dellenback et al. [25] experiments. The
mesh used for this computation consists of a 248 � 76 � 76
cylindrical-block mesh using approximately 1.5 million cells for
computational domain, with the smallest cells next to the edge of the
jet. The cell size near the wall upstream of the expansion is
approximately y� � 16, which means that the boundary layer is still
under-resolved. The finer mesh required a shorter time step of
�t� 0:0125 s. This case was run for 1500 s, equivalent to 30
complete transits of the flow through the domain.

In addition to the experimental data, this test case has been used for
LES simulation before; in particular, Schlüter et al. [10] used an LES
flow solver developed at the Centre for Turbulence Research [11].
This flow solver solves the filtered momentum equations with a low-
Mach-number assumption on an axisymmetric structured mesh with
a second-order finite volume scheme on a staggered grid. Subgrid
stresses are modeled with an eddy-viscosity approach coupled to the
dynamic procedure. For inlet conditions, they used a precomputed

library modified to account for the unsteadiness of the interface-flow
statistics. Numerical results are available for the swirl case and are
included in the comparison.

III. Results

A. Nonswirl Case

Figures 2–4 show the velocity fields (mean axial velocity �vz and
rms fluctuating components in the axial and tangential directions)
obtained for the nonswirl case. Experimental results are shown as
dotted lines and the computed results are shown as solid lines. The
leftmost velocity profile is located upstream of the expansion and
defines the inlet condition for the LES. It can be seen that the
simulation reproduces the experimental data well for both mean
profiles and turbulent fluctuations. The reattachment of the flow
behind the step is also well-predicted, although there is some
discrepancy in the tangential rms directly behind the expansion.
Figures 3 and 4 show some discrepancies close to the outlet. These
can be explained by the fact that LES computations have been shown
to be sensitive to outflowconditions [11,26], and so the adjustment of
the LES solution near the outlet is very important for these
calculations. This matter is particularly important for sudden
expansion flows with low-turbulence-inflow conditions. LES
outflow conditions have been investigated in detail by Schlüter and

-1

-0.5

0

0.5

1

r/
R

z/R= -0.5 1.0 2.0

v
z

3.0 4.0

0 1

6.0 8.0 10.0

0 0 0 0 0 0 0 01 1 1 1 1 1 1 1
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Pitsch [27] and Schlüter et al. [28]. For our calculation, a simple zero-
gradient outflow condition was used.

Contour plots for instantaneous snapshots of enstrophy and
vorticity are also presented. Figures 5a and 5b show that there is a
smooth transfer of results from the mapping surface. The location of
the mapping surface is shown in Fig. 1. There is no significant
difference in the results across the mapping surface, and this verifies
that the changes introduced in the equations in themapping section to
regenerate target results have no significant negative effects on the
solution. Temporal energy spectra have also been generated based on
velocity data sampled at specific locations in the mesh for every time
step through the simulation (see Fig. 1 for sampling locations). These
spectra are reproduced in Fig. 6. The results show significant power
in the low frequencies, corresponding to the large eddies and the
resolved upper part of the power-law region of the turbulent cascade.
The expected shape of the spectrum will be affected by the
expansion, and at z=R� 0:0, the form of the spectrum does seem to
change, with enhanced lower frequencies that probably correspond

to features of the recirculation behind the expansion; however,
withoutmeasured experimental data to comparewith, it is impossible
to say how realistic the spectra are. Of importance is to ascertain if the
inletmethod is having any discernible negative impact on the spectra.
The recycling of flow through the inlet section should produce a
characteristic frequency of 0.075 Hz. Examining the energy spectra
does reveal aminor peak at this frequency up to z=R� 2:5; however,
it is a very small feature of the spectrum, comparable in size with
other features in the plot, and is well outside the power-law range of
the spectrum.

B. Swirling Case

Figures 7–10 show the results for this computation. The results
(solid lines) are compared with experimental results (dotted lines)
and Schlüter et al. [10] results (dotted-dashed lines). In this case,
despite some small discrepancies (especially near the edge of the
expansion), the results agree very well with experimental data near
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Fig. 4 Tangential fluctuating rms velocity v�;rms at different distances from the inlet of themain domain from the inlet of themain domain: experimental

data (dotted lines) and LES data (solid lines).

Fig. 5 Center-plane system plots of a) enstrophy and b) vorticity.
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the outlet, in contrast to the previous case (S� 0:0). This can be
explained by the fact that the level of internal turbulence production
due to the breakdown of the swirl in this type of flow is rather high
behind the expansion; thus, the relative effect of turbulence entering
the domain at the inlet is much less. The origin of the inner
recirculation zone in highly swirling flows is fixed at the location of

the expansion, which means that the zones of turbulence production
(the shear layers created by the recirculating fluid and the issuing jet)
are well-determined and independent of the inflow conditions. The
turbulence level is then almost entirely defined by the turbulence
production behind the step, which makes the flow almost
independent of the inlet turbulence intensity. This case shows that
situations exist in which the inlet turbulence plays a minor role, even
when complex flow configurations are considered. In this special
case, the high level of turbulence production inside the LES domain
is dominant and its location and level are not determined by the inlet
turbulence conditions. However, generating the correct mean
(swirling) flow is still crucial in producing the correct results, and as
can be seen from Figs. 7 and 8, our method is performing rather well
for this.

Energy spectra have also been generated for this case (Fig. 11). In
this case, the run was somewhat shorter, and so the spectrum shows
less of the lowest frequencies; the frequency corresponding to the
mapping frequencywould only just be visible. The results are similar
to those for the zero-swirl case, except that there is a distinct dropoff
in power at the high end of the spectrum, corresponding to
frequencies close to the cutoff, which is, of course, determined by the
time step. Such an effect has been noticed elsewhere and has been
attributed to a consequence of the implicit filtering used in finite
volume LES [29]. That this effect did not appear for the zero-swirl
case may indicate that our velocity-correction equation (4) may be
generating slightly too much small-scale turbulence at the inlet; for
the zero-swirl case, the turbulence in the domain is heavily affected
by the inlet conditions and this effect may carry over. Running our
method without the velocity correction generates results that
demonstrate this dropoff. For the swirl case, the turbulence in the
domain is principally generated by breakdown of the bulk swirl and
so would not be as affected by the inlet flow.

C. Analysis

The mean flow in the body of the domain is generally well-
reproduced by our LES. Some discrepancies are seen directly
downstream of the expansion for the axial velocity for the swirl case
(Fig. 7), but our method performs at least as well as the comparison
LES data from Schlüter et al. [10]. The rms velocity profiles are also
well-predicted, except for a short distance downstream of the
expansion in the case of the no-swirl test case. In general, for all
properties, our results are comparable with, or better than, the
comparison LES data. In particular, no additional length of inlet is
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required for the turbulent fluctuations to develop in any way, and
there is no significant impact on the flow behavior in the inlet section
due to the additional modeling in this region. The two test cases
demonstrate significantly different behavior with respect to the inlet
perturbations. As observed elsewhere [14], zero- and low-swirl cases
are strongly sensitive to fluctuations in the inlet velocity, and inlet
methods that do not account for this behavior (e.g., laminar or white-
noise inlets) fail to perform well at all. High-swirl cases are more
dominated by the breakdown of the swirl vortex to turbulence and so
are less sensitive to turbulence at the inlet; in fact, laminar and white-
noise inlet conditions can be shown to produce reasonable results, at
least for the mean flow profiles [14]. However, it is still necessary to
generate the mean swirl flow, which our method does efficiently and
completely. A low-swirl case (e.g., S� 0:3) would show ourmethod

in the best light, because this would require swirl inlet but still be
sensitive to inlet turbulence; however,much less comparison data are
available for this case. The behavior of our method at the two
extremes (zero and large swirl) is still convincing. Thus, we conclude
that our method is a significant improvement over laminar or white-
noise synthesis inlets for this case.

Compared with library lookup, our method performs well, but the
differences are more nuanced. Our results for the swirl case are at
least as good as those of Schlüter et al. [14] and are better in places.
Part of thismay be becausewe are able to base the targetflow directly
on the experimentally determined profiles, although if this data were
not available therewould be no reasonwhywe could not develop vdes
analytically for a desired swirl number. Additionally, our method is
simpler to apply. For a library-lookup method, a suitable auxiliary
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calculation has to be set up and simulated; the data must be stored for
use, and recycling this data can introduce unwanted periodic
behavior into the flow and restrict the time span used for generating
flow statistics in the main domain. Running the auxiliary

computation at the same time as the main calculation obviates
these problem, but introduces its own programming problems.
Additionally, if the flow conditions change (e.g., a different
Reynolds number), then the library must be recomputed or rescaled;
the latter can be shown to introduce additional problems into the
simulation [5]. Integrating the auxiliary computation into the main
domain in this manner, on the other hand, is much more elegant and
easier to manage and generates extremely good mean and turbulent
flow results. Although the recycling of flow through the inlet section
will introduce some degree of periodicity, successive passes through
the inlet section are not identical and so the periodic effects are much
less than would be the case for a library method. The relative
computational costs of the different methods may vary according to
the exact problem being simulated. If the main domain needs to be
extended to provide an inlet section for our mapping method, then
this will impose an increased computational requirement on themain
calculation, which would be comparable with the cost of running an
auxiliary calculation. Indeed, if the auxiliary calculation can be
reduced in scale (e.g., by storing a short data set or using a longer time
step), then this might reduce the computational cost for the library
method. However, these steps impose problems of their own (for
instance, interpolation between saved time steps if a longer time step
is used for the auxiliary calculation). For our mapping case presented
here, the inlet cells represent approximately 5% of the total, and so
the computational costs associated with these additional cells are
relatively minor. Additionally, the inclusion of the additional and
corrective terms into the Navier–Stokes equations for the inlet
section does seem to have little negative impact on the flow in this
region, and so it may be possible for the mapping to take place on a
section ofmesh that is part of the desired physical domain, not simply
an additional extension to the computational domain.

IV. Conclusions

In this paper, we present a novel technique for generating swirl
inlets for LES. The technique involves introducing an artificial body
force and velocity-correction terms into the early part of the
computational domain (designated as the inlet section) with
remapping of the velocity from the end of the inlet section back to the
domain inlet. Control algorithms are used to vary the body force and
velocity correction to generate desired swirl, mean-velocity, and
Reynolds-stress profiles. The method was applied to flow in an
axisymmetric sudden expansion, with and without swirl at the inlet,
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and was compared against experimental and literature LES data and
against similar results in the literature. The method generates
excellent results for this case, in particular, matching mean and
fluctuating components of the velocity very precisely for both
swirling and nonswirling cases. We find no negative impact on the
turbulence properties as evidenced from the enstrophy or the
temporal power spectra. Finally, the method is elegant and straight-
forward to implement.
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