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Abstract

In this thesis the results of magneto-optical experiments will be presented. The
experiments were performed on micro-arrays of square nanomagnets in order to
characterise the static and time-dependent behaviour of the nanomagnets. The static
behaviour was investigated in vector-resolved scanning Kerr microscopy experiments,
while the time-dependent behaviour was investigated in time-resolved scanning Kerr
microscopy experiments. In the latter so-called pump-probe experiments, magnetisation
dynamics were induced by exciting the sample magnetisation with a pulsed magnetic
field (pump). The magnetisation dynamics were then detected using the magneto-
optical polar Kerr effect (probe). The longitudinal Kerr effect was utilised in the vector-
resolved scanning Kerr microscope in order to measure the in-plane components of the
static magnetisation. The experimental set-up and methodology of the vector- and time-
resolved scanning Kerr microscopy experiments will be discussed in detail, in
particular, the detection technique that allows three components of the vector
magnetisation to be measured simultaneously. Since the spatial resolution of the
magneto-optical probe was insufficient to resolve the spatia character of the
magnetisation dynamics within individual nanomagnets, micromagnetic simulations
were used to gain insight into the character of the excited modes. Extensive testing of
different micromagnetic models was carried out in order to investigate the effect of the
different models on the simulated dynamics. The results of measurements carried out
on the arrays of square nanomagnets revedled that the static and time-dependent
behaviour of the magnetisation became more complicated as the size of the
nanomagnets was reduced. In particular, similar hysteresis loops were acquired when
the elements were magnetised along the uniaxial anisotropy easy and hard axes, while
fast Fourier transform spectra of time-resolved signals revealed that the character of the
magnetisation dynamics changed significantly as the element size and/or applied
magnetic field were reduced. Interpretation of the experimental results using
micromagnetic simulations revealed that the el ements had a non-uniform single domain
ground state magnetisation. When the field was applied along either edge of the square
elements and reversed, the magnetisation was found to switch via a series of metastable
non-uniform single domain states. Furthermore, the increasing non-uniformity of the
single domain ground state as the element size and/or applied field were reduced lead to
significant changes in the mode character excited within the elements. Comparison of



experimental spectra with simulated spectra and Fourier images of the dynamic
magnetisation revealed that as the element size and/or applied field were reduced, the
mode character changed from one that occupied the majority of the volume of the
element, to severa modes that were localised near to the edges of the element that were
perpendicular to the applied field. Furthermore, deviation of the direction of the
wavevector of the dynamic magnetisation from the direction of the static magnetisation
was found to lead to a dynamic configurational anisotropy within nanomagnets.
Following the presentation of the experimental results, the recent developments for
future experimental work are presented with the aim to study precessional switching in
an isolated nanomagnet. The results obtained in the experiments presented in this thesis
are expected to lead to a better understanding of the non-uniform magnetisation
dynamics in sguare nanomagnets, which have application in future magnetic data

storage technologies.
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nanomagnets between the tracks of a CPS is shown. Inset is an
SEM image of an array of square elements of length(separation)
234(77) nm and a corresponding 3x3 model array used in
micromagnetic simulations. The calculated spatial profilehef t

pulsed magnetic field across the CPS is shown.

The dependence of the uniform mode frequency on the bias field3
value and orientation is shown for a L square element of
CoFe/NiFe(13.6 nm).

The simulated static magnetisation states of 3x3 modekasfay 166

236 nm square elements.

The experimental fast Fourier transform (FFT) spectranté-ti 168
resolved scans obtained from 236 nm square elements are
compared with FFT spectra obtained from different micromagnetic

models.

A typical raw time-resolved signal, the slowly varying lgacknd, 169
and the signal with the background subtracted are shown, in
addition to the corresponding FFT spectra, for the array of 236 nm

elements at a bias field of 270 Oe.

The dependence of the mode frequency upon the element sizel &l
shown for bias field values of 1 kOe and 150 Oe. For each element
size the simulated spatial distribution of the FFT amplitude of the

excited modes is shown.

The simulated static magnetisation states within the cgletreent 174
of 3x3 model arrays are shown.
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6.4.4

6.4.5

6.4.6

6.4.7

6.4.8

6.4.9

6.4.10

6.4.11

6.4.12

The dependence of the mode spectra and the spatial character of17ié
different modes upon the bias field is shown for the 637 nm

element.

The dependence of the mode spectra and the spatial character oflié
different modes upon the bias field is shown for the 428 nm

element.

The dependence of the mode spectra and the spatial character ofri@
different modes upon the bias field is shown for the 236 nm

element.

The dependence of the mode spectra and the spatial character of18@
different modes upon the bias field is shown for the 124 nm

element.

The dependence of the mode spectra and the spatial character oflt8#
different modes upon the bias field is shown for the 70 nm element.

The dependence of the simulated mode spectra and the spati@B
character of the different modes upon the static magnetisasiten st

of the 3x3 array is shown for the 236 nm element.

The simulated total effective field within the centre elerotttie 185

3x3 model arrays are shown.

Cross-sections of the simulated total effective field withian t 186
centre element of the 3x3 model arrays are shown for a bidofiel
1 kOe.

Cross-sections are shown of the simulated total effectideafiel 188
mode FFT magnitude within the centre element of the 3x3 model

array of 637 nm elements for four values of the bias field.
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6.4.13

6.4.14

6.5.1

7.2.1

7.3.1

7.3.2

7.3.3

Cross-sections are shown of the simulated total effectideafiel 189
mode FFT magnitude within the centre element of the 3x3 model

array of 236 nm elements for four values of the bias field.

Cross-sections are shown of the simulated total effectideafiel 191
mode FFT magnitude within the centre element of the 3x3 model

array of 70 nm elements for four values of the bias field.

Simulated images of the FFT magnitude and phase of the mod63
spatial character are shown for two modes with frequencies of 6.75
and 7.0 GHz excited in the centre element of a 3x3 array of 236 nm
elements at a bias field of 270 Oe. The FFT magnitude is also
shown for all elements in the 3x3 array, revealing collective mode

excitations.

The dependence of the uniform mode frequency on the bias fiel®9
value and orientation is shown for a lfn square element of
CoFe/NiFe(2.5 nm).

Time-resolved signals and their FFT spectra obtained forediffer 201
values of the bias magnetic field are shown for the field applied

parallel to the edge and the diagonal of 220 nm square elements.

Time-resolved signals and their FFT spectra obtained foregitfer 202
orientations of the bias magnetic field are shown for the fialde
of 589 Oe.

Focused, vector hysteresis loops are shown for the case when 203
magnetic field was applied parallel to the edges of thmesié and

along the element diagonals.
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7.3.4

7.3.5

8.3.1

8.3.2

8.3.3

8.3.4

8.3.5

8.3.6

Simulated FFT mode spectra for the centre element in arBy3 204
and for an isolated element in response to a pulsed magnetic field
are shown for four different orientations of a bias field of

The spatial character of the excited modes within an isolated
element subject to a harmonic magnetic field of the samedrey

is shown.

The dependence of the calculated mode frequencies and the t&@@b
effective field averaged over different regions of the sample upon
the orientation of the bias magnetic field is shown.

A schematic of the new set-up of the TRSKM and microwavell

probe station used in pulsed magnetic field experiments is shown.

Oscilloscope traces of the reflectivity signal are shownhas 213
focused laser spot was placed at different positions relatitleeto

edge of a @m square element. The variation in the reflectivity
signal allows the amplitude of the mechanical vibration of the

probe station to be estimated.

Oscilloscope traces of the capacitive position sensor outpiis of t214
piezoelectric stage are shown in response to an oscillatory input
signal.

The non-magnetic contrast measured using the in-plane channel24b
the vector bridge detector as a result of scanning the microscope

objective lens is shown.

A schematic of the CPS used on the probe station and calculat2tiB
profile of the in-plane and out-of-plane components of the pulsed

magnetic field are shown.

Traces of the current pulse profile are shown before andiladter 219
pulse is transmitted through the CPS.
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8.3.7

8.4.1

8.4.2

8.5.1

8.5.2

8.5.3

8.5.4

8.5.5

A2.1

Time-resolved scans obtained using the probe station and tA20

previous experimental set-up are compared.

The reflectivity signal and the Kerr rotation are shownfasaion 222

of ZnS anti-reflective coating (ARC) thickness.

Vector hysteresis loops and time-resolved scans acquired from2a4
6 /m diameter disc patterned from a PtMn(25 nm)/CoFe(8 nm)/
Al;05(0.7 nm)/[CoFe/NiFe](2.5 nm) tunnel-valve stack with and
without a ZnS(33 nm) ARC deposited on top of the sample are

compared.

The new vector bridge longitudinal Kerr signal output, used t@26
detect the in-plane component of the magnetisation vector, is

shown as a function of polariser angle.

Vector hysteresis loops acquired using the new vector bridge a227
shown for a CoFe/NiFe(13.6 nm) L square element and arrays

of square nanomagnets of size 234, 124, and 70 nm.

A time-resolved scan acquired using the probe station and tl228
corresponding Fourier spectrum is shown for g0square of
(F630C010)788128i10(160 nm).

A schematic of the set-up of the TRSKM and microwave prob&29

station used in harmonic magnetic field experiments is shown.

Vector- and time-resolved scans and images of the dynami&30
magnetisation are shown for two modes with frequency 8.0 GHz
and 9.2 GHz that are excited in the 40 square of (RgC010)7s
B1,Si1o(160 nm).

Raw time-resolved scans obtained from an array 637 nm elemer288

of CoFe/NiFe(13.6 nm) are shown for different bias field values.
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A2.2 Raw time-resolved scans obtained from an array 428 nm elemer288
of CoFe/NiFe(13.6 nm) are shown for different bias field values.
A2.3 Raw time-resolved scans obtained from an array 236 nm elemer289
of CoFe/NiFe(13.6 nm) are shown for different bias field values.
A2.4 Raw time-resolved scans obtained from an array 124 nm elemer289
of CoFe/NiFe(13.6 nm) are shown for different bias field values.
A2.5 Raw time-resolved scans obtained from an array 70 nm elements 239
CoFe/NiFe(13.6 nm) are shown for different bias field values.
A3.1 Detailed drawings of the probe station assembly are shown. 240
A3.2 Detailed drawings of the probe station assembly cross segcgon 241
shown.
A3.3 Detailed drawings of the piezoelectric microscope mount ar@4l
shown.
A3.4 Detailed drawings of the microwave probes are shown. 242
A4.4-9 A series of photographs show the procedure for tuning th243
capacitive position sensor servomechanism loop gain for the
piezoelectric stage.
A5.1 The electronic circuit for the MKk 11 vector bridge is shown. 244
A5.2 The Mk Il vector bridge output T2+T1 and P2-P1, used245

respectively to detect the second in-plane component and the out-of
plane component of the magnetisation vector, is shown as a

function of polariser angle.
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Chapter 1

“The beginning is the most important part of the work”Plato (428 BC-348 BC)

Chapter 1

Introduction

Over the past decade, time-resolved scanning Kerr microS¢®RBSKM) has
proved to be a powerful tool for the investigation of ultrafast reaggtion dynamics in
novel magnetic materials. TRSKM falls within the broader sil@stion of
experiments called pump-probe techniques. Such experiments have becvene
common since the commercial availability of ultrafast solites&sersthat are capable
of producing pulses with a duration of less than 100 fs. In all-opticabyurobe
experiments, the beam of laser pulses is split into a pump ade lpeam. The pump
beam is used to excite the sample under investigation, while the peaie passes
along a variable optical time delay so that it can arrive hat $ample before,
simultaneously, or after the pump laser pulse. In pump-probe experiomentagnetic
materials, the probe beam is usually linearly polarised. Changég imagnetisation
are then detected as changes in the polarisation of thetedflgght as a result of the
magneto-optical Kerr effect. The pump beam can be used to indupeetisation
dynamics within the sample in different ways. One method isdasfthe pump pulse
directly onto the sample. This technique can lead to the ultrdéasagnetisatiohof
the sample followed by the excitation of precessional magrnietisdiynamics as a
result of ultrafast changes in the anisotropy fieldlternatively the pump pulse can be
used to trigger a pulsed magnetic field from a dévibat can be integrated with the

sample or overlaid on top of the sample to deliver a pulsed mageétitof the sample.
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In both pumping techniques the effective field acting on the magnetisaithin the
sample is changed on a timescale of tens of picoseconds or Idss.chdnge in the
effective field exerts a torque on the magnetisation resultnghé precessional
magnetisation dynamics. More recently pump-probe experimewsteen performed

in which a harmonic fieflhas been used to identify and image resonant modes. The
harmonic field is synchronised with the laser pulses, whild easonant mode is
excited using a harmonic field of the same frequency as the mode.

Spin wave excitations and picosecond magnetisation dynamics irfilthin
patterned elements are currently the subject of intense resaarthese ultrafast
processes are expected to underpin the operation of future magnetictoiage
technologies. The storage density of hard-disks has steadilgpsedrat an annual rate
of 50-60% over the past 25 yearsWhile the increase in storage density has led to a
decrease in the size of the read- and write-head transdilnetsansducers now require
increased read- and write-rates. Data-rates of modern héardets-heads are
approaching 1 GHz. For a typical hard-disk storage dénsit$0 Gbit/irf the read-
head width is 120 nm. In such nanoscale thin film elements, the dye#agyeitmodes
are dipole-exchange spin wa¥esith frequency in the microwave regime (3-30 GHz)
and wavelength of 0.1-4m. Read-heads are magneto-resistive sefshesresistance
of which depends upon the orientation of the magnetisation of & ‘fager with
respect to that of a reference or “pinned” layer. Excitatiospin waves within the free
layer results in a non-uniform dynamic magnetisation. As salttethe relative
orientation of the magnetisation in the free and pinned layers bedessewell defined
leading to a noisy magneto-resistive signal. Maintaining adedgignal-to-noise in
future read-head sensors will present challenges in theirndasigheir size becomes
less than 100 nm and their operation frequency is pushed into the microwave regime.

On the hard-disk itself, each bit is written by magnetisingegion of the
recording medium in one of two opposite directions. The region isetagd by
applying an in-plane magnetic field using a microscale platestromagnét The
process may take a few nanoseconds as a result of magnetisamessps in the
recording medium, or eddy currents within the electromagnet ydlk. contrast
precessional switchiflg® only requires a half period of precession, corresponding to a
switching time of a few hundred picoseconds. Precessional switstang with the
application of a pulsed magnetic field which induces large ampliprdeessional
motion of the magnetisation. If the pulsed field is turned off-wal through the

precessional cycle, and the direction of the magnetisation corresjgoanl€quilibrium
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state, then the magnetisation will remain in the new directiohe duration of the
pulsed field must match a half-period of precession. However, in nanceels the
magnetisation does not precess as a single macrospin. Iasteatber of eigenmodes
are excited with different frequencté$? hence the duration of the pulsed field cannot
match the half-period of all modes. As a result some regiotie alement will switch,
while others will remain in the original orientation and would cobate to noise in a
device application. Before precessional switching and faster namos=d-head
sensors can be utilised in magnetic data storage devidssnéicessary for the spin
wave spectrum of nanoscale thin film elements to be understood.

In this thesis the results of experiments that have been pedoimorder to
characterise the static and time-dependent behaviour of the magaetisvithin
nanoscale thin film square elements are presented. The djpsissto understand the
ground state of the nanomagnets by obtaining the hysteresisTbepsecond step is to
understand the character of spin wave modes that are excited thghmanomagnets,
and how the element size and the bias magnetic field affect their behaviour.

In Chapter 2 the principles of magnetism relevant to this tlesisntroduced.
The focus of the chapter is ferromagnetism and the behaviouerainmfagnetic
materials. The spontaneous magnetisation of ferromagnetariaistis discussed in
terms of the classical Weiss field, and the quantum mechamichange interaction.
The contributions to the free energy of a ferromagnetic matagahtroduced and used
to derive the hysteresis loop behaviour of an ellipsoid sample wsthgée magnetic
domain using the Stoner-Wohlfarth model. The Landau-Lifshitz equafionotion
and the Kittel formula are derived and are used respectivelynulating and fitting the
magnetisation dynamics measured experimentally and presartadrichapters of this
thesis. A description of magnetostatic spin wave modes is gitech is followed by a
brief review of important results published recently in the liteeaon dipole-exchange
spin wave modes in patterned thin film elements. An extenseratlire review is not
given in this chapter, but instead the literature of most immedééeance will be
reviewed at the beginning of each chapter in which experimental resytteeaeated.

In Chapter 3 the experimental set-up of the TRSKM is described.clidmer
begins with a phenomenological description of magneto-opticaiteffelhe role of the
spin-orbit interaction in magneto-optical effects is describegalwith the theory
developed to calculate the magneto-optical effects. The diffdmnteffect geometries
used to detect different components of the magnetisation vectdesecgbed in terms
of the optical reflection coefficients. A description is then gieé how the polar-Kerr
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effect is utilised in scanning Kerr microscopy to senseotiteof-plane component of
the sample magnetisation, which is followed by details of detectsing a balanced
photodiode polarising bridge detector. Details of the experimentalipseand

methodology of TRSKM are given in addition to the interpretation ofntie@asured
signals. Finally, the actions taken to overcome the limitatiorikeoExperimental set-
up are discussed.

In Chapter 4 the technique used for the acquisition of vector Bgstdpops
from microarrays of nanomagnets is presented. The hystéyepiprovides the most
direct means by which to quantify the magnetic parametefgeddrray and investigate
its magnetic ground state. Knowledge obtained from the hgs&dmop can be very
useful in the interpretation of time-resolved measurements pedosméhe same array.
A review of other experimental techniques used to obtain hystéoegis from arrays
of nanomagnets is given. Since the arrays measured in dsok<ed experiments
presented in this thesis are microscale, measurements ofelSystéoops must be
performed using a focused probe. It is shown how the longitudinaleffect can be
utilised in scanning Kerr microscopy to simultaneously senedriyplane components
of the sample magnetisation, parallel and perpendicular to andfiglie in addition
to the out-of-plane component. Details of detection using a balameadrant-
photodiode polarising bridge detector are given. The detected sagratslculated in
terms of the magneto-optical effects due to the in-plane compooérnte sample
magnetisation. Hysteresis loops acquired from a continuous fprasented in order
to demonstrate the vector sensitivity of the detector. Finblgteresis loops are
presented for nanomagnets of different size that are also studiBohe-resolved
experiments, the results of which are presented in Chapter 6.

In Chapter 5 the use of a microscale coplanar stripline (CRB)indium tin
oxide (ITO) windows to perform time-resolved experiments isgmtesl. The hybrid
AU/ITO CPS structure can be overlaid on top of a sample grown on an cpdigimate
and used to deliver a pulsed magnetic field in order to perform-résmved
measurements. Since the probe laser beam can be focused thelip® window, a
pulsed magnetic field of any desired orientation can be used tte ¢ke sample
magnetisation. The technique is demonstrated by applying thia &lm of permalloy
grown on a Si substrate. The phase of the oscillatory Kguomes was observed to
vary as the probe spot was scanned across the CPS structure theoli® twindow.
The change in phase confirmed that the orientation of the pulskedviaried from
parallel to perpendicular relative to the plane of the sample.
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In Chapter 6 a comprehensive investigation of the magnetisation ohgnafm
arrays of square nanomagnets with a non-uniform ground state is ptes@iRSKM
measurements have been performed upon arrays of square feretimagno-elements
of different size and for a range of bias fields. In the expetimhepectra two branches
of excited modes were observed to co-exist above a particuldiddths Below the so-
called crossover field, the higher frequency branch was observed td.vailise
experimental results were compared to micromagnetic simuladionsodel arrays in
order to understand the non-uniform precessional dynamics within thergtemThe
simulations and Fourier imaging revealed that modes from therHigiggiency branch
had large amplitude at the centre of the element, while modestismlower frequency
branch had large amplitude near the edges of the element peuyt@nttiche bias field.
The simulations revealed that the spatial character of a madecovrelated with the
spatial variation of the total effective field and the statiagnetisation state. The
simulations also revealed that the frequencies of the edge rameletrongly affected
by the spatial distribution of the static magnetisation siath within an element and
within its nearest neighbours. By comparing the mode frequeniigs the simulated
and experimental spectra the ground state of the magnetic namen&decould be
inferred.

In Chapter 7 an investigation of the dynamic configurational anisotropyaysarr
of nanomagnets is presented. The angular dependence of the magnetisanoicyn
arrays of square nanomagnets was studied using TRSKM. Irenagmé with
micromagnetic simulations, both the number of precessional modesiemdlties of
their frequencies were observed to vary as the orientation oktiwenal magnetic field
was rotated in the element plane. It is shown that the observedidagheannot be
explained by the angular variation of the static effectivemafig field. Instead, it is
found to originate from a new type of magnetic anisotropy, a dyneomfigurational
anisotropy, which is due to the variation of the dynaafiiective magnetic field. Some
insight into the mechanisms that underlie the observed variatiofiequency are
obtained from the dispersion of dipolar-exchange spin waves excitddn wat
continuous ultrathin film.

In Chapter 8 the experimental developments for future work acgiloes. An
outline of the recent developments is given, which include integratidimeoT RSKM
with a microwave probe station to increase functionality, nmachh stability and
productivity of the experiment. The new TRSKM set-up is describéd particular
emphasis on the mechanical stability of the microscope, impedaathing of the
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CPS, and the signal-to-noise ratio of the measurements. The aseaotireflection
coating to enhance the magneto-optical Kerr effect is explor@dsafound to increase
the Kerr signal by at least a factor of three. In Se@ibndetails are given of the
development of a second vector bridge detector, which features edhaechanical
stability and electronic bandwidth. The combination of the improved dedighe
vector bridge and the integration of TRSKM with a microwave prodgostled to the
acquisition of time- and vector-resolved images of resonant spia mades within a
microscale square element excited using a harmonic excifaidn The development
of the microwave probe station will facilitate the controlledgassional switching of
nanomagnets, while the improvements to the vector bridge detedtoallw the
trajectory of the switching to be measured. Finally, the mesalts of the research

presented in this thesis will be summarised in Chapter 9.
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Chapter 2

“Quantum Mechanics is the key to understanding magnetism. When one enfess the
room with this key there are unexpected rooms beyond, but it is allaaysaster key
that unlocks each door”. 3 H. Van Vleck (Nobel prize address, 1977)

Chapter 2

Background concepts of magnetism

2.1 Introduction

In this chapter | will introduce the background concepts of magnetism that are
relevant to this thesis. In order to understand their origin, a quantum mechanical
treatment is often necessary. The descriptions given in this chapter will certainly not be
exhaustive. My aim is to summarise and attempt to explain the magnetic phenomena
required to understand the experimental techniques and results presented in thisthesis.

2.2 Classification of magnetic materials

There are two contributions to the magnetic moment of an atom, those due to the
orbital angular momentum and the intrinsic spin angular momentum of the electron.
The magnetisation M or magnetic moment per unit volume of a material can result from
a combination of orbital and spin moments, or from just one of these contributions. The
different electronic configurations of different materials result in a variety of magnetic
phenomena, which include diamagnetism, paramagnetism, ferromagnetism, and anti-
ferromagnetism. The experiments presented in this thesis were performed exclusively

on ferromagnetic materials. However, in order to understand the underlying physics of
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magnetism, it is necessary to review the origin of diareagm and paramagnetism for
which the magnetisation is usually present only when an exteraghetic field is
applied. The origin of ferromagnetism and antiferromagnetisimntivéin be reviewed
with particular attention to the mechanism that gives rigb@éspontaneous ordering of
atomic moments, and in the case of ferromagnetic materialspamtaneous

magnetisation.

2.3 Diamagnetism

All materials exhibit diamagnetism. Its origin can be undexstqualitatively
by considering Lenz’s law and the semi-classical model aftam in which electrons
move in orbitals about the nucleus. When an external magnetidifiedcapplied, the
electronic motion (current) within the atom is changed in such a fessa magnetic
moment is induced in the direction opposite to that of Since the electronic motion
within the atom is unimpeded, the diamagnetic moment will persige wihe applied
field is maintained.

The origin of diamagnetism can understood quantitatively usirgdpssical
modef®. We begin by considering the behaviour of a dipole moment in a uniform
magnetic field. An electron with angular moment@nhas an associated magnetic

momenty given by

e

_—Gl .O.
2me (2.3.1)

”:

where—e andm are the electronic charge and mass respectively¢c athe speed of
light in vacuum. Since the electronic charge is negagivand G are anti-parallel.
When a magnetic moment is placed in a uniform magnetic field, the fielt exerque

r upon the moment

T=uxH. (2.3.2)

Equation 2.3.1 and 2.3.2, and Newton’s Second Law for angular momentum,
7z =dG/dt, give
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dG e
— =-—_HxG.
o omc (2.3.3)
Equation 2.3.3 may be written as
dG =w, x G dt, (2.3.4)

where w, =-eH/2mc. Equation 2.3.4 represents the equation of motion of a vector

G that precesses with angular velocity = dég/dt aboutay, Figure 2.3.1. Therefore a

[/

(%

dG
G+ dG

Figure 2.3.1 The physical interpretation of Equatih3.4 is the precessional motion of a vecor

aboutay with angular velocityw,, =d&/dt .

magnetic moment in a uniform magnetic field will precess alhbuvith angular
frequencyeH /2m.c, which is called the Larmor precession frequency.
Since angular momentui@ can be written asnewH?, where me? is the

moment of inertia of an electron in an orbital with radmsEquation 2.3.1 can be

written as

[ e —_ [ € —
#=| g P = gz JHA° (2:35)

where?z?+? iIs the mean square radius of the electron orlajepted onto a

plane perpendicular tBl. The negative sign reveals that the directionhefinduced
diamagnetic moment is opposite to that of the agplimagnetic field. If

r? :?+?+? is the mean square radius from the nucleus, arehvalveraged the
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distribution is spherically symmetric so tha?:F:?, then p? =2r?

diamagnetic susceptibility per énis given by

2 pA—
Xdia:_N( ° ]Zri , (2.3.6)

6mc® J=

which is obtained by summing overlectrons per atom, and multiplying blyatoms
per cnf. Equation 2.3.6 is the Langevin equation for digmetic susceptibility.

WhenM andH are parallel the magnetic susceptibiljtys defined as
M=xH. (2.3.7)

Since Zr,_z >0, the diamagnetic susceptibilifgi, of a material is always negative and
typically very small (~ 10 cgs units per mole). The dependenceyaf upon the
temperaturd is weak and is interpreted as a dependencga uponT.

All other magnetic phenomena, including paramagnegtiferromagnetism and
antiferromagnetism, are the result of atoms thassess a permanent magnetic
moment®, The presence of a permanent magnetic momenttatet by the electronic
configuration of an atom. For example, atoms osiof the transition group elements
have permanent moments because of incompteedetronic shells. Before | describe
these other forms of magnetism, | will briefly rewi the quantum mechanical results

pertinent to permanent atomic moments.

2.4 Permanent atomic moments

Orbital and spin angular momentum

Quantum mechanically, the eigenvaluesof the orbital angular momentum

operator L for an electron in a centrally symmetric potenéies [I (| +1)]"2% in which

the quantum numbertakes the values 0, 1, 2, ..n,« 1) and are associated with the
p, d, f and g electrons respectively. The principle quantum berm primarily
determines the energy of a particular orbit. Inmagnetic field H =H,z, the

eigenvalues of the operator representing the Gante®mponent of the orbital angular
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momentum along the direction of the fieliq arem# . For a given value df m may
take the (R +1) possible values, (I —1),..., 0, —I(— 1), and 4. For example, the
eigenvalues oiA_Z for ad electron are 2 #, 0,— # and— 24. Quantisation of the orbital

angular momentum leads to a spatially quantiseth &tmce the electron orbits are
restricted to particular plane orientations, Figai# 1.

Tz
m=2

L=[0 -+

m=1 .
H=H,z
m=1 D>
m=-1
m=-2

Figure 2.4.1 The vector model of orbital angulammeatum for ad electron (= 2). In a magnetic

field H, the component of the orbital angular momentﬂgnis quantised taking values

mé.

In accordance with Equation 2.3.1 the magnetic nmmegenerated by an

electron with orbital angular momentum quantum nerhlis given by

I :2|e|—mizc[l (1 + )}z, (2.4.1)

where efi/2mc is the Bohr magnetops (=-0.92%10°°ergO¢"). Similarly, the

component of the orbital magnetic moment alongdihection of the applied field is

U, = e (2.4.2)
g 2mecm' 4.

Electrons also have an intrinsic spin angular mdomars. The eigenvalues of

the spin angular momentum operaé)raremsh. The spin quantum numbey, (= + %)
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determines the eigenvalue of the component of pire angular momentum (=#2)
along the direction of the applied field. The metgn moment due to the electron spin
Is not given by Equation 2.3.1, but instead is gilag the product of the right hand side
of Equation 2.3.1 and the spectroscopic splittictdr org-factor. The component of
the magnetic moment along the direction of the iaddield /4, due to the electron spin

angular momentum is then

Hs, = 9(—2me ijs- (2.4.3)

The Zeeman effect

The state of two or more electrons with the saner@n but with different sets
of quantum numbers is described as degenerate.eg&naérate energy level of two
electrons with = 0 andms =+ %, will be split when a magnetic field is applie@he
effect of spin splitting of the energy level whemagnetic field is applied is called the
Zeeman effect, Figure 2.4.2. The magnetic momémhe spin + %2 { ¥2) electron is

antiparallel (parallel) tél. The two electron states are separated in enéEgyven by

AE =2uH , (2.4.4)
which is given in terms of the Bohr magneton udtggiation 2.4.3 as
AE = g|us|H (2.4.5)

whereg = 2.0023 for a free electrbh

Figure 2.4.2 Zeeman splitting of a twofold degeternergy level when an external magnetic field

H is applied.
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Spin-orbit coupling

The addition of orbital and spin angular momentwn light atoms can be
obtained using the Russell-Saunders spin-orbit laogischem&. The orbital angular

momentum of all electrons within the atom are addedgive a resultant vector

L= Zm,i . Similarly the spin angular momentum of all elents are added to give a
i
resultant vectorS = sti . Finally L andS are combined to form a resultant atomic
i

angular momenturd (=L + S), whereJ can have valuesL#* S), (L +S-1),..., L — §.
The spacing between the adjacent valued isfdetermined by the spin-orbit coupling

constantls, which is defined so that the interaction enesggiven by

A LCB. (2.4.6)

SO

The energy of thé " level can be found from? = L? + S* + 2L 8, whereJ 2 = J(J + 1),
L?=L(L + 1) andS® = S+ 1) and is given by

%ASO[J (3 +1)-L(L+1)-s(s+1)]. (2.4.7)
The total angular momentum of an atom is given by

6| =[3(3 +1))2n, (2.4.8)
and the spectroscopic splitting factor by the Lafwdéula

J(I+2)+S(s+1)-L(L+1)

=1+ : 2.4.9
J 23(3 +1) (2:49)
The atomic magnetic moment is then
& b
=g—[J{J+1)2, 4.
u 92mec[ (9 +1] (2.4.10)

where the components of the atomic moment partdledn applied field may have

2J + 1 values ofyusmy, sincem;=J, 3 - 1),...,—- (J—1),-J.
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Quenching of the orbital angular momentum

The magnetic moment of an atom can also result fedirer orbital or spin
angular momentum contributions. For example, in a crystalline ialatee orbital
angular momentum may be quencHedn an isolated atom, an electron experiences a
centrally symmetric potential. The plane of the classieait®n orbit is fixed in space
such that,, L, andL, are constant. Quantum mechanicall§andL, are taken as the
constants of motion in a central electric field. In a non-ceeteadtric field,e.g.in a
crystal, the plane of the electron orbit may drift so that thgular momentum
components are no longer constant and may average to zero. L\\wamages to zero
the orbital angular momentum is said to be quenched and the magoetient is due

to the spin angular momentum only, where

/'12 = (Lz + gsz):uB = g:uBSz ) (2'4'11)

Hence,g = 2 whenL, = 0 or quenched. It turns out thgt> 2, due to spin-orbit

coupling.

2.5 Paramagnetism

In paramagnetic materials, the interaction between permarwnicatnoments
is weak or zero. In the absence of a magnetic field the momentandomly oriented
and the magnetisation is zero. When an external field is appliethdiments tend to
align alongH and the magnetisation becomes non-zero in the direction of the ¢l
a sufficiently high temperatufg the thermal energy of atomic momentks¥ becomes
comparable to the potential energy of the moments within the fielgyzsH, wherekg

is the Boltzmann constant. At higher temperatureg,,H /k,T <<1, and therefore

the magnetisation is destroyed.
Since all materials are diamagnetic the total magrsigceptibility y for a

paramagnetic material is

/Y:Xpara+)(dia' (2-5-1)
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The paramagnetic susceptibility is ~40o 10* per mole, therefore, the small
diamagnetic response is often neglected. Examples of paramagaterials include
the iron or @ transition ions €.g. F€"*, C*") and the rare-earth off #ransition ions
(e.g.Gd™) in solutions or sallg.

Curie’s law

In 1895 Curié’ reported that some materials possessed a temperature-dependent

and field-independent susceptibility given by

_C
Xpara = T (2.5.2)

whereC is Curie’s constant. Curie’s law (Equation 2.5.2) is the high teryseramit

of paramagnetic behaviour. In large magnetic fields and at teEwperatures,
m,gusH /KT <<1 is no longer satisfied. Instead, the number of atomic moments with
a particular orientation when an external field is applied is determined byltzenBnn

factor expl- E/k,T) = exp(m, guH /k,T) in accordance with statistical mechanics. The

magnetisation is then given By

M = Ngu,JB, (x), (2.5.3)

where
B, (x) =2 +1cot)'(2‘] +1xj —icot?(ij, (2.5.4)

2] 2J 2] 2]
and
JougH
X=—— 0.

T (2.5.5)

Equation 2.5.4 is called a Brillouin function and the derivatioB;0f) can be found in
Reference 13. When all orientations of the magnetic momentriBepossible when a

field is appliedj.e.whenJ - o, By(X) tends to the classical Langevin function
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L(x) = coth(x) -

. (2.5.6)

% |~

In sufficiently large magnetic fields and low temperatuxkes, « so thatB(x) andL(x)
approach unity. In this case, all atomic moments align with théedpietld so that the
magnetisation is saturated, Figure 2.5.1. In the classical @angedel, the atomic

moments align parallel to the applied field so tNgtNy - 1. Quantum mechanically,
the maximum component of the momenmtg[J(J +1)]’2 alongH is Jgus so that

M/ N~ [3/(3 +1)].

o0 Experimental data

J Brillouin tfunction

Magnetisation / 4, / ion

0 y T y T y T y T
0 10 20 30 40

(Magnetic field / temperature)xl()'3 / Oe / deg

Figure 2.5.1 Saturation effect in large magnetiddf and at low temperature for the paramagnetic

ion F€*. The figure is reproduced from Reference 13.

2.6 Ferromagnetism

For some materials at sufficiently low temperaturesere m, guH /k, T <<1

is no longer satisfied, the interaction betweennmaerent atomic moments becomes

important. Even in the absence of a magnetic tieddthermal energy is insufficient to
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cause random orientation of the moments. Instdedmoments spontaneously align
with nearest neighbours in such a way that theant®n energy between neighbouring
moments is minimised. The result is an ordered ne@g state. In ferromagnetic
materials the moments tend to spontaneously aligh the same direction. The
spontaneous alignment is a result of the quantuchamecal exchange interaction, the
origin of which will be described in detail in Sect2.7. Examples of room

temperature ferromagnetic materials are the iroBdotransition group elements, Fe,
Co, Ni, and their alloys.

It is useful to separate the discussion of ferramefig materials into two parts.
The first part will describe the paramagnetic betav of ferromagnetic materials,

which occurs at sufficiently high temperatures veher,gu;H /k, T <<1. The second

part will describe the spontaneous magnetisatidraieur of ferromagnetic materials,

wherem, guH /k;T <<1 is no longer satisfied.

The Curie-Weiss law — paramagnetic behaviour

To describe the spontaneous alignment of the magmabments in a
ferromagnetic material, Weiss introduced an intefiedd’® (Weiss field) proportional
to the magnetisation Ay M, whereAdy, is a constant. Using Equation 2.5.2 and writing

the total magnetic field &4 + Aw M, Equation 2.3.7 becomes

M :%(H +A,M). (2.6.1)
Then solving foiM
M (1—%j :C—H, (2.6.2)
T T

and recovering the form of Equation 2.3.7

CH CH
M= = (2.6.3)

(r-ca,) (r-1)°

where the magnetic susceptibility is given by
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C
(T —Tec

Xpara = ) . (2.6.4)
The Curie-Weiss law (Equation 2.6.4) describes sheceptibility of ferromagnetic
materials forT > Tc, in which case the material exhibits paramagnaticaviour. For
T < Tc the material is ferromagnetic and exhibits a spo@bus magnetisation.

The spontaneous magnetisation — the Weiss fietihthe
To describe the spontaneous magnetisation ofranfieignetic material we can

begin by using Equations 2.5.3 to 2.5.5. In theecaf a ferromagnetic material the
Weiss field can be included in Equation 2.5.5 s th

_ Jgs
X T (H+A,M). (2.6.5)

The external magnetic field is set to zero so that the spontaneous magnetisedin
be studied. Equation 2.5.3 and 2.6.5 can be r@nrih the form

M(T) _
M)~ B, (x), (2.6.6)
and
M(T) = kT (2.6.7)

respectively, where

M (0) = NJgu, (2.6.8)

and M(T) is the temperature dependent magnetisation. ritagnetisation defined in
Equation 2.6.8 is the maximum possible magnetisatind results from Equation 2.5.3

sinceB;(X) — 1 whenx — o, i.e.whenT - 0.
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Equations 2.6.6 and 2.6.7 can be solved graphibgilfinding the intersection
of the two equations when plotted as a functiow. ofFigure 2.6.1 shows schematically
three cases for different values Bf The tangent of the Brillouin function at=0
corresponds to a critical temperatle ForT < T; a non-vanishing solution exists at
point P, which represents a spontaneous magnetisatidnisnemperature regime. For

T>T; the two curves intersect at= 0 only, for which M(T)/M(0)=0, i.e. the

spontaneous magnetisation vanishes. Therefdyejs the ferromagnetic Curie

temperature, below which a spontaneous magnetisaxists.

M (T) _ kel
- 22,2
MO t 151, T=T, T<T, . ML

I/

BJ(X)

v

Figure 2.6.1 Schematic of the graphical method tsetbtermine the spontaneous magnetisation at a
particular temperaturel. For T <T;, the ferromagnetic Curie temperature, non-

vanishing solutions exist, corresponding to thensmoeous magnetisation.

Experimental observations reveal that the inveuseeptibility 1/ y just above
T: is not linear, but instead, slightly upward corea The intercept on the temperature
axis of the extrapolation of the linear regimeldk is Tc, whereTc >Ti. The non-
linearity of 1/ xy just aboveT; is due to structural phase changes of the ferrostagn

material,e.g.in Fe, from a body-centred to a face-centred caticcture ag increases.
For smallx << 1, the Brillouin function (Equation 2.5.4) can batten as

2
BJ(X): J +1X_ J+123°+2J +1X3.

(2.6.9)
3J 3J 3CJ?
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Therefore, forx — 0, the gradient of the tangent (8 +1)/3J, which is equal to the
gradient of the straight line fdr= T; so that

_ Ng*33(3 +1)

Tf
3K,

Ay - (2.6.10)

SubstitutingAy obtained from Equation 2.6.10 into Equation 2d@ivés

% . 33_31{l]x, (2.6.11)

where the value oM (T)/M(0) as a function ofT/T, can be determined using the

graphical method outlined above or by making sigtatigebraic substitutio’s The

best fit of the experimental data fo (T)/M (0) can be obtained using the expression

1.0 o

0.8 —

0.6 1

M(T ) / M(0)

O Fe
] 20 A i
0.4 - Co and Ni
J= 00
— J=1
— J=1
0.2 4
0.0 T T T T T T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0
/T

Figure 2.6.2 The spontaneous magnetisation as a&tidan of temperature reproduced from
Reference 13. The curves are obtained from thes$\fegld theory of the spontaneous

magnetisation, while the data points are obtainguementally. The curve for which

J =00 corresponds to the classical case.
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%zl—,ﬂ%, (2.6.12)
where S is a fitting parameter. Figure 2.6.2 reveals that the Weatd fineory is in

good agreement with the experimental data. However, at low tatopes the
experimental data reveals that the magnetisation falls ofé mepidly with increasing
temperature than the theoretical curvesJerl and %. In a more rigorous approach,
Equation 2.6.12 can be derived quantum mechanically in terms of the exchange

interaction and spin-wave theory.

2.7 The exchange interaction

In the previous section, the alignment of the magnetic moments in a
ferromagnetic material was described by an internal frgfdduced by Weiss that was
proportional to the magnetisatiody ~ Aw M. ForT > Tc, the thermal energy ksT of
atomic moments becomes greater than the interaction engrgyy-and ferromagnetic
order is destroyed. Thus, the strength of the Weiss field caestimmated from

teH,, = k;T.. For Fe withTc = 1043 K,Hy ~ 10 Oe. The magnetic field produced

by the dipole-dipole interaction is/a® ~ 10 Oe, wherea is the lattice parameter of
the material. Therefore, an alternative explanation is requoedhe interaction
between permanent atomic moments that gives rise to their spontaneous alignment
The nature of the interaction between magnetic moments was not tonders
until quantum mechanics was well established. In 1928 Heiséfidegeloped a
theory based on the Heitler-London model of thentblecule to introduce the concept
of the exchange interaction. Heisenberg showed that the Wadissfia manifestation
of the exchange interaction for which there is no classicallogne. The exchange
interaction is electrostatic in origin and is a result of theliRrexclusion principle. The
charge distribution of a system of two spins depends upon whether thaspiparallel
or antiparallel”. In accordance with the Pauli exclusion principle, two electrons
(fermions) with the same spin cannot exist in the same sp#dial at the same time,
while two electrons with opposite spin can. Thus, the electrogményy of the two
electron system will then depend upon the relative orientation oflélcraa spins.
Furthermore, when two identical electrons exchange spatialdioates, the symmetry

requirement that the complete wavefunction describing the matiglpatate remains
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antisymmetric must be obeyed. The exchange energy is fieeedide in the energy
between parallel and antiparallel configurations of the electpams.s In order to
illustrate the origin of the exchange interaction, the main featafeHeisenberg's
model described in Reference 13 will now be outlined.

Consider a system of two non-interacting electrons at co-ordinad@dr, that
move in similar potential field8/(r;) and V(r;). The system is described by the
Schrddinger equation

2
{—g—m(mf+D§)+v(rl)+v(rz)}U =EY. (2.7.1)

The solutions that describe the two electron systara

5U(l'Z)(rvrz) =¥ (rl)T{n'} (rz) (2.7.2)

and

AWAE Y (fz)ﬁ”{nr} (r.) (2.7.3)

with energyE = E( + E(ny in both cases.%4(r1) is the single electron solution to the
Schrédinger equation when electron 1 is in a stigtgcribed by the set of quantum
numbers fi}, and ¥n;(r2) is the solution when electron 2 is in the statg.{ % (r2)

and #n,(r1) are the obtained solutions when the electronkange their co-ordinates

r; andr,. However, since electrons are indistinguishatile mecessary that

72, rz)‘zdrldr2 =P, )‘Zdrldr2 . (27.4)

It follows from Equation 2.7.4 that under the exafp@ of the electron co-ordinates the

two-electron wavefunction can yield symmetrical e@mnctions

W(lrz)(rl’rz): +¥/(2’1)(r1’r2)’ (275)

or antisymmetrical wavefunctions

we2(r,r,)=-w@(r,r,). (2.7.6)

1
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Since Equations 2.7.2 and 2.7.3 do not possesssamnetry properties, the only
possible wavefunction solutions that satisfy Equrat?.7.4 are linear combinations of

the two-electron wavefunction

i (rr,) ‘—[W{n} ()70 (1) + 740y ()7 ()] (2.7.7)

and

vir,r,) = [Y’{n} (1) ¥y (1) = ¥ (1) 2y (1 )] (2.7.8)

The factor1/v/2 is a normalising factor assuming th&(r) and %,,(r2) have

already been normalised. Here we see from thesyanthetric many particle
wavefunction (Equation 2.7.8) that the Pauli exidngrinciple is also obeyed. If the
two electrons occupied the same quantum stateigethtical sets of quantum numbers
{n}={n?}, we see thatr®“d(r,r,)=¥?(r,r,) from Equations 2.7.2 and 2.7.3. Then
from Equation 2.7.8 the probability of two electson the same system occupying the
same quantum state is zero. The single-electra@fivactions are functions of spatial

and spin co-ordinates and may be written as

lp(i)(rl’ I’2) = cDspace(rv I’Z)XSpin ’ (2-7-9)

where #)(r,,r,) indicates that for an antisymmetric single-elettveavefunction, the

spatial @ and spinory parts must be of opposite symmetry. The spatédefunction is
a solution to the Schrédinger equation for an ebectvithout spin and the spinor is a
function of spin co-ordinates only. There are twombinations that give an

antisymmetric two-electron wavefunction,
vrr,) = 25) (r.n) xS (2.7.10)

and

lpl(l_)(rv I’2) =af) (r11 rz)XgJi)n (2.7.11)

space!
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In Equations 2.7.10 and 2.7.11 the two-electromai are linear combinations of the

single-electron spinors in a state described by e quantum numbe&andmg

+ 1
= [ 2 ). -

The two combinations of the spatial and spinor i@vetions give rise to the singlet

state with total spi® = 0 when the two electron spins are antiparallel

lp|(_) (r1’ rz) = A[cb{n} (rl)cp{n’} (rz) + cb{n} (I’Z)@{n,} (rl)] EbX}rl/ZXEJ/Z - ij/zﬂfil/z] ’ (2.7.13)

and the triplet state with total sgg= 1 (ms= 1, 0, -1) when the spins are parallel

Xiyz)(fyz 1
BZ’l(l_)(rlirz) = B[¢{n} (rl)¢{n’} (rz)_dj{n} (rz)gb{n,} (rl)] X«lq/z)(fj/z"')(f]/z)(i]/z ,m =10 (27.14)
Xi]/z)(fj/z -1

where constant& andB are normalising factors.
The electrostatic interaction Hamiltoniad,, for the two H atomsa and b

within the H. molecule is given by

HA12:_+_—_—_, (2.7.15)

wherer,, is the distance between the nuclep is the distance between the electrons
andry, andry, are the distances between a given nucleus andlébron of the other

atom. The energ¥, andE; of the singlet and triplets states can be caledldiy

consideringﬁ 1» as an electrostatic perturbation of the two-etecsystem, where the
energy correction to the unperturbed systerk isjw* I:|12¢dr. Thus the energy of

the singlet and triplet states are

E, = A*(K,+J,), (2.7.16)

and
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E, =B*(K,—J5,), (2.7.17)

respectively, wher&, is the average Coulombic interaction energy given

I o ()P (1) Hyp @y (1) @y (1, )d7,d 7, (2.7.18)

andJ;; is the exchange integral given by

J. oy ¢{n (r,) Hp @ (1, )% (r,)dz,dz,. (2.7.19)

The exchange integral (Equation 2.7.19) is a direstlt of the requirement that the
electrons are indistinguishable.

As demonstrated here, the Heisenberg model carsdxt to illustrate the origin
of the exchange interaction. For theHolecule Jex is negative, therefore in its ground
state the spins are antiparallel. It is by no msearstraightforward step from the H
molecule to ferromagnetism in Fe, Co and Ni tramsitmetals. For a material to
exhibit ferromagnetism, the exchange intedeaimust be positive. The conditions that
favour a positivelex may be understood using the following qualitativgument¥’,

In Equation 2.7.19,8,* (r,)®* (r,) @, (r,) @y (1) will be positive if the
wavefunctions®,, and &, have no nodes in the regions of significant oyerldex

will then be positive if the positive contribution$ the Hamiltonian (Equation 2.7.15)
exceed those from the negative terms. These donsliare met if the,, is large
compared to the orbital radilexis then likely to be positive fat andf wavefunctions
for the atoms of some iron and rare earth metatsextample Fe, Co, Ni, and Gd. The
schematic variation of the exchange integral witler-atomic separatiany, is shown in
Figure 2.7.1.

Spin waves

Consider a ferromagnetic material at absolute zengperature. At absolute
zero, the ground state of the spin system is caelglerdered in accordance with the
third law of thermodynamics. Furthermore, the negation will be saturated since
the spin quantum numbens will have its maximum possible valuey=%2) so that

from Equation 2.6.8M = N|z&|, whereg = 2, andN is the number of atomic moments
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per unit volume. If the temperature is raisedlsat & single spin is reversed, the spin
system can then occupy its first excited state.thénfirst excited state, the exchange
interaction will act to realign the reversed spiithwits nearest neighbours. However,
the return of the spin system to its ground stateniprobable at the slightly elevated
temperature, while the probability of a spin beisgersed is the same for each atom.
Thus, the exchange interaction causes a reversal éighbouring spin while the

previous spin returns to its ground state. Assaltethe reversed spin does not remain
localised to a particular atom, but instead propegjavia the exchange interaction
between nearest neighbour moments. The resultiogagation of the reversed spin

through the crystal is called a spin wave.

Je>

[T~

v

lNab

Figure 2.7.1 The schematic variation of the exckantggral as a function of inter-atomic separation

I IS shown for the Eimolecule.

The spontaneous magnetisation — the Bloch spin weeke|

In the spin wave theory one can consider the changée spontaneous
magnetisation by the excitation of a spin wavenc8ithe exchange of any two reversed
spins in the first excited state of the spin systepresents the same state of the system,
spin waves obey Bose-Einstein statisficsFurthermore, more than one spin wave can
be excited with the same energy since the spin iga&’ is degenerate. Therefore, the

average numbenm, of spin waves for a given wave numiierorresponds to an average
number of n, reversed spins at a temperatdrewhich is described by the Planck

distribution law
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_ 1

n, :m , (2.7.20)

whereEy is the energy of a spin wave with associated wawvaberk. The total number

of spin wavesn is then given by
n= Zk:ﬁk : (2.7.21)
The number of states betwdeandk + dkis

47k*dk
D(k)dk = ,

(2.7.22)

—

whereD(K) is the density of stateéer/ L)3 is the volume of a single state, andkik

iIs the volume of a spherical shell kaspace. The dispersion relationship for an
exchange spin wavgin a cubic crystal with lattice parameteis given by

E, = J k’a’, (2.7.23)

whereJey is called the exchange constant. Equation 2. h@2 becomes

vi(i1)
D(EE=—"- E2dE. (2.7.24)
( ) 4n2(a2\]exj

Using Equations 2.7.20, 2.7.21, and 2.7.24 the tataber of spin waves is

= (2.7.25)

v (1 )V E%E
ar’\ a’d,, ) Jese -1

By making the substitutiox = E/k;T , the integration can be performed using a series

expansion, for which the restilis

2

%
ﬁ=0.1174V( KeT ] . (2.7.26)
a-J

ex
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Now the change in the spontaneous magnetisation due to the exafasioim

waves can be written as

(2.7.27)

Z|o

The volumeV of a simple cubic, body-centred cubic and face-centred cubicelagtic

Na®, Na*/2, and Na®/4 respectively, so that

AM 01174 kT )" 2.728)
MO~ 7 o) 7

ex

wherenp =1, 2, and 4 respectively. Equation 2.7.28 lkedahe BlochT” law and is

identical to Equation 2.6.12 when

%
B = 0-1174(5_3] _ (2.7.29)
i e

2.8 Band model theories of ferromagnetism

Theories of ferromagnetism based on the Heisenb®wdel assume that the
electrons are localised at the atoms. For metadstheir alloys this assumption is
incorrect, and so band model theories of ferromégmewere developed. Here | will
briefly outline two band model theorié$;that of Stonér, followed by that of
Vonsovskf® and Zenér-

The Soner band theory of ferromagnetism

Stoner’s model, is now known as a collective etectheory of ferromagnetism
in which interactions between conduction electrare considered. Bloch-type
wavefunctions were used to account for interacbhetween conduction electrons and
ion cores. Since ferromagnetic metals belong &oitbn group, the calculations were
made for electrons and holes of the I%and, while the carriers of thes $and were

assumed not to contribute to ferromagnetism. St®ileeory is based on three main
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assumptions. Firstly, thed®and is parabolic in the vicinity of the Fermi édwo that
the density of states iS E”. Secondly, the exchange interaction betweenrelestis
described by the Weiss fieldy = Aw M(T) so that the energy of an electron with spin
parallel or antiparallel to the magnetisation iggdw M(T ). Third, the electrons and
holes obey Fermi-Dirac statistics.

Stoner’s calculation oM as a function oflf was performed numerically and
included a dependence Mfupon the magnitude of the exchange forces compgardue:
Fermi energy. It followed that the theory coul@rhpredict non-integral numbers of
effective magnetic carriers. The results showegraivements over the molecular field
theory for both the spontaneous magnetisationTferTc, and the susceptibility for
T>Tc. Comparison of experimentally measured suscdifisi with Stoner’s results
revealed consistent agreement of the effective etagrarrier numbers with those
deduced from experiments. The non-integral effectnagnetic carrier numbers are
due to an energy overlap of thd Band with the much widersdband, Figure 2.8.1.
Both bands are filled to the same (Fermi) energglleFor example, for Ni with a total
of 10 electrons in thed3and 4 bands, there are 9.4 electrons in tdeband and 0.6
electrons in thedband (0.6 holes in theddand}®.

» E y
4s
3d 3d
3d

Spin down Spin up

< »
<

A
A

o(E) o(E)

(&) T>Tc (b) T< Te

Figure 2.8.1 A schematic representation of the density of stg{€3 of the 4 and 3l bands of a
ferromagnetic material at (3)> Tc and (b)T < Tc. In (a) the material is paramagnetic
with equal electron spin populations at the Fermargy levelEg. In (b) the material is
ferromagnetic. Spin-splitting of theband due to the exchange interaction results in an

imbalance of electron spin populations at the Féenel.
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The Vonsovsky and Zener band theory of ferromagnetism

The band model theory of Vonsovsky and Zener is more refined than Stoner’
model since it includes the Heisenberg exchange interactiore&et@lectrons. Firstly,
it is assumed thatd3electrons are localised at atomic sites and that the exeshang
interaction between the shells af 8lectrons align thed3electron spins. Secondlys 4
conduction electrons are non-localised and interact with localdede8trons via the
exchange interaction. The parallad 8pins are considered to be equivalent to an
internal magnetic field that interacts with the dlectrons. The result is the spin
polarisation of the glelectrons as their spin will tend to align with the spin of ttie 3
electrons in order to minimise the exchange energy.

For ferromagnetism to be realised it is not necessary fghineuring 3l shells
to interact. The exchange interaction betwees eofiduction electron and an unfilled
3d shell will promote the spin polarisation of the dectron. In turn the exchange
interaction between thats4electron and a differentd3shell will promote the spin
polarisation of the @shell. This mechanism is called indirect- or superexchange

The theory of Vonsovsky and Zener can be though of as an intermeutidé&s
between the localised model of Heisenberg and the collecéeg@h theory of Stoner.
The Stoner model led to improved agreement with experimentatditpared with the
classical Weiss field model (Section 2.6). However, in the Stondehthe exchange
interaction is represented by the classical Weiss figldnore refined theorieg.g.the
Bloch spin wave model (Section 2.7), the Heisenberg exchange biaaniltis used to
model the exchange interaction in order to obtain the dispersiororetztiexchange
spin waves. Detailed comparison of the models with experimerntahda shown that
for Ni the collective electron model is favoured, while for Fe &udthe Heisenberg
model is bettér’.

2.9 The ferromagnetic free energy contributions

The ground state and dynamic magnetisation of a ferromagnetiplesare
dictated by the interplay between the different contributionstimial free energy. The
static magnetisation can be described by Brown’s differential egffati

MxH, =0, (2.9.1)

57



Chapter 2

whereHe is the total effective magnetic field. Equation 2.9.1 means that in equilibrium
the torque acting on the magnetisation is zero throughout the samnplethat the
magnetisation is parallel to the effective field. The teftdctive field is defined as the

functional derivative of the free energy densiywith respect to the magnetisatfén

oW
Heff = _W’ (2.9.2)
where the total free energy density may be written as
W=w, +w, +W +WwW,, +W, (2.9.3)

wherewey, Wz, Wmns Wani represent the exchange, Zeeman, magnetostatic, and anisotropic
energy contributions. The final term, represents any other contributions to the total
energy, for example, magnetostriction. The total free erfeigyhen the integral of the

free energy density over the voluMef the ferromagnetic sample

F = [wadv. (2.9.4)
A\

The exchange energy

The tendency for atomic magnetic moments to align with theegdirection in
ferromagnetic materials has already been described in tdrthe classical Weiss field
and the quantum mechanical exchange interaction. In Section 2.7 tieg&adntegral
(Equation 2.7.19) was shown to be analogous to the difference in enetgy sihglet
and triplet states for which the electronic spins in thenbllecule are anti-parallel and
parallel respectively. In order to discuss the magnetic prepeof a ferromagnetic
material it is sufficient to replace the exchange integiti the so called exchange (or

Heisenberg) Hamiltonidf??
Hex = _ZJeXZ S5, (2.9.5)
J

whereS andS are the total spins of atomsndj respectively. It is assumed that the

electron wavefunctions of atononly overlap with those of nearest neighbour atpms
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i.e. the exchange interaction is a short range interact Therefore, the sum is taken
over | nearest neighbour atoms only. It is also assuthatl the orbital angular
momentum is quenched and that the exchange enetgedén electrons in the same
atom is constant and can be omitted

Consider two neighbouring atomic spins in a ferrgnetic material. For the
exchange energy to be minimised there is a tendemayeighbouring atomic moments
to align in the same direction. When the momesetgade from this equilibrium state,
an angleg is formed between the neighbouring moments. Tisallgnment results in
an energy penalty, and the exchange energy isngzfaninimised.

If the angle between the atomic moments is smal édonvenient to replace the
spin operators in the exchange Hamiltonian withssitzal spin angular momentum
vectors. Figure 2.9.1 shows the unit vectgrandu; of two neighbouring atomic spins

I andj that are misaligned by an an@le The exchange Hamiltonian (Equation 2.9.5)

Figure 2.9.1 The unit vectors andu; of two neighbouring atomic spinsandj that are misaligned

by a small anglé; and separated by.

may then be rewritten as

ex

H = W, = —ZJGXSZZCOS 5”- DJEXSZZHHZ , (2.9.6)
i i

when the angle between the adjacent spins is smallmore general form of the

exchange energy per unit volumé&is

W = AU + (0w, F + (0,1 (29.7)

where
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2
Aex = Je;S n, (2.9.8)

is the exchange constardt,is the lattice parameter, angl=1, 2 and 4 for a simple

cubic, body-centred cubic, and face-centred cultioctire respectively. For a

hexagonal close-packed structwey.Co, 77 = 2.2.

The Zeeman energy

The Zeeman energy is the potential energy of tlmmiat moments of a
ferromagnetic sample when an external magnetid fielapplied. When an external
field is applied, the magnetisation will tend tagalwith the field in order to minimise
the potential energy. If the magnetisation degidtem this equilibrium orientation an
increase in the potential energy results. Theggnpenalty is proportional to the angle

between the magnetisation and the field, thus geman energy per unit volume is

W, =—M [H . (2.9.9)

The external field in Equation 2.9.9 may not neagbsbe a steady bias field
between the poles of an electromagnet, for examplee field may be a time varying
pulsed or harmonidield®. The field may also originate from atomic momeatsa
ferromagnetic/antiferromagnetic multilayer integaaevhich is called an exchange bias
field®. In the latter, interfacial atomic moments of #reiferromagnetic layer interact
with those of the ferromagnetic layer. The excleamgeraction acts to align the
ferromagnetic moments with the same direction &s itlterfacial moments of the
antiferromagnetic layer. The exchange bias fisldused to describe the interfacial
exchange in terms of an external field, in a simiay that the Weiss field was used to
describe the exchange interaction between atomments of a ferromagnetic material.
The strength of the exchange bias field is invgrpebportional to the thickness of the

antiferromagnetic layer.

60



Chapter 2

The magnetostatic energy

The magnetostatic energy is concerned with longggamagnetostatic
interactions of atomic moments with the magnetastalds of other atomic moments

within a ferromagnetic sample. The magnetostatergy per unit volume has the form

w. =--H,[M, (2.9.10)

by??
u(r)= —J’M dr +IM ds, (2.9.11)

whereld' contains derivatives with respect to the companent’. The factor of %2 in
Equation 2.9.10 ensures that the interaction betwaey two moments does not
contribute to the magnetostatic energy twice. Mathtical comparison with
electrostatics allows Equation 2.9.11 to be inefgd in terms of bound magnetic
charges. The first term can be interpreted asndribation to the potential due to a
volume charge density [ M , while the second term is a contribution due sudace
charge densityw[M wheren is a surface normal vector.

In a sufficiently large external magnetic fieldetmagnetisation is uniform and
the volume term in Equation 2.9.11 vanishes sin¢& =0. The demagnetising field

is then

Hy=-0U(r)=-M Dfﬁ ds, (2.9.12)

which is linear in the componentsif. Furthermore, from Equations 2.9.10 and 2.9.12
it can be seen that the magnetostatic energy afif@rmly magnetised material is
quadratic in the componentsMf The demagnetising field is often written as

Hy =-N(r)M, (2.9.13)
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where N~(r) Is the demagnetising tensor. By inspection ofdfigus 2.9.12 and 2.9.13,

it can be seen that the components of the demagrgetensor can be evaluated using

N(r) = Djﬁ ds, (2.9.14)

so that the demagnetising factors of a ferromagrsaimple depend only on the shape of
the sample. The magnetic field within a ferromadgnsample (internal fieldHin; is
different to the applied external field due to themagnetising field. The internal field

is given by

H, =H-N()m, (2.9.15)

int

where the internal field is representative of thatemial parameters since shape effects
are accounted for by the demagnetising factors.

The strength of the magnetostatic interaction e orders of magnitude
weaker than that of the exchange interaction (8e@i7). However, the exchange
interaction is short range and isotrdpfé while the magnetostatic interaction is long
range and sensitive to the shape of a sample. efidrer the magnetostatic energy is an
important contribution to the total free energy.inlvhising the magnetostatic energy
gives rise to anisotropic effects in which the nmetggation prefers to align along a
particular axis of a ferromagnetic sample. Ferrgmesic domains may also develop in

order to minimise the magnetostatic energy further.
Magnetic anisotropy

In the context of ferromagnetism, anisotropy iscdégd as the work required to
magnetise a sample along a particular directioratived to an easy axis of
magnetisatioly. There are several different types of magnetisaropy that may
contribute towa,, in Equation 2.9.3 which include magnetostatic ghamisotropy,
magnetocrystalline anisotropy, and surface anipgtraHere | will outline the form of
magnetic anisotropies that are relevant to thisishe
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Shape anisotropy energy

The preference for the magnetisation to be orgeateng a particular axis of a
sample so that the magnetostatic energy can bemisignl is called shape anisotropy.
An ellipsoid shaped sample (Figure 2.9.2) is a igphease since it is the only geometry
for which both the magnetisation and the demagnetifield are uniform®? The
demagnetising factors of an ellipsoid are constr@sdepend upon its dimensiéh&!
where Ny #Ny=N,. The demagnetising field is therefore differeot fdifferent
orientations of the magnetisation. As a result, timgnetostatic (or shape anisotropy)
energy is only minimised when the magnetisatios Bong the major axis of the
ellipsoid. Therefore, the ellipsoid is said to dawniaxial shape anisotropy and the
major axis of the ellipsoid is called the easy-afisnagnetisation.

Figure 2.9.2 An ellipsoidal particle with uniformagmnetisatiorM in an external magnetic field is
shown in (a). The picture of magnetic surface gbdhat arises from the comparison of
equations for the magnetostatic and electrostatiergials is shown in (b). The
ellipsoid is a special case since it is the onlgrgetry for which the magnetisation and

the demagnetising field 4 are both uniform.

Experimental samples are rarely ellipsoids. A fiilim can be considered as a
limiting case of an ellipsoid where the and y-dimensions are a few orders of
magnitude greater than tixedimension or thickness. The out-of-plane demagimet
factor Ny is then 47 and the two in-plane demagnetising factddgandN, are
effectively zero. In that case, using Equation%he shape anisotropy energy per

unit volume is
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w, = 27M2(uh ), (2.9.16)

and is minimised when the magnetisatioh= M.u lies in the plane of the film. Such

a plane is often called an easy-plane of magnetisatvhile the out-of-plane direction
is referred to as a hard-axis.

The experiments presented in this thesis were pee on non-ellipsoidal
ferromagnetic elements. In non-ellipsoidal samplles demagnetising field and
magnetisation are non-uniform. While magnetostsitigpe anisotropy effects exist for
these samples, it is much more complicated thahdrcase of the thin film for which

the demagnetising field and magnetisation are umifo
Magnetocrystalline anisotropy

The preference for the magnetisation to be oréentdong particular
crystallographic axes of a sample is called magmgstalline anisotropy. The origin of
magnetocrystalline anisotropy is the spin-orbieiattio>. In the absence of the spin-

orbit interaction the energy of the electron spistem isU S, [5; (Equation 2.9.5) and

independent of the direction of the magnetisatidhen the spin-orbit interaction is
present, a small orbital moment is induced whichptes the total (spin + orbital)
moment to the crystal axes. As a result, the gndepends on the direction of the
magnetisation relative to the crystal axes, andetiergy reflects the symmetry of the
crystal structure.

For hexagonal crystalg.g.Co at room temperature, the magnetocrystalline

anisotropy energy per unit volunag, may be written &8

w, . = —K,cos8+K,cos'd = -Ku> +K,u?, (2.9.17)

where z is parallel to thec-axis of the hexagonal crystal lattice aflds the angle
between the magnetisation and thaxis. The anisotropy constarks and K, are
temperature dependent and are determined expedlyentlt is often found that
|Kz| << Ki| so that the higher order term in Equation 2.91a% be neglected. The
magnetocrystalline anisotropy energy for hexagengdtals depends only of so that
for materials withK; > 0, thec-axis is the easy axis and the anisotropy is desdras

uniaxial.
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For cubic crystalse.g. Fe and Ni the magnetocrystalline anisotropy engeyy

unit volumewmc may be written &3

W, = Kl(uxzuj +ugu? + ufuf)+ K uzusuz, (2.9.18)

whereu; (i =X, Y, 2 are the components of the unit vector of the reigation along
thex, y, andzdirections which are defined along the crystalégipic axes. Again, the
anisotropy constant¥; and K, are temperature dependent and are determined
experimentally.  For materials witk; >0, e.g.Fe, the easy axes are along
crystallographic axé§[100], [010] and [001], while the body diagonagsy.[111], are
hard axe®. For materials withk; <0, e.g.Ni, the easy axes are along the body

diagonalé?.
Surface anisotropy

At the surface of a ferromagnetic sample the symmef the material is
reduced. A magnetic moment of the surface layeatoms has nearest neighbour
moments within the layer and within the next lagéthe material. However, outside
the material, the moment does not have any neareghbours. Therefore, the
exchange energy of the interaction between the mbraed its nearest neighbours
cannot be the same as in the bulk of the matefiag surface anisotropy energy should
then represent the tendency for surface momeratkgio either parallel or perpendicular
to the surface of the material. The surface aropgtenergy per unit area may then be

written ag?

(um), (2.9.19)

whereKs is the surface anisotropy constant and is detetnh@xperimentally. The total
surface anisotropy energy is then obtained by rategy over the surface of the
ferromagnetic sample. The uniaxial shape anisgtarpd the surface anisotropy can
often be difficult to distinguisH. Since the form of the these anisotropy energy
contributions are the same, we can define an efeeshape anisotropy for thin films

that accounts for the surface anisotrdpy

65



Chapter 2

Wy, =2TMZ (uth. (2.9.20)

2.10 The magnetisation of a ferromagnetic material

Ferromagnetic domains

A suitably prepared ferromagnetic sample may exhibit anetégation ranging
from zero (in the absence of an external magnetic field) tataragion value of
~ 10° emudm™ when an external magnetic field of ~ 10 Oe is appli€glich behaviour
is fundamentally different to that of paramagnetic materatsywhich an external field
of ~ 10 Oe has a negligible effect on the magnetisation of ansydt@on-interacting
atomic moments. Figure 2.10.1(a) shows a typical magnetisation @Arvand
hysteresis loopBCDEFA for a ferromagnetic material. At poin® on the
magnetisation curve in Figure 2.10.1(a) the sample is describednaegmetised in
which case the ferromagnetic domains are configured so that theageetisation is
zero. Figure 2.10.1(b) and (c) show hypothetical domain configurations of a
demagnetised single crystal and polycrystalline materiapedively. When a
sufficiently large magnetic field is applied, saturation of riagnetisation occurs for
which all atomic moments align in the same direction as theeapfield (pointA on
curveOA in Figure 2.10.1). When the field is reduced the variation of the
magnetisationmay not follow the reverse of cur@A due to irreversible magnetisation
processes. Instead the magnetisatigpically follows curveAB. At pointB the
external field is zero and the sample possesses a non-zeemament magnetisation
M.. When the field is reversed and increased in the opposite direchien, t
magnetisation decreases and becomes zero atQuoifihe external field at poir@ is
called the coercive fieldH.. As the field is increased further the sample becomes
magnetised again with a net magnetisation in the oppositeidirdotthat at poin#.
At pointD the field is sufficiently large to saturate the magnetisatiofhe
demagnetising/magnetising processes along the c#BED are repeated for
curveDEFA. At point O on the magnetisation curve in Figure 2.10.1(a) the domains
are configured so that the net magnetisation is zero and thesaray be described as
demagnetised. Figure 2.10.1(b) and (c) show hypothetical domain configur@tians
demagnetised single crystal and polycrystalline materigdecsely. The domain

configuration shown for a single crystal in Figure 2.10.1(b) can asachieved in
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polycrystalline thin film square elements ofsl¥ie g (Permalloy) with microscale lateral
dimension§?°  Such a domain configuration is called a Landau flux closuate,st
which is stabilised as a result of the minimised magnetostaérgy. The Landau state
is achieved by applying an alternating external field withaamplitude that slowly

decreases to zero.

M A A
() B (b)
P, -
< c i > «
° [ H ©
D E
v

Figure 2.10.1 A typical magnetisation cur@® and hysteresis l00pBCDEFA for a ferromagnetic
material is shown in (a) wherEé; and P, on curve OA represent points at which
transitions in the magnetisation processes ocAtipoint O ferromagnetic domains in a
single crystal (b) and a polycrystalline materia) @re configured so that the net
magnetisation is zero. For clarity in (c) eachstailite has been drawn as a single

domain. However, in general each crystallite Wéll’e a multi-domain structure.

In 1907 Weis¥ introduced the concept of ferromagnetic domains in order to
describe the behaviour of the magnetisation when the extermhive swept. Within
each domain the local magnetisation is saturated, while thenetsafion of
neighbouring domains is not necessarily aligned. Between neighbalmmagins are
narrow boundaries called domain walls. Across the width of the dowalinthe
atomic moments gradually rotate from the orientation of the ntiagtien in one
domain to that of the adjacent domain. Figure 2.10.2 shows a Bloch waathim film
as an example. Within the Bloch wall the atomic momentseratat of thexy-plane
which results in the accumulation of magnetic surface chargebulk material the
surface charge has little effect on the magnetostatic €fiefgpwever, in thin films the
magnetostatic energy may no longer be minimised due to tmgsiemagnetising field

resulting from the close proximity of opposite surface charge bereside of the film.
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Therefore, in thin films a Néel wall may form in which theraic moments remains in
the xy-plane as they rotate within the wall. As a result theneoissccumulation of

surface charge and the magnetostatic energy may be minimised further.

Domair

Bloch wall

Domair

Figure 2.10.2 A Bloch wall between two neighbourfagomagnetic domains of a thin film. The film
plane is in thexy-plane. Across the width of the wall the atomicmemts gradually
rotate from the orientation of the magnetisatioroire domain to that of the adjacent
domain. Within the Bloch wall the magnetisatiotates out-of-plane which results in

the accumulation of magnetic charge on the surdétiee sample.

If domain walls were not present the angle between interfatmatlic moments
of adjacent domains would be 180° and the exchange energy would not be ndinimise
Domain walls act to allow the rotation of the magnetisatiowéen two adjacent
domains without a significant exchange energy penalty. This proaedse understood
in terms of the exchange energy density (Equation 2.9.6) for a ch&in+df atomic

moments

2
w, = Jexsz(ﬂj , (2.10.1)
N

where the small angle between adjacent atomic momewkhl.isThe exchange energy

of the chain of atomic moments is then

W, = %Jexsznz : (2.10.2)

which is inversely proportional td, or equivalently, to the width of the wall. It appears

that the exchange energy can be minimised by increasing thle @fia domain wall.
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However, the width4 of the domain wall is dictated by the competition between the

exchange and anisotropy energies of the wall, where

A~A /K, , (2.10.3)

for the case of uniaxial anisotropy. In Reference 30 an estinfatbese energy

coefficients yields a Bloch wall width in Fe of ~ 10 nm.
The origin of ferromagnetic domains

The origin of ferromagnetic domains can be understood qualitatively b
considering the magnetostatic, exchange, and anisotropy energipwtions to the
total free energy. In Figure 2.10.3 cross sections of a singlalkcsgnple are shown
for four different hypothetical domain configurations. In Figure 2.10.3(e&®
magnetisation is saturated and the sample possesses a damgdn. In this
configuration the exchange energy is minimised since all atomiments are aligned

with the same direction. However, the magnetostatic enerlgyge as a result of the

f tl Tt R
R M SIS =
(@) (b) (c) (d)

Figure 2.10.3  The origin of ferromagnetic domainsproduced from Reference 26. In (a) the
magnetisation is saturated so the exchange enemjinimised, while the magnetostatic
energy is large due to magnetic surface charge fdtmation of domains in (b) and (c)
to reduce the magnetostatic energy is limited lgyiticrease in the exchange energy to
form additional domain walls. Closure domainsdh&ct to minimise the magnetostatic

energy by eliminating magnetic surface charge.
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magnetic charge present on the surface of the sample. Tdwetostatic energy is
reduced in Figure 2.10.3(b) by the formation of two domains with opposite
magnetisation. However the exchange energy is elevated #iacmagnetisation is
non-uniform within the domain wall. To reduce the magnetostatic gifieriiper more
domains may form, as in Figure 2.10.3(c). The subsequent formation ofndotoai
reduce the magnetostatic energy is limited by the incrieaiee exchange energy to
form additional domain walls. The process may continue until theaserin the
exchange (or domain wall) energy exceeds the reduction of thestoatatic energy. It

is possible to reduce the magnetostatic energy further byotheation of closure
domains, as shown in Figure 2.10.3(d), in which case the magneticesuaxge is

eliminated.

Magnetisation processes

When an external magnetic field is applied the domain configuration will change
so that there is a net magnetisation parallel to the apfiled Figure 2.10.4 shows
hypothetical magnetisation processes for the demagnetised esasmgwn in
Figure 2.10.1(b). In Figure 2.10.4(b) the domains with energeticallpufable
orientation of the magnetisation grow at the expense of those witlvounddle
orientations of the magnetisation. In Figure 2.10.4(c) the magmatisat individual
domains rotate to align with the applied field. In both cases th@aoent of the net

magnetisation parallel to the applied field increases, which esdihe Zeeman energy

H:OT_w HTTA HTT/:/

—

(@) (b) ()

Figure 2.10.4  Hypothetical magnetisation processgspduced from Reference 26. In (a) the sample
is demagnetised in the absence of the externdl figi (b) the sample is magnetised by
growth of domains withM parallel toH corresponding to movement of the domain
walls. In (c) the sample is magnetised by a rotatif the magnetisation of individual

domains.
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contribution to the total free energy. When the external fieldeizk the magnetisation
process is dominated by reversible domain wall motion, while in sthietds the

process is dominated by magnetisation rotafionFor intermediate field strengths
(between pointd; and P, on curveOA in Figure 2.10.1) irreversible domain wall

motion occurs.
Non-uniform single domains

The transition of a sample from a multi-domain to a single dor@nfiguration
was first established by Kitfél The transition was calculated by comparing the
magnetostatic energy of a uniformly magnetised, single donaanple to the domain
wall energy of a multi-domain configuration. Below critical dmions, the atomic
moments align in the same direction so that the exchange esengyimised. The
result is a stable single domain state. In Section 2.9 ishasn that the ellipsoid was
the only sample geometry for which the magnetisation and demaggdtedd are both
uniform. In general the magnetisation of a single domain sampienisiniforni2. In
non-ellipsoidal samples, the magnetisation tends to become non-uniforinatstne
magnetostatic energy can be reduced with only a minimum imciaahe exchange
energy. Figure 2.10.5 shows the most common single domain states ofipsmiekl

samples.

4
A — ;’T —»>
e T _’_gl
> X
(a) (b) (€) (d)

Figure 2.10.5  Non-uniform, single domain magneitgatconfigurations are shown for four non-
ellipsoidal samples. The magnetisation configoratiare described as (a) the X- or
flower-state, (b) the leaf-state, (c) the S-stareq (d) the C-state. Reproduced from
Reference 32.
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2.11 The Stoner-Wohlfarth model

The Stoner-Wohlfarth mod®l can be used to calculate the hysteresis loops
expected from a single domain ellipsoid by minimising the tred energy of the
system. In the model the ellipsoid is assumed to have uniforgnetisation and
uniaxial shape anisotropy with an easy axis along the majoradixise ellipsoid.
Furthermore, the exchange energy is assumed to be constant atiteredore be

omitted. The total free energy density is then given by

W =-M H -K,(uk)®, (2.11.1)

where u=M/Ms and k is a unit vector along the direction of the easy axis of

magnetisation, Figure 2.11.1.

Figure 2.11.1 A single domain ellipsoid with unifomagnetisatio® and uniaxial shape anisotrop

The easy axis of magnetisation is along the diacif the unit vectok .

Stable magnetisation states can be calculated by minimisin§rebeenergy
density with respect to the orientation of the magnetisationveltd the applied field.
Calculating the stable states when the field is applied pheaid perpendicular to the

easy axis allows the easy and hard axis hysteresis lotygsdbtained respectively. In

the first case wherél is parallel tok an angled is defined betweemu and H

(Figure 2.11.1). The total energy density is then written as

W = -M_Hcos# - K cos8, (2.11.1)
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where stable magnetisation states can be found by minimisirgntrgy density with

respect tddwhere

%_vg/ = M Hsind + 2K sind cosd = 0, (2.11.2)
and
W
OW .o, (2.11.3)
i

In the Stoner-Wohlfarth model it is assumed that the atomic monaate coherently
as a single spin or macrospin. It is also assumed that thespacrotates in a plane
containing the easy axis.

In the second case whehis perpendicular t&& an angled’ is defined between

u andH (Figure 2.11.1). Similarly, the total energy density is then written as

W = -M Hco¥)' -K sin’é, (2.11.4)
for which
g_\é\"/ =M Hsing' - 2K sindcosd' =0, (2.11.5)
and
0°W
——>0. (2.11.6)
06°?

The solutions to Equations 2.11.2 and 2.11.5 are summarised in Table 2.11.1.

Table 2.11.1

H || k

HOKkK

sind=0=>6=nn

sind =0= 6 =nn

MH
2K

u

cod =-

MH
2K

Solutions to Equations 2.11.2, and.3,Wwheren is an integer.
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From Figure 2.11.1 the component of the magnetisation along the directithre of

applied field wherH is parallel tok is

M =M _cod, (2.11.7)
and

M =M _cosf , (2.11.8)

whenH is perpendicular tx . By using the solutions in Table 2.11.1, Equations 2.11.7
and 2.11.8, and observing the conditions in Equations 2.11.3 and 2.11.6, the component
of the magnetisation parallel to the applied field can be datedn The components of
the magnetisation parallel to the applied field are summarisehble 2.11.2 along
with the corresponding field ranges for which the direction of thenetagation
minimises the free energy. The corresponding hysteresis laopsshown in
Figure 2.11.2.

When the angle between the magnetisation and the applied fi6lgP,ighe

magnetisation state is unstable. In the case whesa parallel tok, experimental
hysteresis loops do not follow the predicted behaviouiMof]l -H (shown by the
dashed line in Figure 2.11.2(a)) fer2K,/M, <H <2K,/M,. Instead a system with a

H || k H Ok
M H M H

+M H>—2Ku +M H>2Ku

° MS ® S

Y H < 2K, Y H < - 2K,

® S ® MS
M ZH 2K 2K MZH 2K 2K
- S 1-H - U< HK< u s OH - U H < u
2K, M, M, 2K, M, M,

Table 2.11.2 Components of the magnetisation mdrallthe applied fieldH for the cases whe is

applied parallelH || IA() and perpendiculaH O 12) to the direction of the easy axis

K . For each case the component of the magnetisaéicailel toH is shown along with
the corresponding field ranges for which the dipecif the magnetisation minimises

the free energy.
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magnetisation M at H =-2K,/M _ (corresponding tc@= 0) decays into the stable
magnetisation stateM- at H = -2K,/M _ (corresponding t&@= 7). That is, when the

applied field is reversed, the original direction of the magrteiisatM no longer
minimises the free energy, Figure 2.11.3. The energy of the tsajion state M
increases and no longer represents a local energy minimum. regptily, statistical
fluctuations due to thermal agitation of atomic moments may titiatation of the
magnetisation from the original statd+o the new state M allowing the free energy
to be minimised.

It is clear from the previous discussion and Figure 2.11.2(a) that M/keb the
magnetisation can be in one of two stable remanent statdtepto the easy axis, for
which the magnetostatic energy is minimised. In the case Whemperpendicular tk
the component of the remanent magnetisation parallel to the frelckidn is initially
zero. When the field is increased the magnetisation is ratateaf the stable remanent
state andM O H. At a sufficiently high field the magnetisation saturgtds= M) in
accordance with s#f = 0 so that the magnetisation is parallel to the applied &st

the Zeeman energy is minimised.

(@) (b)

A
v

-2K \ 2K H -2K

<
-
<

Figure 2.11.2  Hysteresis loops derived using then&tWohlfarth model. When the field is

applied along the easy axis directifn, the component of magnetisation paralleHto

follows the square loop shape shown in (a) angp&al of an easy axis. Whéth is

applied perpendicular t& , the component of the magnetisation paralleHtollows

the S-loop shape shown in (b) and is typical odaltaxis.
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Hysteresis loops obtained experimentally from continuous thin filams e
approximately modelled using the Stoner-Wohlfarth model. Howevernall :ion-
ellipsoidal samples, such as those measured in experiments poasethis thesis, the
demagnetising field and magnetisation are non-uniform. As a tbgumagnetisation
does not rotate coherently as a macrospin when the applied mdggiétis reversed.
Instead, the magnetisation may occupy a series of non-uniform siogiain states,
similar to those shown in Figure 2.10.5 as the field is reversed.|€Hais to significant
deviation of the hysteresis loop shape from those predicted by aherSt/ohlfarth
model, and those obtained in measurements on the continuous film of the same material.
Hysteresis loops measured from arrays of square nanomagnetsevapliesented and

discussed in Chapter 4.

v

Figure 2.11.3  When the magnetic field is reversiee energy of the initial magnetisation stad,-at
@ =0 is raised in energy. The magnetisationtestérom the original stateM-to the

new state Mg at @ = 77 which allows the free energy to be minimised.

2.12 Ferromagnetic resonance

In the remaining sections of this chapter the precessional neajioat
dynamics of ferromagnetic materials will be introduced asdusised. For simplicity it
will be assumed that the sample is magnetised to saturatiarsinyiciently large static
magnetic field so that the sample possesses a single domagunlibriim is achieved
when all magnetic moments align with the static field. Howewsr shown in
Section 2.3, atomic moments in an external field are not rigidiyedi along the field

direction, but instead precess about the equilibrium orientation weitfuéncycay. In
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fact the equilibrium orientation is the direction of an effective field Hgy, which includes
the static field H, demagnetising field Hp, and anisotropy field Hk contributions. In
ferromagnetic materials the atomic moments tend to precess coherently as aresult of the
exchange interaction between neighbouring moments. Therefore, in some cases, e.g. in
continuous thin films, it is sufficient to consider the dynamics of a single macrospin.
Resonance of the magnetisation precession can be achieved by applying a microwave
field of frequency ay in adirection perpendicular to the static field. The phenomenonis
known as ferromagnetic resonance (FMR) and is commonly used to investigate the
dynamic properties of ferromagnetic materials. Measurement of the microwave power
absorbed as a function of either microwave frequency or static field allows the resonant
magnetic modes of the material to be identified.

FMR can aso be considered in terms of the quantisation of the total spin angular
momentum. The reversal of a single electron spin corresponds to the smallest possible

change in angular momentum. The energy difference between the two states is

g|,uB|Heff (Figure 2.4.2). Energy will then be absorbed at afrequency wy described by
hedy = Q|ps|H e - (2.12.1)

2.13 The magnetic equation of motion

The precessional magnetisation dynamics in a ferromagnetic crystal can be
described by the Landau-Lifshitz equation of motion®*. When the magnetisation is in

equilibrium, the variation J of the free energy with the magnetisation must be zero
5jW(M M')dv =0, (2.13.)
\%

where W is the free energy of the system per unit volume, and M'=0M /ox. The

calculus of variations leads to the expression

IHeﬁ(M) amdv =0, (2.13.2)

\%

where any variation in the magnetisation dM is perpendicular to the magnetisation M
such that the absolute value of M is constant. Therefore Het (M ) is pardlel to M, and is
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the effective magnetic field. For the magnitude of M to remain constant, any change in

the magnetisation with time should be of the form

dd_'\:':_y[M xHy]+R, (2.133)

where y=e/mc is the magneto-mechanica ratio, and R is a phenomenological
relaxation term directed from M to Hey, Figure 2.13.1. Equation 2.13.3 is known as the
Landau-Lifshitz equation of motion and is used to describe the precessiona dynamics

of the magnetisation in a ferromagnetic material. Many of the magnetic properties of
the materia enter the equation of motion viathe effective field.

Figure 2.13.1. A schematic representation of the precession of the magnetisation M about the
effective magnetic field Hg. A phenomenological restoring force R acts to align M
with Hg and return the system to equilibrium.

The influence of arestoring force R (Figure 2.13.1) acts to align M with H and
return the system to equilibrium. When the magnitude of the magnetisation is
conserved, two phenomenological relaxation terms may be employed, the Landau-

Lifshitz relaxation term**
R, = —iz M x|M xH . ||, (2.13.4)
M

or the Gilbert relaxation term™

Rs = ——{M X—}, (2.13.5)
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whereA anda are the Landau-Lifshitz and Gilbert damping constants respectively.
Macroscopic equations of motion for the magnetisation can also redle
guantum mechanically. The equations of motion are derived fromothenatator of
the spin angular momentum and the spin Hamiltddjawhich includes Zeeman,
magnetostatic, anisotropy and exchange energy contributions. From uateosif

guantum mechanics, the commutation of the angular momen@&mnm(where

u= —(g|e|/2mec) G =-)|G) with the spin-Hamiltoniart in [fIG] , is given by?

HG-GH = —ihoclj—ct;, (2.13.6)
whereH =-u[H = [YGH which gives
(Gm) G—G(Gm):—;—zz—?. (2.13.7)
For thex-component only,
(Gsz —G,H y) =196, (2.13.8)

M dt

is obtained from Equation 2.13.7, since the comtrartarelationships folG,, Gy, and
G, are[6,G,]=0[G,G,]=inG, and[G,G,] =irG,. Similar results are obtained for the

y- andz-components, hence from Equation 2.13.8 the cldssigation of motion for a

single spin is

O(Ij_? = —|y|G xH . (2.13.9)

2.14 The Kittel formula

The Kittel formula is used to calculate the frequenf the uniform mode of
magnetisation precession accounting for the varammributions to the effective field.
When the static magnetisation is saturated andumijfthe calculation of the resonant

(uniform) mode is straightforward. When the maggation is not saturated the static
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magnetisation will become non-uniform and the difec field will contain a
contribution from the exchange interaction. Insthase the resonant magnetic modes
are more difficult to calculate since the phasetltd# magnetisation precession is
different in different regions of the material. & hon-uniform resonant modes are made
up of different Fourier components or spin-wavekiclw will be discussed in the next
section of this chapter.

For a uniformly magnetised (single domain) elligsajFigure 2.9.2), the

effective field can be written as

Hy =H+H,(t)-NM +H,, (2.14.1)

where H is the external-static field applied along thexis H =H.2), Hl(t) is an

external-alternating fieldN [M is the demagnetising field, artdx represents any
anisotropy fields. In order to obtain a genergtression for the resonance frequency

the anisotropy field can be represented in termanoéffective demagnetising tenor

N, so that

H,=-N,M. (2.14.2)

For simplicity the principle axes of the ellipsaae chosen to coincide with the co-
ordinate axes so that bott and N~K are diagonal. In FMR experiments the altergatin

field is usually applied in thgy-plane perpendicular to the static field. Howewee,

will assume that the alternating field can be writas
H(t) = H (t)x + Hy, (t)y + Hy, (t)z, (214.2)

where|H, (t) <<|H| and thatH, (t) = H &'
The magnetisation can be expressed as the sunstaitia partMs and small
alternating partM, (t) where|M,(t) <<|M| and M,(t)= M,é“. The static component

is assumed to lie parallel t& with magnitude equal to the saturation magnetiadio
so thatdM /dt=-pM xH =0 if Hy<<H. The approximation thatls andH are

parallel is commonly assumed in FMR calculations iarjdstified if either (i) the shape

and magneto-crystalline anisotropies are neglig(ble<<H ), (ii) the easy axes of
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these anisotropies are parallelHo or (iii) that H is parallel to intermediate or hard

axes, wheréd = Hc. We may then write the magnetisation as

M =M, (t)x + M, ({)y +H{M,+M,,(t)] z. (2.14.4)

Substitution oM andHx into Equation 2.13.3 and ignoring second ordenseyields

)y o, 1,51 000, 1, +1, -,

(2.14.5)
- Mlex(t)(Nx + NKx - NZ - NKZ)J] )
The components of Equation 2.14.5 are then
iwM, [t
1w |y11x( ) — _Mly[H + |\/|S(Ny + NKy -N, - NKZ)]+ MsHly , (2.14.6)
and
lwM [t
|V11Y( ) = MlX[H + MS(NX + NKx - Nz - NKZ)]_ MSHlX' (2.14.7)

The componentM,,/dt =0 since M| is constant. WheH 1, = Hyy = 0, the solutions

of My, andMyy are non-trivial, which allows the resonant frequemo be calculated
from the condition

|C;/1), _[Hr +MS(Ny+NKy_Nz_NKZ)]

HT+MS(NX+NKX_NZ_NKZ) Ia}r

’

=0, (2.14.8)

where @ is the resonance frequency aHgd is the corresponding resonance field.
Solving for ay yields the Kittel formula,

o = VZ[H, +M (N, +N,, - N, - NKZ)]x[Hr + MS(Ny +Ny, —-N, - NKZ)]- (2.14.9)

As previously discussed, the ellipsoid can be usechodel a thin film with

demagnetising factorsy = 477 andN, = N, = 0. The effective anisotropy fact8tsre
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Nkx = Nky = 2KU/M§, and Nkx=0. The Kittel formula for a thin film with in-plane

uniaxial anisotropy isthen

2K 2K
&f:Vz[Hr"' MU](Hr+47MS+ M“], (2.14.10)

S S

when H is applied parallel to the easy axis.

2.15 Magnetostatic spin wave modes

Long wavelength magnetostatic spin waves

The static magnetisation of small non-ellipsoidal samples is non-uniform. The
corresponding non-uniform demagnetising field leads to a non-uniform total effective
field within the sample. Therefore, atomic moments in different parts of the sample
precess with different phase resulting in non-uniform dynamics of the magnetisation
even if the applied excitation field is uniform throughout the sample. The variation of
the phase of the precessional motion of atomic moments is illustrated in Figure 2.15.1
for a line of spins. A spin wave on a line of spins is formed from the successive

advance in phase of the precessiona motion of each spin aong the line. When the

Figure2.15.1 A spin wave on aline of spinsis formed from the successive advance in phase of the
precessional motion of each spin along the line. The advance in phase between each
nearest neighbour is constant. Here the wavelength of the spin wave is 10a, where a is

the lattice parameter.

82



Chapter 2

wavelength of the spin wave is much larger than the lattice parameter, and the advance
in phase between each spin is constant, the exchange energy is negligible compared to
the magnetostatic interaction. Since the spin wave is a result of the non-uniform
demagnetising field, the wavelength of the spin wave is comparable to the dimensions
of the sample. The spin waves also exhibit little or no propagation and are often called

magnetostatic or Walker modes®.
Backward volume and Damon-Eshbach magnetostatic modes

Damon and Eshbach were the first to study magnetostatic spin wave modesin a
ferromagnetic slab®. The sample magnetisation was assumed to consist of a static part
along the z-direction and a small dynamic part, Equation 2.14.4. The total effective
field was then the sum of the static field and a small dynamic demagnetising field
resulting from the dynamic part of the magnetisation. The dispersion relations for the
magnetostatic modes were obtained by solving the Landau-Lifshitz equation of motion
(Equation 2.13.3) and the Maxwell equations applying appropriate boundary conditions.
The dispersion relations are shown graphicaly in Figure 2.15.2.

A Surface mode

Uniform mode \

Figure2.15.2  The Damon-Eshbach magnetostatic mode spectrum for a ferromagnetic slab magnetised
along the zdirection, reproduced from Reference 38. Inset is the co-ordinate system

used in the calculations.
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The spectrum consists of a surface mode and a manifold of volume ralbdés,
which converge to the uniform mode when the wavevector is zero. Therfoggok
the magnetostatic modes varies continuously as the angle betiveem-plane
wavevector and the static magnetisation changes. When the waveagegarallel to
the magnetisation, only volume modes are excited with frequemuies than that of
the uniform mode. As the wavevector rotates through a criticde &drom the
magnetisation, a surface mode with frequency greater than thhé aniform mode
appears. When the wavevector is perpendicular to the magnetisation, the valdese m
become degenerate with the uniform mode.

The volume modes are often called backward volume (BV) magnitosta
modes. The modes are described as “backward” since they posgatisengroup
velocity (da/dk,<0). The spectrum of magnetostatic modes in an unbounded

ferromagnetic medium is given by the Herring-Kittel fornftla

2
(ﬁ’j = Hy (Hy +477M sin%6,), (215.1)
y

where 4, is the angle between the wavevector and the magnetisatioManday

contain the usual contributions, including exchange.

2.16 Spin wave modes in thin films

In a thin film of thicknesdd, the spin wave spectrum is modified since the
translational symmetry is broken in the vicinity of the surfaceShe boundary
conditions,i.e. two film surfaces in close proximity, lead to a quantised out-afigl
wave vector so that exchange spin wave modes become confiress dloe film
thickness. Such modes are often called perpendicularly standingvapin (PSSW)

modeé®. The exchange interaction can be represented by an effective excharlge field

2
H, = MA;X °M | (2.16.1)

S

In the long wavelength limitd << 1 and the spectrum of dipole-exchange spin waves
in a thin film is ther’
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2
(‘_;/’] = (H + 2'\':\ex kZ](H +%k2 +4n|\/|SFpp(kyzd)) , (2.16.2)

S S

whereF, is the matrix element of the magnetostatic interaction, and
% %
k? = k2 +k? +(p—j =K? +(p—j , (2.16.3)
y z d

wherep (=0, 1, 2,...) is the number of half wavelengths of the PSSW mode \thihin
film thicknessd. When the exchange interaction is neglected the mode for whidh
has a dispersion relation similar to that of the magnetodbstimon-Eshbach (DE)
modé”®,

(ﬁy’jz = H(H +47m )+ (27M J (1-exp(2Kd)). (2.16.4)

The spin wave modes can then be categorised as two types of Rodenodes with
p= 0 the mode is a magnetostatic DE mode, whilepferO the modes are PSSW

modes.

2.17 Spin waves in small non-ellipsoidal elements

Recently attempts have been made to calculate the spin wateasgahin film
non-ellipsoidal element§® Typically the elements have micrometer in-plane
dimensions and a film thickness between 10 and 50 nm. At small elsimestthe
exchange interaction competes with the magnetostatic intaraethich leads to a non-
uniform internal magnetic field within the elements. As a tetha calculation of the
spectra becomes a more difficult task. The problem can bglifsaeh slightly by
considering a wire element.

In Reference 40 the spin wave spectra of stripes (widthlm, length
| =904m, and thicknessl = 35 nm) were investigated experimentally using Brillouin
Light Scattering’ (BLS). The experiment was set up so that the external field,

hence the magnetisation, was either parallel or perpendicular fortheedge of the
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wire (y-direction). In both cases the wavevector parallel to the shortoédige wire ¢-
direction) was detected. The measurement configurations wesdotteedescribed as
the DE M O k) and BV M ||k) geometry respectively. Typical BLS spectra are shown
in Figure 2.17.1(a). In the DE geometry, DE and PSSW modes were observed.

BLS Intensity (a.u.)

0 5 10 15 20
Frequency shift (GHz)

Figure 2.17.1 Taken from Reference 40. BLS spectra obtainecherstripe array foK = 1x16 cm’*
at H, = 500 Oe for (a) the DE geometry and (b) the BVrgewwy. LM indicates the

localised mode.

In the BV geometry a dispersionless or localised mode (LM) atagrved in
addition to a band of unresolved modes and PSSW modes. To calculgie thense

modes Equation 2.16.2 was used where the wavevector was given by
k=%x+K =kx+k y+k,z. (2.17.1)

In the DE geometry the magnetisation and internal field withéewire are uniform.
Therefore, the quantisation conditih= ms7iw was applied. The frequencies of the
laterally quantised modes were calculated vath 0 andm=1, 2, 3, 4, 5, while the
frequency of the PSSW mode was calculated prithl andm = 0. However, in the BV
geometry, the calculation is more difficult because the intdrala is non-uniform.
The edge region (with zero internal field and non-uniform magtietavas assumed
to reflect spin-waves propagating from the center of the stoyarts these regions.
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Furthermore, a second turning point in the effective field wasifahtabove which
only modes with an imaginary effective wavevector could exidte fegion between
these two boundaries was identified as a potential well for propggspin waves
which gave rise to the LM mode observed in the BLS data.

In Reference 8 the mode profiles of dipolar-exchange spin wave maes w
calculated for rectangular elements (width= 1 4m, lengthl = 1.75,m, and thickness
d=35nm). It is assumed that the non-uniform dynamic magnetisaiibim the
element can be represented as the product of the eigenfunctiensongitudinally
magnetised wire and a transversely magnetised wire. Thmpssn is justified since
the internal field is non-uniform along the long edge of the elemenatlgdato the
external field, while along the short edge of the element thernalt field is
approximately constant. The mode profiles and corresponding frequeicias
transversely magnetised wire in an external field of 2 kOee wealculated by
numerically solving the derived analytical integro-differenégliations and are shown

in Figure 2.17.2. At 2 kOe exchange-type and magnetostatic-type ramzlgpatially

= =
["\_ v=0.56 GH7\ y\
) v=8.41GHz™ v=13.27 GiHe
:‘:; n=2 " n'=2
: v=11.02 GHz;
§ RPN
KL Pa\
? v v=11.13r:+t¥ ' \/
S v=12.85 GHz
N n=3 n=3
"a_'g' [\ »=11.63Q—7\
[ “\
o [ - Sl /\ /\
SV A
& e
£ v=11.71 GHz'; v=1258 GHz
E P — Y =
BNl N
UV VML l/\f \/ \/
V12026 Vv=12.38 GHz
05 0.0 0.5-05 0.0 0.5

z (um)

Figure 2.17.2 Taken from Reference 8. Mode profiles and corradpm frequencies of a Am wide
and 33 nm thick wire in a transverse external figi® kOe. The index denotes the

exchange-dominated modes whiledenotes the dipole-dominated modes.
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separated. The exchange-dominated modes (lab®llbdve large amplitude near to
the edges of the element perpendicular to the external fibite the dipole-dominated
modes (labelled H are localised near the centre of the stripe. However, when t
external field is less than 1 kOe the distinction is less eed regions of zero internal
field near the edges perpendicular to the external field reigoatards the centre of the
element.

In Reference 11 the spin wave spectra of square elements \wadth 630 nm
to 64 nm, andd=2.5nm) were investigated experimentally using time-resolved
scanning Kerr microscopy. The spectra are shown in Figure 2.173{a)frequency
of the excited modes was observed to increase as the elementvas reduced.
However, a shift in the frequency from about 7 GHz to 5 GHz was sette &lement

size was reduced below 220 nm, Figure 2.17.3(a).

(@) (b)

4.24 GHz 6.04 GHz

5 y . y . , . , .

630
530 nm - | .

2
g ] 425nm |
. 4.27 GHz 7.35 GHz
2 34
i: 220 nm '
= 1—
: 18
& 27
- 120 nm |
= 4.61 GHz
P 14
- an - l I H
0 ,

2 4 6 8 10
Frequency / GHz

Figure 2.17.3  Reproduced from Reference 11. Inh@experimental spectra obtained from an array
of square nanomagnets of different size patterread fi CoFe/NiFe(2.5 nm) film show
the dependence of the mode frequency upon the etesize at a bias field of 4050e.

For element sizes 630, 220, and 64 nm the simulspatial distribution of the out-of-
plane component of the magnetisation is shown jn (bhe green background in the

images in (b) are non-magnetic regions.

As shown in Reference 8 the long range magneto-dipole interactioss nifadk
analytical description of modes excited in small non-ellipsoidamenht difficult.

Furthermore, in nanoscale non-ellipsoidal elements the statioetisation becomes
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non-uniform (Figure 2.10.5) in addition to the total effective field within the element.
This has led to the devel opment and successful use of numerical algorithms to ssmulate
the spatial dependence and temporal evolution of the magnetisation dynamics in thin
film ferromagnetic elements. In particular, in Reference 11 and in this thesis, the Object
Oriented Micromagnetic Framework™ (OOMMF) was used to understand the spatial
character of modes excited in non-ellipsoidal nanomagnets with non-uniform ground
state. In Reference 12 the effect of the strength of the exchange interaction, dipolar
interactions with nearest neighbour elements, and rounding of the corners of the
elements were investigated. Such investigations have led to the development of reliable
micromagnetic models for the interpretation of the magnetisation dynamics in non-
ellipsoidal elements.

In Reference 11 the results of micromagnetic simulations revealed that the shift
in frequency was due to a change in the mode character from a mode with large out-of-
plane component of the dynamic magnetisation at the center of the element, to a mode
with large out-of-plane component along the edges of the element perpendicular to the
bias magnetic field, Figure2.17.3(b). Furthermore, for the smulated element size of
220 nm the center- and edge-type modes were found to coexist. In Chapter 6 the results
of experiments performed on elements of similar size and composition, but thickness of
13.6 nm are presented. Details of the OOMMF model use to understand the
experimentally observed magnetisation dynamics will be given in Section 6.3. The
richer mode spectrum of thicker elements alows the interplay between the center- and
edge-type modes to be investigated in addition to the evolution of their spatial character
at reduced bias fields, a regime in which the assumptions made in the analytical theories
are no longer satisfied.

2.18 Summary

In summary the background principles of magnetism relevant to this thesis have
been introduced. The subject of the chapter converged towards the non-uniform
magnetisation dynamics in finite-sized non-ellipsoidal ferromagnetic el ements, which is
the focus of this thesis. In the next chapter the experimental techniques used to
Investigate the precessional magnetisation dynamics in novel magnetic materials will be
introduced in detail.

&9



Chapter 3

“Measure what is measurable, and make measurable what is not €aélileo Galilei
(1564— 1642)

Chapter 3

Experimental techniques

3.1 Introduction

In this chapter | will begin by reviewing the origin of magnetaagpteffects in
metals. | will then give a phenomenological description of thenetagoptical Kerr
effect, and describe how the effect is used in the experirpesgented in this thesis.
Finally, | will describe the experimental techniques used fdicstend time-resolved
magneto-optical measurements. A description of the measuredesawmifil not be
presented in this chapter, but instead will be reserved for chaptershich
corresponding results are presented and discussed. Some expérdaentaill be
shown in this chapter for the purpose of illustration, in which casglsief the sample

will be given.

3.2 Magneto-optical effects in metals

In 1845 Faraddy discovered that the polarisation of light was changed after
transmission through a glass sample subjected to a magnatic feirthermore, he
found that the change was related to the magnetic field. adh the glass was

diamagnetic and the change in polarisation was proportional to tigeetisation
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induced when the magnetic field was applied. The effect is now kneweanagneto-
optical Faraday effect and was shown by Kéhdh 1884 to be exhibited by
ferromagnetic thin films that were thin enough for incident lighbe transmitted. In
1877, following advances in the surface preparation of metals*Keiscovered
changes in the polarisation of light reflected from the surfaice ferromagnetic
material. The magneto-optical Faraday effect and magnetabpfierr effect
(MOKE) are proportional to the temperature dependent magnetiskt{@h of a
ferromagnetic material, and appear to vanisit afTc. Seemingly then, the Faraday
and Kerr effects may be used to investigate the propertiesrofrf@gnetic materials.
However, the type of magneto-optical effect chosen for an expetioften depends
upon the type of sample to be measured. The majority of sampldeedstin
experiments presented in this thesis were opaque. Therefoes, itegessary to use the
Kerr effect to measure the magneto-optical response of thelesaniro build an
appropriate experiment for such investigations and then to corrieddypret the
measured magneto-optical signals, it is necessary for tha ofithe Kerr effect to be

understood.
Phenomenological description

A phenomenological description of magneto-optical effects irorfieagnetic
materials can be achieved by considering the response of theriahab an
electromagnetic field in terms of the dielectric (or petinity) tensof>*". For isotropic
materials, or materials with high crystal symmetgg.(cubic), a single dielectric
constante is sufficient to describe the response of the material. Téieatlic constant
relates the displacement vectorto the electric fieldE according toD =¢E. In
ferromagnetic materials the symmetry is broken by the spaniamaagnetisatioM.
When the symmetry is lowered the optical response must inbeatbscribed by a

dielectric tensor of the form

‘gxx ‘Sxy ‘gxz
E=| -6y Ex &l (3.2.1)
=& - & &

" Note that themagneteoptical Kerr effect is different to the similarhamedelectrooptical Kerr effect,
discovered by Kerr in 1875, which is an exampleslgctrical birefringence. In this thesis “the Kerr
effect” refers to thenagneteoptical Kerr effect.
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Equation 3.2.1 is the dielectric tensor for cubic ferromagnetic msterwhere
symmetry considerations reduce the number of free variables. IfRruotiee Onsager’'s
relations require the diagonal elements to be ew(M( = &(-M)) and the off-
diagonal elements to be odg(M) =-5(-M)) in the magnetisatid*®*’ To first-
order in the magnetisation the diagonal elements are indepesfddntwhile the off-
diagonal elements are proportionaMoand zero in the absenceMf In the case when

the magnetisation is parallel to thaxis, the dielectric tensor has the form

gxx Xy O
£=|-&, & 0| (3.2.2)
0 0 ¢

whereg,y is proportional to the component of the magnetsadlong thez-axis’®. One
consequence of the off-diagonal tensor elemegtsin Equation 3.2.2 is that linearly
polarised light with the electric field along theaxis will induce an electric
displacement along thg-axis. Magneto-optical effects are readily illas&éd by
considering the response of the material to lefid aght-circularly polarised light,
whereE, = iEx andE, = —iEy respectivel§”. Using Equation 3.2.2 it can be shown that

the different dielectric constants for lefg Y and right- €.) circularly polarised light are

E,=ELTIE,. (3.2.3)

The resulting difference in the complex refractiredices for the two circular

polarisation states gives rise to the magneto-aplaraday and Kerr effects.
Microscopic origin

Similarly to ferromagnetism, the microscopic origihmagneto-optical effects
was not understood until quantum mechanics was wsilblished. Until then,
ferromagnetic materials were assumed to possege liaternal field that gave rise to
the observed properties. Voigt found that the neéigriield required to give rise to the
observed magneto-optical effects fas 10 Oe, the same order of magnitude as the
Weiss field, Section 2.6. Weiss introduced the goolar field to account for the
spontaneous alignment of magnetic moments in @rfeagnetic material. After the

advent of guantum mechanics, Heisenberg showedthliraéxchange interaction was
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responsible for the alignment of the moments, 8e@i7. However, magneto-optical
effects cannot be described in terms of the exahamgraction between the moments.
An interaction between the moments cannot inducgomof electrons in the same way
that an external field can. The motion of electrdourrent) is necessary in order to
describe the optical response of a material to lantremagnetic field. Electronic
motion is related to the optical properties (digiectensor ¢ ) of a material via the

conductivity tensois , where

g :1+i4—nE , (3.2.4)
w
and wis the angular frequency of the electromagnetittf. Hulmé® realised that the
spin-orbit interaction could explain the connectidsetween the optical and
ferromagnetic properties of a material. In accoogawith Equations 3.2.3 and 3.2.4, a
theory of magneto-optical effects only requires tladculation of the elements of the
conductivity tensor. For completeness, | will Byiedescribe the influence of the spin-

orbit interaction.
The spin-orbit interaction

The spin-orbit interaction couples the spin commpdsmeof the electron
wavefunctions to the spatial components, which gouwhe electric dipole matrix
elements and optical selection rdfes The property of spin, which emerges from
relativistic quantum mechanics and the Pauli exafuprinciple, can be included into a
non-relativistic theory by assigning a spin quantwmber and requiring that the wave
function remains antisymmetric when electrons arerchanged. In this non-
relativistic model (Section 2.7) the electrostatiteraction between electrons does not
depend upon the electron spin. One consequerntbatishe exchange Hamiltonian is
isotropic and therefore cannot describe magnetwalpeffects or magneto-crystalline
anisotropy in ferromagnetic materials. In order describe these phenomena,
relativistic electron dynamics must be considered.

The Dirac equation for a relativistic electron in alectromagnetic field is
invariant under Lorentz transformation. When thea® equation for an electron in a

weak electrostatic potential is sol¥&dthe spin-orbit energy emerges as a relativistic
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correction to the Hamiltonian of the Schrédingeuagtpn for an electron with spin.

The spin-orbit energy term has the form

a eh

= sf{Ogx p), (3.2.5)

SO
wheres is the magnetic moment (or spin) of the electeordp is the momentum of the
electron as it moves through the crystal elecietf-Ogof the materidf. For the
simplest case of an isolated atognis spherically symmetricdg Or andrxp=1L.

Thus, the form of the spin-orbit coupling of Eqoatl.4.6 is recovered. As a
relativistic electron moves through an electriddfigt experiences a magnetic figld

Using the vector triple product identitg [{bxc)=c{axb), Equation 3.2.5 can be
written in the form p[{sx[g). The interaction energy of an electron with motaen
p with a magnetic field of vector potentialis of the forn{ p&. Therefore,sx0¢ can

be considered as the magnetic vector poteAtiaf an effective magnetic field that
affects the orbital motion of electrdfis The effective magnetic field can then be used
to illustrate the origin of magneto-optical effeatsferromagnetic materials. In non-
ferromagnetic materials (including ferromagnetictenals atT > T¢) there are equal
spin-up and spin-down electron populations at tearik level, Figure 2.8.1(a). For
ferromagnetic materials dt< T¢ there is an imbalance of electron spin populati@ins
the Fermi level due to exchange splitting of thenggp and spin-down energy bands,
Figure 2.8.1(b). The imbalance leads to a net-sghit induced motion of electrons,
which manifests itself as a magneto-optical propest the material. In non-
ferromagnetic materials the induced motion of sgirand spin-down electrons is equal
and opposite and therefore does not yield a nehatagpptical effect.

In the remaining part of this section | will ouéinwo methods used to calculate
the conductivity tensor; that of Argyf&sfollowed by that of Bennett and St&tn For
more details the reader should refer to the ciéerences, in which the authors go on to
calculate the magneto-optical Faraday and polar-&®@ects in ferromagnetic materials.

The method used by Argyres to calculate magneticab@ffects

The method used by Argyres to calculate the magoetical Faraday and
polar-Kerr effect in ferromagnetic materials stamsth the calculation of the

wavefunction of an electron in an electromagnaeélif®. Firstly, the eigenfunctions of
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the single electron Hamiltonian in the absencédefexternal electromagnetic field were
obtained. The potential energy of the single ebectwithin a material includes
contributions from atomic nuclei and all other #&lens. Secondly, the spin-orbit
interaction (Equation 3.2.5) was treated as a pmation to the single electron
Hamiltonian in order to account for the relativistiature of the electron. Third, the
electromagnetic field was treated as a time-dep@ngerturbation acting on the
electron.

Once the electron wavefunctions were obtained, t¢beaductivity tensor
elements were derived using the current densityabpefor an electron in the presence
of an electromagnetic fieli As mentioned in the phenomenological descriptibn
magneto-optical effects, the off-diagonal elemeafsthe conductivity tensor are
antisymmetric, proportional to the magnetisationd agive rise to magneto-optical
effects. Using the conductivity tensor and Maxigekquations with appropriate
boundary conditions, the magneto-optical constame calculated for left- and right
circularly polarised light. The superposition witcircular polarisation states results in
linearly polarised light. Linearly polarised ligheflected from the surface of the
ferromagnetic material becomes elliptically poladsas a result of the different
reflection coefficients for the different circulaomponents. Finally, Argyres showed
that the magneto-optical rotation and ellipticitg @roportional to the magnetisation of

the material.
The method used by Bennett and Stern to calculagmeto-optical effects

The method used by Bennett and Sterelates the elements of the conductivity
tensor to optical transition rates. Macroscopy;athe average power absorbed can be
written in terms of the incident electric field amide conductivity tensor elements.
Microscopically, the absorption is due to electoonransitions between different
quantum states, which are governed by the dipolectsen rules. The transition
probability rate can be calculated from Fermi'sdgul rule, and is proportional to the
transition matrix elements of the kinetic momentunihe kinetic momentum is

invariant under a Lorentz transformation and inelkithe termsx ¢ which represents

the effective magnetic vector potential that resutom the spin-orbit interaction.
Summing over all known transitions yields the powbsorbed. The elements of the

conductivity tensor can then be calculated by irdathe power absorbed in terms of
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transition rates to the power absorbed in terms of the eleroéritee conductivity

tensor.

3.3 The magneto-optical reflection coefficients

As stated in the previous section, the Kerr rotatnand ellipticity & are
proportional to the magnetisation of the reflecting ferromagnetitalne first order.
Therefore, by measuring changes in the polarisation of lejleicted from the material,
changes in the magnetisation can be detected. The polarisationident linearly
polarised light can be described by the orientation of the electric fitid@spect to the
plane of incidence. Linearly polarised light with the electiieldf E parallel
(perpendicular) to the plane of incidence is described as p-p@arised light,
Figure 3.3.1.

&k

Figure 3.3.1  When the electric field of linearly polarised ligbtparallel (perpendicular) to the plane
of incidence, the polarisation of the light is désed as p- (s-) polarised. Incident s-
and p-polarised (inset) light reflected from a denagnetic material become elliptically
polarised as a result of the Kerr effect. Thetrotaof the major axis of the ellipsg is

the Kerr rotation andy is the Kerr ellipticity.

Argyres® showed that the effect of the spin-orbit interaction can be tesicy
an effective magnetic field (Section 3.2). The field mimidsoeentz forcell uxE,

whereu = M /M, which acts on electron currents induced by the incidentlighthe

Lorentz deflection of the electrons results in the rotation of léwtree polarisation. In
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turn this leads to aM-dependent rotation of the electric field (or polarisation) of the
reflected light.

The reflected electric field componerﬁé’) and ES) of the elliptically polarised

light can be described in terms of the incident electeicl fcomponents, andEs by

using the Jones matrix formalism

(r)
EP rPS rpp EP
wherer; are the optical reflection coefficients. Expressions forniagneto-optical
reflection coefficients at the interface between a vacuumtandurface of a magnetic
material have been given in Reference 53 to second order in the toragtieal

coupling strength (or Voigt) paramete®. The geometry used in the calculation of the

optical reflection coefficients is shown in Figure 3.3.2.

Vacuumng
Ep E
ES® Jgl

& &

Magnetic

material
n g &
1

Figure 3.3.2  The geometry used in the calculation of the optieflection coefficients at a vacuum-
magnetic material interface.

Retaining terms to first order @, the reflection coefficients are given in Reference 54
as

_ Ny,cosf, —n,coss,
n,cosf, + ncosd, ’

(3.3.2)

Ss
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_ Ncosf) —n,cosh 2iQnyn,cosgsindu,

= , 3.3.3
ncos, +ncosd,  (ncos, +ncosd, f 839

pp

. iQn,n,cosd, (sindu, +cosd,u,) .
> cosf,(n,cosd, +n,cosd, (n,cos, +n,coss,)’ (3:34)

_ iQnyn,cosd, (sindu, —cosdu, )
* cosd,(n,cosh, + ncosd, [(ncosd, +n,cosh)’

(3.3.5)

whereu=M/M,. The angles} and &, are the angles defined in Figure 3.3.2 and are

related by Snell's law

n,sing, = nsing,, (3.3.6)

whereng andn; are the refractive indices of the vacuum and ttegmatic material
respectively. In terms of the optical reflectiopmefficients the complex Kerr rotation

and ellipticity are defined as

rS
b, = -Re{—p} (3.3.7)
rpp

and

I
g = Im{ﬂ} (3.3.8)
rPP

respectively, for incident p-polarised light, and

0
D, = = (3.3.9)

and

Eq = Im{ﬁ} (3.3.10)

respectively, for incident s-polarised light.

98



Chapter 3

For a non-magnetic metals andrs, are zero, andss andrp, are non-zero and
complex. Therefore, the polarisation of incident p- or s-polariséd deflected from a
non-magnetic metal remains unchanged. However, for a ferromagmetalrps andrs,
are also non-zero and complex. The result is that inciderg-ppdlarised light will

induce an s- (p-) electric field component in the reflected ligintgenerak, # rssand
Eér)/Ep Z ES(’)/Es which can yield a rotation of the polarisation plane if the incident

light is not purely p- or s-polarised, even whér= 0. In order to detect changes in the
magnetisation the measured rotation of the polarisation shoulddsila of the Kerr
effect only. Therefore, in magneto-optical experiments it ssralele to use either p- or

s- polarised light.

3.4 The magneto-optical Kerr effect geometries

There are three principle geometries in which the MOKE camskd to detect
the magnetisation of a ferromagnetic material. The polagitlotinal, and transverse
MOKE geometries are shown in Figure 3.4.1. The geometries anmeededby the

orientation of the magnetisatiovi with respect to both the plane of incidence and the

Polar: rsp = rps Longitudinal: rsp = _rps

Transversel'sp =Ips = 0

Figure 3.4.1  The three principle MOKE geometries; polar, londital, and transverse.
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reflecting interface. In the polar and longitudinal geombtriies parallel to the plane
of incidence. In the polar geomety is perpendicular to the reflecting interface (out-
of-plane), while in the longitudinal geometw is parallel to the interface (in-plane). In
both cases incident p- or s-polarised light may be used, howgwer,s andrsp = —rps
for the polar and longitudinal geometry respectively. In both dhgeKerr effect leads
to a magnetisation-dependent rotat@g of the major axis of the elliptically polarised
reflected light. At normal incidence(= 0) Equations 3.3.2-8 reveal that the Kerr
effect is largest in the polar geometwy £ 1,ux = uy, = 0), while the Kerr effect vanishes
in the longitudinal geometryf = 1,u, = u, = 0).

In Figure 3.4.2 the calculated Kerr rotation and Kerr ellipticity anglesshown
for light of wavelengthh = 800 nm reflected from a vacuum/Fe interface at angles of
incidence between 0° and 90°. The results are reproduced from Ref@benThe Kerr
angles are shown for the polar and longitudinal geometries andgdolapsed (blue
curves) and s-polarised (red curves) incident light. The results, $boexample, that

in the longitudinal geometry using s-polarised light, (&) is largest foré = 45° (60°).

Kerr rotation Kerr ellipticity

0.5 Polarisation of

|—

0.1+

incident light
p

—

Polar
Kerr angle / deg

|

O

0.0

Longitudinal
Kerr angle / deg

-0.1

30 60 9 0 30 60 90

o

Incident angle / deg

Figure 3.4.2 Calculated Kerr rotation and elligticangles for Fe at 800 nm for the polar and

longitudinal geometry. Reproduced from Refererge 5
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The strength of the Kerr effect also depends upon the wavelengthe of
incident light and the reflecting material via the conductivitystg. The conductivity
tensor depends upon the refractive index of the reflecting materdath in turn
depends upon the frequency of the incident light. Figure 3.4.3 shows theredeas
polar Kerr rotation for Ni and Fe as a function of wavelength. Tfdwilts are

reproduced from Reference 56.

on

200

~
5 § 01 —— Ni
o =

S 03

h

0.4 : : :
0.4 0.6 0.8 1.0 1.2
Wavelength / um

Figure 3.4.3 The measured polar Kerr rotation foeihd Fe are siwn as a function of wavelengt|

The results are reproduced from Reference 56.

In the transverse geometny, € 1,uy = Uy = 0) M is perpendicular to the plane of
incidence and lies in the plane of the sample. Sincergnlyas a dependence upan
(Equation 3.3.3) p-polarised light must be used to détect~or s-polarised lighE is
parallel toM, which does not yield a magneto-optical effect. Using timplsi Lorentz
deflection model it is clear that there is no deflection oftedes in the transverse
geometry for s-polarised lightux E =0). Even p-polarised light does not result in a
polarisation rotation sinckl is perpendicular to the plane of incidence &ndinstead
the Lorentz deflection gives rise to a rotatiorDah the plane of incidence, which leads

to anM-dependent change in reflectiviy.

3.5 Detection of the magneto-optical Kerr effect

In the previous section it was shown that there are three M@d¢Eetries that
can be used to detect the magnetisation of the sample. Thrilpartjeometry chosen
for an experiment depends upon the sample, the behaviour of the isetgretand the
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detection technique. For example, in the experiments on microscale sagpplesd in
this thesis, a microscope objective lens was required to focysdhbe laser beam onto
the sample. Conveniently, by performing this measurement at nanoidénce the
same objective lens could be used to collect and re-collimateetim before it entered
the detector. However, at normal incidence only the polar Kegctetfan be sensed,
which is sensitive to the out of plane component of the sample magioetisnly. If
the sample magnetisation remained in-plane, the polar Kerr ggomeatld not yield
any information about behaviour of the sample magnetisation. Itinteeresolved
experiments presented in this thesis the precessional behaviour wlagretisation
generates a small out-of-plane compondat which can be detected using the polar
Kerr effect. When a beam is focused by the objective lendothesed rays form a
cone. The cone is formed of planes of incidence at all aziemgles with a range of
angle of incidence. Figure 3.4.2 shows that the polar Kerr effé&cbe measured using
p- or s-polarised light and at angles of incidence away froonthmal. Therefore,
sensitivity toM, is maintained while using the objective lens. In order to mediare
in-plane components in the same experimental geometry, modificatibie dietection
technique is necessary. It will be shown in Chapter 4 that quaghatbdiode
detectors can be used to measure both the polar and longitudinal fiéets sb that all
three components of the magnetisation can be detected simultaneously.

Figure 3.5.1 shows the experimental geometry of the scanningri@awscope
used in the time-resolved experiments. The optical axis of the pasbebeana-a’
was normal to the sample plane. Before the beam entered thescojoe it was
expanded by a factor of ten in order to reduce the beam divergecenhance the
spatial resolution of the microscope. An aperture was placed exgaded beam to
define the desired beam diameter. The transmitted beam wapabsed through a
linear polariser so that the direction of the electric field well defined as it entered
the microscope. The polarisation of the beam was set so thalettecefield was
either vertical or horizontal with respect to the plane define@g-Byandb-b'. The
beam was focused to a spot with a diffraction limited diames$ang a microscope
objective lens. The reflected beam was then collected and meateitl using the same
objective lens.

The magnification of the microscope objective lens chosen for #&ydart
experiment was often dependent upon the sample geometry. For ingta@beapter 5
a continuous film of permalloy was probed through the substrates gfuised magnetic

field device used to excite the sample magnetisation. Sincilbistrate thickness was
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~ 0.5 mm it was necessary to use a x10 objective lens with a lokghgalistance of

~4 mm. Since the sample was a continuous film, the spatial resolution was rsutiicie
locate the regions of the film that were of interest. In cenhtrior experiments
presented in Chapters 6 and 7, microscale samples were fabricated on the saiate subst
as the pulsed field device. Therefore, an objective lens with awgbiking distance of

<1 mm could be used. This objective lens had a magnification of x40 ptucided
sufficient spatial resolution to locate and image the micrescaamples,
Figure 3.5.1(inset).

Balanced-photodiode polarising bridge detector

Polarizing beam-

splittel
—

Non-olarizing Photodiodes

beamsplittel

b_-

450

RS-0

Sample Microscope
~ objective lens

Electromagnet

Flexure stage

—_— 2 um

Figure 3.5.1 The geometry of the scanning Kerr asicope and the set-up of the photodiode bridge
polarimeter (bridge detector) are shown. The laridgtector is set at an angle of 45°
about optical axig-b” with respect to optical axesa’. Inset is an optical micrograph of
a nine element array of 637 nm square elementsinglstausing a x40 microscope

objective lens.
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The geometry of the focused probe beneath the x40 objective Ishews in
Figure 3.5.2. The ray tracings show that rays propagating ipl#me of incidence
parallel to the transmission axis of the polariser are p-pethrizhile rays in the
orthogonal plane are s-polarised. The reflection coefficigntndrs, (Equations 3.3.4
and 3.3.5) are equal for the polar Kerr effagt<1, u, = uy = 0), which yields a Kerr
rotation of the same magnitude for p- and s-polarised rays. Bineparallel to the

A

E‘p’

Polarisation
cross

x40 lens

Sample

Figure 3.5.2 The geometry of the probe laser beauasied upon the sample is shown. Thee is
formed by planes of incidence at all azimuth anglék a range of incident angles. The
highlighted ray paths show planes of incidence whée incident light is p- and s-

polarised.

optical axis a-a’, rays propagating in the opposite direction to those shown in
Figure 3.5.2 “see” th&/, in the same sense, which yields a polar Kerr rotation of the
same sign. The magnitude and sign of the polar Kerr rotati@gual for p- and s-

polarised rays, and for rays propagating in the opposite direction sathe plane of
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incidence. Therefore, the sensitivity M, was maintained when all of the reflected
beam was sampled. In contrast, it will be shown in Chapter 4ttiminecessary to
sample individual halves of the reflected beam in order to ddtextin-plane
components of the magnetisation using the longitudinal Kerr effect.

An objective lens can give rise to unintentional polarisation of aff-axys
passing near to the edges of the {&Ms The off-axis rays are generated by the oblique
angles of incidence near to the edges of the lens. The plane ohoeitte off-axis
rays are neither parallel or perpendicular to the original patasis direction of the
beam. As a result, each ray becomes slightly p-polarisedresfiect to its plane of
incidence, which leads to a rotation of the polarisation plane. fbss-shaped shaded
region across the beam profile in Figure 3.5.2 is often referreab tthe Airy’ or
depolarisation crog$ since rays outside the cross do not have a well defined
polarisation. Since the reflection coefficients figy andrss (Section 3.3) are different,
the light becomes elliptically polarised when reflected fittva sample. The rotation
and ellipticity of the off-axis rays is a non-magnetic efffee. it is not a result of the
Kerr effect. Furthermore, the elliptically polarised rays @aot fully extinguished by a
crossed analysing polari€®t’. To block the elliptically polarised parts of the beam
from entering the detector, a cross shaped aperture can b¥&. usddwever, in
experiments presented in this thesis, balanced-photodiode polarisiigg loietectors
were used to measure the Kerr rotation. The depolarised regienssgi to a common
offset of the signal generated by the photodiodes. Later indti®s it will be shown
that the Kerr rotation is measured by taking the differencéheftwo photodiode
outputs, in which case the depolarisation offset vanishes.

The reflected beam was sampled using a non-polarising beatersplithe
polar Kerr rotation was measured using a photodiode bridge polarirfigidge
detector) containing a Glan-Thompson polarising beam-splitter vaodolbotodiodes.
The detectors used were built previously by Dr Jing$%nd Dr Ralph Wilks The
Glan-Thompson polarising beam-splitter is made of two birefringesinprof calcite.
The prisms are cut and cemented together so that the optisabfatke calcite crystals
are parallel, Figure 3.5.3. In a calcite crystal the valuehef refractive index is
different along the directions parallel and perpendicular to theab@ixis. Therefore, a
ray with E-field perpendicular to the optical axis will propagate with viéyoe;, while
a ray with a paralleE-field will propagate with velocity;, wherevy<v;. Since the

refractive indexn=c/v, wherec is the speed of light in a vacuum andis the

" School of Physics, University of Exeter, Stockea®, Exeter, EX4 4QL
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refractive index of the material, it is clear tm ny. This is a result of anisotropic
electronic interactions with tHe-fields®®. The Glan-Thompson polarising beam-splitter
Is designed to transmit two beams of orthogonal polarisatioarategl by an angle

of 45°. TheE-field of the (un)deviated ray is (parallel) perpendicular toogtecal axis
and therefore experiences the refractive indgkr(. Sincen<ng the critical angle

for total internal reflection of the ray with parallelfield is larger than that for the ray
with a perpendiculag-field. The Glan-Thompson polarising beam-splitter is designed
so that the angle of incidence of rays of the two polarisabomponents are such that

one is transmitted, while the other is totally internally reflected.

s
<

-
Nl

Ordinary ray

" Optic axes

45°

|E| Extraordinary ray

2 b

Figure 3.5.3 The geometry of the Glan-Thompson nmitey beam-splitter within the balanced-
photodiode bridge detector is shown. Before a reagtiield is applied to the sample,
the orientation of the detector and, hence, thenksglitter are set so that the intensity of

the two transmitted beams are equal.

Two large area silicon photodiodes were used in the bridge detedtoe
photodiodes had a responsivity of 0.55 A/W at a wavelength of 800 nm. A pdesitsve
was used to focus each incident beam onto the respective photodiode. UBael fegot
was well within the perimeter of the active region of the photodiadé therefore the
sensitivity of the detector to any misalignment was reduddte current generated by
each photodiode was converted into a voltage signal using trans-impeuatapltéers

with a gain of 18Q. The reflectivity of the sample was proportional to the sunhef t
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amplified photodiode outputs. It will be shown dethat the difference of the
photodiode outputs yields a signal proportionaiito

The bridge detector was set to an angle of 45° tabptical axisb-b" with
respect to optical axi@a'. Therefore, the polarizing beam-splitter was ritgd so that
prior to excitation of the magnetisation the twangmitted beams are of equal intensity,
Figure 3.5.3. The intensity of the electric fieflithe two transmitted beams prior to
applying a magnetic field was théncos (%)= % .

Now consider what happens when the magnetisatioexeged. During the
precessional cycle the magnetisation cants outaofep Figure 3.5.2. The small out-of-
plane component of the magnetisation gives risthéopolar Kerr effect. The Kerr
rotation of the principle axis of the ellipticallyolarised reflected light can then be
detected using the bridge detector. Figure 3.6aWs a ray tracing of the polar Kerr

microscope. The ray tracing shows that the Keatian is of the same magnitude and

Sample Microscope Non-polaris_ing
objective lens Incident beam and reflected beam beam-splitter

° E

L

o

M

- ,

Glan-Thompson polarising
beam-splitter

Photodiode 1 Photodiode 2

Photodiode 1

Figure 3.5.4 Ray tracings are shown for four rafythe probe beam that are sensitivévtp Inset are
schematic illustrations of the operation of the rGldompson polarising beam splitter.
The intensity shifd of the electric field component parallel to thensmission axis (TA)

for each transmitted beam is shown for photodiodad 2.
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sign for the four rays shown. The rays corresportie orthogonal planes of incidence
shown in Figure 3.5.2. The Kerr rotation will bisaissed from the perspective of the
bridge detectori.e. looking upstream, opposite to the direction ofrbgaropagation.
The two beams transmitted from the polarising beafitter have orthogonal
polarisation states, Figure 3.5.3. Therefore, vag assign two orthogonal transmission
axes (TA) to the polarising beam-splitter. Onlyngmnents oE-fields parallel to the
transmission axes are transmitted. The inset satiesnn Figure 3.5.4 show how the
intensity falling upon each photodiode is changea aesult of the Kerr rotation. The
intensity of the electric field that falls upon pbdiode (PD) 1 and 2 is

| oo, 0 COS (% + D, ) (3.5.1)
and

| op, O COS (% - D, ). (3.5.2)

Using a trigopnometric identity for cag& £), Equation 3.5.1 may be written as

| op; O [cod%,) God @, ) - sin(7) Bin(®, )] . (3.5.3)
where @ is typically small so that Equation 3.5.3 may béten as

2

@mﬂémﬁ@J.

(3.5.4)

Expanding the square and neglecting second ordas @ & gives

1-20,

| ony U
PD1 2

(3.5.5)

Similarly for Equation 3.5.2, we obtain

I op, O 1+ ?I)K : (3.5.6)

The difference of intensity signals generated at@tiodes 1 and 2 yields
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o plr2e, 1-20
PD2 PD1 2 2

=20, (3.5.7)

where @ is proportional tdvi,.

The bridge detection scheme has two advantages. Firstly, theedéeof the
photodiode amplifier outputs yields a signal that is proportional tcettiie polar Kerr
rotation, Equation 3.5.7. Secondly, any non-magnetic intensity background oohoise
the laser beam can be rejected by the difference operatioeh whoften referred to as
common mode rejectih Common mode rejection was used to remove the non-
magnetic background generated by depolarisation effects imittrescope objective

lens.

3.6 Time-resolved scanning Kerr microscopy

The pulsed light source used in the pump-probe experiments was davkei-
Ti:sapphire laser (Spectra-Physics Tsunami). The Tsunanmsenond cavity layout
is shown in Figure 3.6.1. The Ti:sapphire crystal was pumped using the 5 W output of a
diode pumped Nd:YVQ continuous-wave visible (532 nm) laser (Spectra-Physics
Millennia V). Regenerative mode-lockingf the Tsunami with an acousto-optic
modulator within the laser cavity ensured that an 80 MHz repetititenwas achieved
and maintainett. The Tsunami could also be self mode-locked by Kerr lensing in the
Ti:sapphire rodl  However, regenerative mode-locking was used since it ensured that
the laser remained mode-locked for extended periods of tiem&uring experiments.

Acousto-optic
modulator

(AOM)
Output Fast
p,A\ coupler photodiode
il 2 >

u (4 (24
Beam- Output

splitter Brewster

Input f
Brewster

window Tuning )
Pump % i st window
beam D | ¢
) ) 7 Residual pump -
Ti:sapphire rod beam dump AOM driver

electronics

Figure 3.6.1 The Tsunami femtosecond cavity lay@shown. Reproduced from Reference 61.

" The Tsunami is also available with a picosecondtyayout.
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The Tsunami was tuned using prisms Bnd P and the tuning slit to produce an
output beam of sub 100 fs optical pulses at a wavelength of 785 nm (utalest s
otherwise). The stated wavelength is that at which the putié and average power
output of the Tsunami were optimised. The average power output frofstinami at
785 nm was typically 0.6 W, where each pulse had energy of ~ 8 nJ. dinehael a
diameter of ~ 2 mm and a beam divergence of ~ 1 mrad. The paterishthe beam
was vertical.

The set-up of the time-resolved scanning Kerr microscope (TR3d(daratus
is shown in Figure 3.6.2. All mirrors outside the laser cavitsevieoadband dielectric
mirrors suitable for use with wavelengths in the range 700-950 nm reilectivity
> 98% for angles of incidence in the range 0-45°. Mirrogsakll M, were used to
change the heightdf) of the Tsunami output beam from 14 cm to 17 cm in order to
accommodate the electromagnet. The polarisation of the bearalseashanged by
mirrors My and M, from vertical (s-polarisation) to horizontal (p-polarisation)woT
apertures Aand A, set to a height of 17 cm above the surface of the table, were used
concurrently with mirrors Mand M to realign the beam after any drift of the beam

alignment within the laser cavity.

Nd:YVO, diode pumped 5 W cw laser Ti:Sapphire modelocked laser M1,2
100 fs, 80 MHz, 800 nm Ah
Bridge detector \ A,
\ M
0@ 4' My, >
Polariser ‘1 P‘ulse >
Il Q PDy 6 Probe picker >
D Polarising Bea"? pulse BS, >
& beam-splitter expansion 30%
PD, optics x P > A,
AN \
M, M, =
Chopper L, Mg
L. é'% \ Pump
S, \? pulse
] % 0,
XY, Z S, %, Time 70%
flexure A gelay M
t 6
stage L3 — \ / M
H My, VA | creeeeresesssssssesessenaas 5

600 mm stepper motor stage
(4 ns optical time delay)

Figure 3.6.2 The experimental set-up of the TRSKMHhown. The meanings of the symbols are given

in the text along with the details of the experitaémethodology.
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Between mirrors M and M, the beam was passed through an electro-optic
modulator (ConOptics 350-160) that was used as a “pulse picker”. Theo-@lptic
modulator was controlled using a modulator driver (ConOptics 25D) and
synchronisation electronics (ConOptics 305). The electro-optic modwdathains a
potassium dideuterium phosphate crystal and a polarising beanr gpliteriser). The
principle of operation of the pulse picker is based on the Pockels®®ffathe pulse
picker was aligned so that the fast and slow axes of theatvyste at 45° with respect
to the electricfield of the incident p-polarised beam. The transmission axiheof
polariser, fixed at 45° with respect to the fast and slow axdéiseo€rystal, was then
parallel to the electric field. The electric field of tmeident beam propagates through
the crystal with equal amplitude components along the fast andagkesvof the crystal.
When a bias voltage (dc electric field) is applied, birefnmgeis induced in the crystal
and the refractive index is reduced (increased) along thesfast) (axis of the crystal.
The two electric field components propagate through the crydaldiferent velocity
and exit the crystal with different phase. This allowed the igakaon of the
transmitted beam to be changed by changing the bias voltage.

The applied voltage and time delay were set while monitoringntieasity of
transmitted pulses using a fast photodiode and a 500 MHz bandwidth oscilloscope
(LeCroy LT322 Waverunner). The bias voltage of the modulator drieer set to
change the polarisation of the optical pulses from p- to s-pafimms The polarising
beam splitter allows one polarisation state to be transmitted/l{jp¢ the orthogonal
polarisation state (s) is rejected. The principle is simdahat of the Glan-Thompson
polarising beam-splitter described in Section 3.5. Therefore, epolarssed optical
pulse was ‘picked’ out by the polariser, while p-polarised pulses t@nsmitted. The
temporal alignment of the modulator driver with the optical pulses achieved by
triggering the pulse picker electronics using an 80 MHz signatdrgeed by the fast-
photodiode within the laser cavity (Figure 3.6.1). The temporal alignmerst
optimised using a 16 ns digital time delay. The pulse picker wak taseeduce the
pulse repetition rate of the beam (where stated). Seltengulse picker counter value
to n allows every if + 1)" optical pulse to be transmitted. Figure 3.6.3 shows a fast
photodiode signal of an unpicked beam and a picked beanmwith

The emerging p-polarised beam was split into two beams usingaalbiand
(700-950 nm) dielectric beamsplitter BS The reflection/transmission ratio for p-
polarised light was 30/70. Optical pulses from the more inteassritted beam were
used as pump pulses, while pulses of the less intense refleai@owere used as the
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probe pulses. The greater intensity of the pump beam was desirat® it was used to
trigger the pulsed magnetic field device. The intensity of theppomam was related to
the magnitude of the pulsed field via the triggering mechanism, whikche described

later in this section.

[—
)
1

Fast photodiode
signal / Arb. units

I\

0 20 40 60 80
Time / ns

=
e}
1

S

Figure 3.6.3 The fast photodiode signals of an ckaa (black curve) and a picked beam with 4
(red curve) are shown. Setting the counter valae4 allows everyr(+ 1)" optical

pulse to be transmitted.

To perform a time-resolved experiment the relative time déketyveen the
pump and probe pulses must be varied. There are three particulapfpartsme-
resolved scan that are useful to recognise when setting ug-adsolved experiment.
A typical time resolved signal is shown in Figure 3.6.4. The fagton of the scan is
negative time delayt € 0) where the probe pulse arrives prior to the pump-pulse and
the polar Kerr signal is zero. The second region is positive diehay { > 0) where the
pump pulse arrives prior to the probe pulse and a finite polar kggmalsmay be
detected. The third region is zero time delay where the irgtaitation of the
magnetisation is observed as an increase in the polar Keal $igm zero {=0). At
zero time delay the pump and probe pulses have similar opticakepathd and overlap
in the time domain. There are two methods of varying the relahedelay between
the pump and probe pulses. The first method is to vary the optitalemagth of the
probe beam, and the second is to vary that of the pump beam. Thielayés varied

by using a hollow Au retro-reflector mounted on a 600 mm stepper ntatge.s The
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optical time delay is shown in Figure 3.6.2 between mirrors avid Ms. The
corresponding total time delay was 4 ns. Typically, the magtietisalynamics
measured in the time-resolved experiments were observed oserrehoseconds. In
previous experiment$®3a 2 ns time delay was used. However, the length of the time-
resolved scan is related to the frequency resolution of the pondisg Fourier

spectrum. By using a 4 ns time delay the resolution of spectra was improved.

Kerr rotation / pdeg

Time / ns

Figure 3.6.4 A typical time-resolved signal obtained from a /4@ square patterned from a
CoFe/NiFe(13.6 nm) film is shown. The time-resdlveignal was obtained in the
TRSKM configuration described in this chapter. Timeasured out-of-plane Kerr
rotation is typically a few tens of microdegree$he background is a result of the

transient pulsed magnetic field.

In experiments performed upon microscale elements and ariaygeitessary to
maintain the highest possible degree of mechanical stabilitygltime-resolved scans.
Mechanical vibration and drift are intrinsic to time-resolvegeginents due to the
mechanical method of varying the time delay. Between mirrgrahtl the retro-
reflector it was necessary for the beam to propagate pawatlet direction of travel of
the stepper motor stage, both in the horizontal and vertical planemfsajignment
would yield a translation of the beam on mirrog &6 the retro-reflector moves along

the stage. In order to achieve the best alignment stabilihegirobe beam in the polar
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Kerr microscope, it was advantageous to vary the optical patthlehthe pump beam
rather than the probe beam. In this case the region of negatel¢iay is observed
for the greatest optical path lengths of the pump pulse, while positiee delay is
observed for the shortest path lengths.

To detect the small out-of-plane component of the magnetisation, &-phas
sensitive detection (PSD) scheme was required. A lock-in Benp{EG&G
Instruments Model 7256) was used to measure the polar Kerr signal @otputhe
bridge detector. To do this a mechanical chopper was used to medithelgpump beam
at a frequency of ~ 2 kHz. As a result, the pulsed field deviseeffactively switched
on and off at the modulation frequency. Ultimately the polar Kigna$ associated
with the reflected probe pulses is modulated at the same frequArsguare waveform
signal of amplitude 2.5 V was generated by the chopper driveralexst and was used
as the reference signal for the lock-in amplifier.

During the set-up of the experiment, the intensity of the chopped peap
was monitored using a photodiode and a 500 MHz oscilloscope. After priogagat
along the time delay line, the spot diameter beam of the pump Wwaargreater than
the window width of the chopper as a result of the beam divergenicetefdre, the
modulated intensity of the pump beam was observed to be sinusoidaltihatheguare
shaped. Therefore, the intensity of the pump beam was not constenthehchopper
was open. Therefore, it was possible that the magnitude giutke field could vary
during the time that the chopper was open. To achieve a square shimmesity
modulation, the pump beam was focused and re-collimated using lenaed L, of
focal lengthf ~ 8 cm separated by.2The chopper was positioned near the focal point
between the lenses where the spot diameter of the beam wiéex shaa the window
width of the chopper. By using a square wave modulation of the pumpibteasity,
the magnitude of the pulsed field was expected to be consistefittfanamitted pump
pulses.

After setting up a time-resolved experiment it is often reargsto adjust the
position of zero time delay. Usually it is desirable forozéme delay to be near the
start of the scan so that only a minimal amount of negative tilay de measured
(Figure 3.6.4). Mirrors Mand M, were used to add or remove a few centimetres of
optical path. Finally the pump beam was directed towards the pfitddddevice
using mirror Mo.

The pulsed field device and samples were mounted together on a stagple s

with manualx, y, z position control to locate microscale samples and arrays under the
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focused probe beam. The sample stage was positioned between theepeteof an
electromagnet capable of applying magnetic fields of ~2 kOde doils of the
electromagnet were water cooled to prevent overheating while produgegiagnetic
fields. The magnetic field was applied in-plane and could be apgdbed any azimuth
direction about the optical axis of the probe beam.

To acquire images of the sample, a three axis piezoeleeixiard stage (Physik
Instrumente P-509) was mounted between the manuglz stages and the sample
stage. The scanning range(resolution) of the flexure stagelOOQum(1 nm) in thex-
and y-directions orthogonal to the optical axsa of the probe beam, and
20 4m(0.1 nm) in thez-direction, parallel to the optical axis. The spatial resolution of
the microscope was not limited by the resolution of the flextaiges but instead by the
diffraction limited spot size of the focused probe beam. For exampieg a x40
microscope objective lens, a spot size of ~ 800 nm could be achieveda Spehsize
allowed individual 637 nm square elements to be resolved by scannirgartipde
below the focused probe beam using the flexure stage, Figure 3.5.1(inset).

The pulsed magnetic field device

A schematic of a typical pulsed field device is shown in Fi§uBes. The main
components of the device were the photoconductive switch and coplananestripl
(CPS). The photoconductive switch consists of two bond pads separa€etwigch
region” of inter-locking Au strips of width and separation of /0. A lens I
(Figure 3.6.2) of focal length ~17 cm was used to focus the pump beanthento
photoconductive switch. The focused pump spot was incident upon the ssgich
and covered several Au strips. A CCD camera was used to oltserf@cused pump
spot while mirror Mg and lens b (Figure 3.6.2) were used to position the spot on the
switch region. To acquire images of reflectivity and the dynamagnetisation, the
sample (including the pulsed field device) was scanned beneath tisedgerobe beam
using the flexure stage. In order to acquire images of thedgmaagnetisation, it was
necessary for the triggering of the photoconductive switch to beamadt Since the
spot area of the pump beam was much smaller than the switoh,régg focused pump
beam remained within the switch region during the scan.

The switch was fabricated on an intrinsic GaAs semiconductingratésising
the following methotf. Firstly, photoresist was spun onto the substrate and exposed to

ultra-violet (UV) light through a mask. Secondly, the exposed photoresist was
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Photoconductive
switch, Au on GaAs

H Au coplanar
stripline on Si

Screen

Switch
region

Time delay

---------

3 Twisted

Pump
Coaxial
cables

Pulsed current trace 20V
on 500 MHz oscilloscope bias

Figure 3.6.5 A typical pulsed magnetic field devitc® shown. The device consists of a
photoconductive switch and a coplanar stripline CP The pump pulse gates the
biased switch allowing a current pulse to propagdteg the CPS. The associated
pulsed magnetic field around the CPS tracks wasd uwge excite the sample
magnetisation. The response of the sample magtietisto the pulsed field was
measured using the polar Kerr effect at each tiglaydso that the response could be

mapped over time.

developed. Third, the Au pattern was formed by deposition in an evaparhtiorber
followed by lift-off of unwanted Au and photoresist. The swit@s connected to a Au
CPS using Cu interconnects and Ag paint. The CPS was fabricataa iosulating
substrate of typically quartz or oxidised Si using similar metlazddescribed for the
switch. To minimise impedance mismatches, the CPS strucagelesigned to have a
constant width/separation ratio for all cross-sections alongritgth. The width and
separation at the centre of the structure in the region of thelesswas 3@m. At the
opposite end of the CPS to the switch, a bias voltage of typically\28svapplied to
the switch-CPS circuit via a coaxial cable and a twisted Cu pair.

The photon energy of pump pulses incident upon the switch region was
sufficient to excite electrons from the valance band to the cooduatind of the GaAs.

Once the switch was gated, a pulsed current was able to propagegehe CPS. The
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pulsed current induced a pulsed magnetic field around the CPS tracklk,wds then
used to excite the sample magnetisation. Figure 3.6.6(a) shoalsematic of the
spatial profile of the pulsed field corresponding to the CPS cexdis AA in
Figure 3.6.5. Between the tracks of the CPS the pulsed field is -plard, while
above the tracks the pulsed field is in-plane. Figure 3.6.6(b) showslthéatsd in-
plane and out-of-plane components of the pulsed field. The peak curreassuased
to be 64 mA and of uniform density within the CPS tracks. BetweeGR$etracks at
the sample location, the out-of-plane component of the pulsed fieldalcagated to be
~ 10 Oe. It should be noted that the assumption of uniform current deitsiy the
CPS is an approximation, and that within the CPS device the cprapagates near to
the surface of the CPS material. However, for the purpose ofdftepresented in this
thesis, the uniform current density approximation is sufficientfercalculation of the

pulsed field components.

—— In-plane
—O0— Out-of-plane

-40 -30 -20 -10 0O 10 20 30 40

Magnetic field / Oe

Position / #m

Figure 3.6.6 The spatial profile of the magnetaldiis shown in (a) corresponding to the coplanar
stripline cross-section AAn Figure 3.6.5. In (b) the calculated profildstte in-plane

and out-of-plane components of the pulsed fieldsa@vn.

Previously, experiments have been performed to determine thamiseand
decay time of the pulsed field using an electro-optic sampliegsorement of an
LiNbO3 crystaf* that was overlaid on the CPS. Typically, the rise time essisnated
to be 40 ps, while the decay time was estimated to be 2 ns. Howebeuld be noted
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that when the crystal was present, the permittivity of theéomegbove the CPS was
modified, which can then modify the pulsed field profile. The déag is associated
with the recombination time of carriers in the GaAs.

Two 47Q surface mount resistors were mounted at the end of each track to
attenuate each current pulse and prevent reflections of the putke ahpedance
mismatch at the end of the CPS. The narrow section of the @BS%stimated from
Reference 65 to have a characteristic impedance of - 939n order to prevent
reflections, it was necessary for the impedance of diffexections of the CPS structure
to be matched. Therefore, the width-to-separation ratio was nmedtthroughout the
CPS structure. However, measurements of the potential diffesmmoss a surface
mount resistor at the end of a CPS track (Figure 3.6.5) revealetiehitaimporal profile
of the current pulse was often complicated. The complicatederefis a result of
reflections in the CPS structure and the connecting circuitry. potential difference
was measured on a 500 MHz oscilloscope, which had insufficient bandwictboloe
all features of the current pulse. However, observing the bandvindited trace in
real-time allowed the current pulse to be optimised. For exaffiglere 3.6.7 shows a
large reflection about 25 ns after the main pulse. Assuming thatpbed of
propagation of the current pulse in a coaxial cable is equal odeehthe speed of
light®®, then the reflection corresponds to an impedance mismatch in alcoeblia
1.25 m from the device. This reflection was caused by the impedaso®atch at the
power supply for the voltage bias or the oscilloscope. It was reggessbe aware of
these reflections as they can give rise to coherent suppféssfoime magnetisation
dynamics. The profile of the current pulse could be improvechlpging the temporal
position of the reflection. This was achieved by changing ¢hgth of the cable
between the pulsed field device and the power supply and/or oscillosEopgetimes,
the temporal position of a reflection could not be changed, in whichtlvaseflection
was likely to have been caused by an impedance mismatch abrihections to the
bond pads (Figures 3.6.5). Generally, the profile of the current pulsg lm®ihproved
sufficiently so that experiments could be performed successfully.

In addition to the current pulse profile, the amplitude and duration oltihent
pulse were also difficult to control. Initially the amplitudetb& current pulse was
optimised by adjusting the position and focus of the pump beam on the photdo@duc
switch. The current pulse amplitude could also be increased lBasgicg the bias
voltage. Typically, a bias voltage of 20 V was used, however 25-8@%/used in

some experiments. However, large bias voltages can result inrgarntamage to the
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photoconductive switch resulting from dielectric breakdown. The perfarenaf each
photoconductive switch was tested prior to use in the pulsed field devVibe. dc
resistance was measured in darkness, and then under a desk lampallyTythe
resistance of a good switch was > 1@Nh darkness, which reduced to about @ k
under the desk lamp. The difference in resistance in darkness and when illdmiaate
generally a good indication of the current pulse amplitude, whexgyer|difference in

the resistance resulted in a larger pulse amplitude. The pojd#uale measured using

a 500 MHz bandwidth oscilloscope was observed to vary between ~1.5V and ~0.5V

for a good and a poor switch respectively.

2.0 1 ]
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Figure 3.6.7 The current pulse profile of the CRS8ick used in experiments presented in Chapter 5.

The signal was measured using a 500 MHz bandwatthlescope.

The duration of the current pulse was limited by the carriemmbmation time
in the photoconductive switttin addition to reflections. The rise time was also limited
by dispersion of different Fourier components of the current pulsenwitld CPS
structure. If the rise time is too slow, the pulsed field maycaaople to high frequency
modes. Despite the lack of control of the current pulse duration,ahtst modes of
interest could be excited for the range of bias fields availsibce the short rise time of

the pulsed field provided sufficient bandwidth.
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The current pulse profile could also be optimised by using the pudkerpb
reduce the repetition rate of the laser beam. For examplegeifeation of the current
pulse due to an impedance mismatch is present in the pulsed fietoe,dg@vimay
interfere with the subsequent current pulse and result in coherenessipfif of the
pulsed magnetic field. Therefore, by reducing the repetititmafithe laser beam the
time between subsequent pump pulses can be increased, which allogiengufme
for any reflections of the current pulse to be attenuated. Fompeain Figure 3.6.7,
four out of every five laser pulses are picked (also see F&j6r8), where the temporal
position of the laser pulses are shown as vertical blue gridlReducing the repetition
rate of the laser beam reduces the average power of the purppoaedoeam. While
the energy of each pump pulse incident upon the photoconductive switelinse
approximately the same, the Kerr signal output from the bridge deteotoluised since
it is an average of fewer probe pulses.

For the pump and probe pulses to arrive at the sample at the saan@uting
the time-resolved scamge. to observe zero time delay, the two pulses must have the
same optical path length during the scan. The probe beam was pkswpa fixed
delay (not shown) between mirrors Mind M, to compensate for the additional optical
path length of the pump beam. After the probe beam was esfl&cm mirror M it
was passed through a polariser so that the direction of theielkeld was well
defined. The probe beam was then expanded using planar-concave densplanar-
convex lens k. The beam diameter was then selected using apertunaridt to
entering the polar Kerr microscope. The polar Kerr microscagepheviously been
described in detail in Section 3.5. The microscope was focused fyausialg two
rack and pinion stages. Coarse focusing was performed usingeao$td0 mm travel
while finer focusing was performed with a stage of 2 mm travel.optimise the focus
of the microscope theaxis of the flexure stage was used, but was limited tan2@f
travel.

At a laser repetition rate of 80 MHz and chopper frequency of 2ddth cycle
of modulation of the pump beam corresponds to 4&plithp and probe pulses. In the
first half of the cycle, 20xf0pump pulses were transmitted through the chopper
window and used to trigger the pulsed field device. In the secondfttaé cycle, the
remaining 20x1®were blocked, and the magnetisation was not excited. All 40x10
corresponding probe pulses entered the bridge detector. Howevethefilgt 20x18
probe pulses carried information of the out-of-plane component of thamiyn

magnetisation. There was no polar Kerr rotation of the 20pidbe pulses of the
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second half of the cycle since the pulsed field device was ggetad when the pump
beam was blocked. The 10 kHz bandwidth of the bridge detector electwascs
insufficient to measure the Kerr rotation of individual probe pulses,nsi¢ad the
average Kerr rotation of many pulses was measured. The Keal siutput from the
bridge detector oscillated at the modulation frequency betwéeiteaKerr voltage and
zero. The lock-in amplifier was used to detect the change iKethesignal using phase
sensitive detection (PSD) with the monitor output from the choppetr@bécs as the
reference frequency. The measured polar Kerr signal at @aehdelay was the
average over a few hundred to a few thousand modulation cycles. Thae is
integration time constant of the lock-in amplifier was typicatl0.5-2 s. The time
constant ) was strongly sample dependent. Continuous films and microscale

elements required. = 0.5-1 s, while microscale arrays requireet 1-2 s or greater.

3.7 Experimental limitations and modifications

In order to enhance the signal-to-noise ratio of the experimemhe s
improvements were made to the set-up and the experimental pracedoré RSKM
measurements, the sources of noise were typically mechanicaglpptielectrical. In
this section | will describe some particular sources of naideoatline the action taken
to eliminate their effect on the measurements. To monitor the,risegative time
delay was set for which the Kerr signal was expected teebe (Figure 3.6.4). The
front panel of the lock-in amplifier was then used to monitor thekpacind” Kerr
signal from the bridge detector. Action was then taken to retheckackground signal
(noise) observed on the front panel. Typicallyvas set to 0.5 s so that the effect of

any action could be readily seen.

Mechanical drift

The performance of the TRSKM was continuously hindered by mesaialrift
and vibration. While it was not possible to completely elimirtagsse mechanical
effects, the extent to which they affected the experiment couldniémised.
Immediately after mounting a sample, the mechanical stagesfaiscoarse positioning
of the sample and focusing of the microscope would exhibit severadmeters of drift

as they relaxed. Non-influencing locks were used ox,th@ndz stages to reduce the
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initial drift of the sample. A similar home made lock was addetthe coarse rack and
pinion stage to reduce the initial drift of the focus. The piezt@testage was used to
track the sample and adjust the focus until the mechanical stageselsxed.
Typically, the initial drift was about 5-10m in the hour following the mounting of a
sample, after which time the drift usually settled. Trackimggosition of the sample,
e.g. an array of area of ~ 4x4n?, was not difficult since the scan range of thandy-
axis of the piezoelectric stage was }1®0. However, the-axis was limited to 2@m
of travel, and therefore it was necessary for the drift of dead to remain within the
limits of the z-axis of the piezoelectric stage. If the drift exceededdinge of thez-
axis, it was necessary to recover the focus by carefullysang the fine rack and
pinion stage and the flexure stage concurrently. The initigl abiild not be avoided,
but it was possible to become familiar with the direction, magdeitand duration of the
drift. The co-ordinates of the piezoelectric stage could thesetygrior to mounting the
sample so that the drift was anticipated and compensated donilidtisation with the
initial drift allowed experiments to begin with minimum loss iofie while correcting
for the initial drift.

Mechanical drift also occurred as a result of thermal expansforthe
microscope and the sample stage throughout the day. Air conditioningse@sn an
attempt to stabilise the room temperature. The magnitude of iftheves about a
few micrometers over a period of one day. Again, familiarisatiitim tlve drift allowed
it to be anticipated and compensated for by setting the appropoiatelicates of the
piezoelectric stage.

The sample was also susceptible to drift as a result of uhent pulse
propagating along the CPS and connecting circuitry. While the puram beas
continuously chopped, the sample remained in mechanical equilibrium. cainibe
understood if the mechanical relaxation time was longer than tbepicty period
(~ 0.5 ms). If the pump beam was continuously blocked the sample wouldullrdt
focus to a new position of mechanical equilibrium. This may be uodersn terms of
a Lorentz force acting on the current pulse electrons as tbpgguate through the CPS
circuitry in the magnetic field of the electromagnet. When thepolbheam was blocked
the current pulse was not triggered. Therefore, the Lorentzdoteey on the electrons
was turned off and the sample would drift out of focus. Unblocking the feam
would trigger the current pulse again so that the Lorentz forceewaged on the

electrons and the sample returned to focus.
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Mechanical vibration

Mechanical vibration of the sample stage resulted in a redugedl-$0-noise
ratio. Several sources of mechanical vibration were identifieceteEhal source®.g.
the chiller for the laser coolant, were isolated by building tkpeement on a
pneumatically isolated optical table.

As described in the previous section, the pump beam was chopped using a
mechanical chopper, the frequency of which was used for PSD. Ascjpamical
vibration of the chopper that resulted in vibration of the sample &ignify reduced
the signal-to-noise ratio since the frequency of the vibration thassame as the
reference frequency for the PSD. To minimise the mecharilwaition of the chopper,
the chopper was isolated from the optical table. The chopper was ohamnéeclamp-
stand that was set on the floor of the lab, while the optical tédeisolated from the
ground using pneumatic isolators.

The stepper motor stage used for the optical time delay alsedanechanical
vibration as it moved. To minimise the influence of the vibration emikasurements,
a sufficiently long settle time was implemented prior to awggidata at a particular
time-delay. Typically,z. was set to 1 s, while the data acquisition software observed a
settle time of 4 s. For a 4 ns time-resolved scan with 400pdéiés, the acquisition
time was 27 minutes.

When measuring patterned sampleg, arrays of sub-micrometer elements,
vibration of the sample became more important than for a continuous filnis is
because the amount of magnetic (elements) and non-magnetic (s)bstedérial
beneath the focused probe spot continuously changes. The instantangosigriatr
therefore continuously changes. Therefore, an average Kerr sigasaberecorded by
setting an appropriate value fag. Typically, z=2s was used in time-resolved
measurements on arrays, which corresponds to an acquisition tl3enuhutes for a
400 data point scan. The mechanical vibration of the sample stegeinimised by
clamping it securely to the optical table. In addition to clamghiegoase of the sample
stage support, a frame was used to clamp the top of the satagpdessipport to the

optical table.

Scattered pump light

As described in the previous section, the intensity of the pumplbaesen was
modulated at a frequency of ~ 2 kHz using a mechanical chopperefdte, it was
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essential that scattered light from the pump beam did not éeteletector. Since the
modulation frequency of the pump beam intensity and the Kerr rotagotharsame,
scattered pump light can significantly reduce the signal-to-mats® of the experiment

if the modulated pump light enters the detector. A lock-in ampta@not differentiate
between the modulated polar Kerr signal and the modulated sigeato scattered
pump light. The technique used to identify sources of scattered pgimpvks to block
the probe beam immediately after B&igure 3.6.2) and monitor the front panel of the
lock-in amplifier. Each optical component of the pump beam, stastiitly the
photoconductive switch, was then systematically blocked using a beam démen
the beam was blocked up-stream of the component causing the, sbhatteackground
signal displayed on the front panel of the lock-in was reduced. Maisé cicatter was
usually from the chopper. Therefore, a screerfFgjure 3.6.2) was placed along the
pump-side of the microscope and detector optics. Also the chopperigrasiado that
the scattered light was directed away from the microscopehantetector and dumped
at screen § Screen Swas placed beside the microscope objective to prevent scattered

pump light from the photoconductive switch entering the microscope objective.

Other optical sources of noise

In static measuremenisg. hysteresis loops measurements, no PSD scheme was
used. Instead the dc Kerr signal from the bridge detectomwasured. In that case
stray light from fluorescence tubes and computer monitors thahadelated at low
frequenciese.g. 50 Hz, were isolated by turning off the lights and setting aogitors
to standby. Furthermore, the experimental set-up was optisalted from the user

equipment by a labyrinth wall.

Electrical noise

A conductor carrying alternating current can transmit edaezagnetic radiation,
while an electromagnetic field can induce an alternating currerd conductor.
Therefore, in the time-resolved experiments it was necessaslyield signal carrying
conductors. Therefore, coaxial cables were used in which the lceomiductor was
shielded by a conducting sheath connected to ground. Electromagmdiition
emitted from a cable carrying a signal at the modulatioquercy could induce

electrical noise at another part of the experiment, partigulbd detector electronics.
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This type of electrical noise significantly reduced the ditmaoise ratio of the
experiment since the noise was at the reference frequemcy fas PSD. It was
particularly important for coaxial cables that carried moewlaignals at 2 kHz to be
isolated from other electronic components. Table 3.7.1 lists the dhbkemay emit
electromagnetic radiation at the reference frequencyeoPSD. The technique used to
identify the sources of electrical noise was similar to fbkatdentifying the sources of
scattered pump light. Firstly, the probe beam is blocked imnedgidefore the
detector so that only electrical signals are detected ancghgespbn the front panel of
the lock-in. It was noted, that the main contribution to the electnioizse was the
pulsed field device. It was likely that the electrical ndisen the pulsed field device
originated from Cable 6, the unshielded open loop parts of the tvpateat the CPS
bond pads (Figure 3.6.5). However, the electrical noise could be miniwisiel the
bias voltage was on. The bias voltage and bridge detector power supeties
carefully positioned at locations in the laboratory where thetrael noise was a
minimum. The bridge detector power supply was placed underneath tbal dogile
and at the opposite end to the detector, while the bias voltage poywply was
positioned about 5 m away from the detector on the opposite side of yhatlabvall
to the experiment. The cables identified in Table 3.7.1 were atggped in Al foil in
an attempt to isolate the cables further. For some cabieable 1, the additional
shielding reduced the background signal, while shielding of other ca&se€able 3
resulted in an increase in the background signal. Thereforal artd error approach to

the additional shielding was adopted.

Cable | Description
1 Bias voltage supply to the pulsed field device
2 Pulsed field device to the oscilloscope
3 Detector power supply to the detector
4 Detector to the lock-in amplifiers
5 Chopper control unit to the lock-in amplifier
6 Open loop of the twisted pair at CPS bond pgds

Table 3.7.1 Cables that may emit electromagneti@ti@n at the reference frequency of the phase

sensitive detection scheme for time-resolved measents.
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3.8 Summary

In summary | have reviewed the origin and different geometries of the magneto-
optical Kerr effect relevant to the experimental techniques used in the experiments
presented in this thesis. | have described in detail how a baanced-photodiode,
polarising bridge detector can be used to measure the polar Kerr effect and detect the
out-of-plane component of the sample magnetisation. The TRSKM was then described
in detail with an outline of the experimental techniques employed. Finaly the
limitations of the TRSKM were discussed in addition to the various actions taken to

improve the signal-to-noise ratio.
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“When there are two quantitie®) andH, such that cyclic variations &f cause cyclic
variations ofM, then if the changes ™ lag behind those dfl, we may say that there
is Hysteresis in the relation ™ to H”. — James Alfred Ewing®’

Chapter 4

Acquisition of vector hysteresis loops from microarrays of

nanomagnets

4.1 Introduction

Magnetometry measurements provide the most direct means by which to
quantify the magnetic parameters of ferromagnetic nano-elements and investigate their
micromagnetic state. Knowledge of the magnetic ground state is a prerequisite for
understanding the spectra of the magnetisation dynamics™, and hence, dynamic
properties such as precessional switching’. Magnetometry studies of nanoscale
elements have previously been performed with a super-conducting quantum interference
device®® and an aternating gradient magnetometer®™. However, arrays of size ~ 1 cm?,
consisting of ~10° elements of length ~100 nm and film thickness ~ 50 nm, were
required to produce adequate signal. The magneto-optical Kerr effect (MOKE) has

073 inter-element

been used to investigate the effect of configurational anisotropy
separation’?, and exchange bias”® within arrays of nanoscale elements that are typically
tens of microns in size. However, isolated microscale samples fabricated by electron
beam lithography and samples integrated with microscae waveguides require a
microscale probe. Such samples are used in timeresolved Kerr microscopy
experiments in which a sub-micrometer optical probe and the polar Kerr effect are used

to detect the out-of-plane component of the magnetisation precession, Chapter 3.
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Details and results of such experiments will be given in Chaptedsand 7. In this
chapter | will present static Kerr magnetometry experimesisg the scanning Kerr
microscope described in Chapter 3. The bridge detector desenb@&hapter 3 was
replaced with a quadrant-photodiode polarising bridge detector (\wadge detector)
that allows hysteresis loops for the two in-plane components of &nepls
magnetisation (parallel and perpendicular to the applied field)dgomeasured
simultaneously using a focused, sub-micrometer optical probe. Tiseireeents have
been successfully performed upon micro-arrays of nanomagnets, whicherbmh
sensitivity due to the low packing fraction of the nanomagnets withen atrrays.
Excellent mechanical stability is also necessary so ligaspot remains focused at the
centre of the array as the magnetic field is ramped up and ddiiale detectors with
vector sensitivity have been used previously to image domain sedétand study
precessional switching within microscale elem&ntseasurements of in-plane vector

hysteresis loops were not reported.

4.2 Experimental and sample details

Experimental details

MOKE measurements were performed with a mode-locked Ti:sappisiee of
785 nm wavelength. A microscope objective of numerical aperture 0.6%isedsto
focus the beam to a diffraction limited spot of ~ 800 nm diameter. midssured Kerr
signal yields the average response of the material withinrd@ed the spot. A three
axis piezoelectric stage was used, firstly, to position tmepka array beneath the
focused laser spot, and secondly, to optimise the focus of the peatme upon the
sample. The reflected beam was collected and re-collimagethd microscope

objective, and sampled using a non-polarising beam-splitting cube.
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Quadrant-

Non-olarising photodiodes
b litt
eamsplittel 450
b ~{p-b

Quadrantphotodiode bridge polarime

(vector bridge detectc

Sampli x40 microscop:
stag S~ objective len

Electromagnet

Flexure stage

Figure 4.2.1 The geometry of the scanning Kerr osicope and the set-up of the quadrant-
photodiode polarising bridge detector (vector beidis shown. The vector bridge is set

at an angle of 45° about optical algib” with respect to optical axesa’.

A vector bridge detector containing a Glan-Thompson polarising Ilsgditter
and two quadrant-photodiode detectors (quad-detectors) was used toentie@uactor
magnetisation, Figure 4.2.1. Two Pacific Silicon Sensor (PSS) qugzhatodiodes
(QP) with integrated sum and difference (SD) amplifiers (hB&S-QP50-6SD) were
used in the vector bridge detector. Each quadrant-photodiode had a tatalf are
50 mnf (50) and a responsivity of 0.55 A/W at a wavelength of 800 nm. It was
important to ensure that the spot size falling upon the quadrant-photodiaddarge
compared to the width of the inactive “gap” between quadrantsmirdAmum and
maximum spot diameter of 1 mm and 7.8 mm respectively is recommédaydéue
manufacturer. Typically, a spot diameter of ~ 6 mm was used 8iecrear aperture of
the microscope objective was 6.5 mm. The integrated sum and difeaemalifiers
were designed and built by Pacific Silicon Sensor. Firstly,ctireent generated by
each photodiode quadra@t was converted to a voltage sigivalusing trans-impedance

amplifiers with a gain of 100. The output signals corresponding to the bond pads
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(Padi) are shown in Table 4.2.1 and were generated by unity-gain sum andrdiéer

amplifiers.

Pad 1 Photodiode bias

Pad 2 V3t+Va)-(V1+Vyo)

Pad 3 V2t Vs3)-(V1+Vy)

Pad 4 V1+Vo+Va+Vy

Pad 5 +15V
Pad 6 Ground
Pad 7 -15V

Table 4.2.1 The table lists the pad designatiortferPSS-QP50-6SD quadrant photodiode sum and
difference amplifier outputs. The voltage signaid/the output of the integrated trans-
impedance amplifier for thé" quadrant. In the vector bridge detector Padsc?3aare
used to measure two orthogonal in-plane comporartse vector magnetisation using
the longitudinal MOKE. Pad 4 is used to measueedit-of-plane component using the
polar MOKE. Pad 4 is also used to measure refiégti Pads 5, 6, and 7 supply power
and a ground reference to the device. Pad 1 wasonoected, but can be used to apply

a bias voltage to the quadrant-photodiode.

The vector bridge detector can be used to measure three orthogoneinents
of the vector magnetisation simultaneously, two in-plane componentdepévl) and
perpendicularNlp) to the applied in-plane field, and an out-of-plane component,].
The detector was mounted on a rotary mount, which allowed the detetterrbtated
about optical axi®-b'. The detector was set at an angle of 45° about opticabdxis
with respect to optical axea’. As described in Chapter 3, the polarising beam-splitter
was oriented so that prior to applying a magnetic field tleettansmitted beams were
of equal intensity, Figure 3.5.3. A changeMn then yields a polar Kerr rotation and
leads to a difference in intensity of the two transmittedrnisea The sum of the four
signals generated by each quadrant is output at Pad 4 of each tpadrde
(Table 4.2.1) and is referred to as the intensity signal of each quad-detector. tiagbtrac
the intensity signals from the two quad-detectors yields a@rdifte signal that is

proportional to the polar Kerr rotation and the polar component of the vector

130



Chapter 4

magnetisation Before the magnetic field was applied, the detector was rotated about
optical axisb-b' until the polar difference signal was zero (nulled). Onceedulhe
intensity of light falling upon the two quad-detectors was equabweder, in the
geometry shown in Figure 4.2.1 the applied field is in-plane. When tltk Viias
reversed, it was assumed that the magnetisation remained in-plEmsefore, no
change in the out-of-plane component of the magnetisation was expected.

E‘p’

x40 microscop:
objective len

Sample array

» My
< >
H

Figure 4.2.2 The geometry of the laser beam focupeoh the sample is shown. When focused, the
linearly polarised beam has infinite planes andemngf incidence. The highlighted ray

paths show planes of incidence where the incidght is p- and s-polarised.

Typically, the longitudinal Kerr rotation is similar for p- asgbolarised light at
an angle of incidence of ~ 45°, while at normal incidence the Keriomtaanishes,
Figure 3.4.2. Therefore, an objective lens with a high numericaluapervas chosen

since a large cone angle was necessary for sensitivityettongitudinal Kerr effect.

“ The principle of detection of the polar MOKE ugithe vector bridge is the same as that described i
Chapter 3.
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The cone of rays focused onto the sample was divided into four parts, which enabled the
longitudinal Kerr rotation from the two in-plane components of the vector
magnetisation to be measured as shown in Figure 4.2.2. In order toMjgrimEam
halves&+d) - (b+c)and p+c) - (a+d) are used, whild is sensed using beam
halves 4+b) - (c+d) and €+d) - (a+b). For a particular magnetisation
component, the Kerr rotation induced on opposite halves of the refleciacBbeaqual
in magnitude and opposite in sign. After transmission through the pujgbsam-
splitter, the changes in the intensity of the different halveshefbeam must be
separately sampled and combined since they would cancel if the full bessampled.
Therefore, the quad-detectors with integrated amplifiers veep@red, firstly to isolate
and amplify the signals from the different quadrants of the beadh,sacondly, to
perform particular sum and difference operations on the signalsi@n to recover the

in-plane components of the vector magnetisation.

Sample x40 microscope Non-polariging
array objective lens beam-splitter

Incident beam and reflected beam E

‘h er Q4 Q2’ Q3
‘v Quadrant-
photodiode 1

Figure 4.2.3 Ray tracings are shown for two raysnfropposite halves of the probe beam that are
sensitive toM,. Inset are schematic illustrations of the operatf the Glan-Thompson
polarising beam splitter. The intensity shiftof the electric field component parallel to
the transmission axis (TA) for each transmittednbés shown for each half of quadrant-
photodiode 1 and 2.
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In Figures 4.2.3 and 4.2.4 ray tracings of the vector-resolved Kerosoope
are shown. In Figure 4.2.3, two rays of opposite sides of the lager frepagate in
the horizontal plane of incidence of the microscope objective lens.shasn in
Figure 4.2.2, the plane of incidence of each ray forms the longitu€ienageometry in
which each ray is sensitive M. Similarly, in Figure 4.2.4, two rays propagate in the
vertical plane of incidence forming the longitudinal Kerr geoyngtiwhich each ray is
sensitive taVio. The important feature of Figures 4.2.3 and 4.2.4 is the projection of the
halves of the beam sensitive My andMp (as identified in Figure 4.2.2) onto the two
quadrant-photodiode detectors. The quad-detector outputs at Pad 2 and 3 an& shown
Table 4.2.1. It is clear from the quadrant combinations that the outpatshe
differences of signals generated from opposite halves of the quad-defEotvefore, it
is important that the quad-detectors are aligned so that theodi\nstween opposite
halves of the quadrant-photodiode are parallel or perpendicular to thedapeld H.
In that way the Kerr rotation of opposite halves of the beam showigumeM.2.2 can

be measured.

Sample x40 microscope Non-polarising
array objective lens Incident beam and reflected beam beam-splitter

M, > .

/ Quadrant-
H photodiode 2

Quadrant-photodiode 1
Glan-Thompson polarising Q. Q, Qs Q

beam-splitter

Quadrant-photodiode 2
QQ Qs Q

Quadrant-

+Dy
photodiode 1 ]

E k.

&
e = TA

Figure 4.2.4 Ray tracings are shown for two raysnfropposite halves of the probe beam that are
sensitive toMp. Inset are schematic illustrations of the operatif the Glan-Thompson
polarising beam splitter. The intensity shiftof the electric field component parallel to
the transmission axis (TA) for each transmittednbés shown for each half of quadrant-
photodiode 1 and 2.
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In order to sens®l; andMp, the correct combination of signal outputs at Pad 2
and 3 of each quad-detector must be calculated. Figures 4.2.3 and 4.2.4lstravy ar
Kerr rotations due tM andM for two rays of the beam reflected from the sample. As
in Chapter 3, the Kerr rotation will be discussed from the perspeatittee detector,

i.e. looking upstream, opposite to the direction of beam propagation. Figure 4.2.3
and 4.2.4 reveal the particular halves of the quadrant-photodiodes that teemnsijise

to M andMg fall upon. Inset are schematics of the operation of the polatisam-
splitter. The polarising beam-splitter allows a selected polansastate €.9. p-
polarised) to be transmitted and continue along the original beaatidn, while the
orthogonal polarisation state.q. s-polarised) is reflected and exits the prism along an
optical axis that is oriented 45° from the original beam directids. described in
Section 3.5, the beam-splitting polariser is rotated 45° about opticalbdoki with
respect to optical axia-a' so that the two transmitted beams are of equal intensity
before applying a magnetic field. The intensity of the elecleld of the two
transmitted beams prior to applying a magnetic field is tﬁensz(%) =Y.

Now consider what happens when a magnetic field is applied. umeHg2.3
for the two rays shown, the Kerr rotatia is proportional toM;, but is equal and
opposite in opposite halves of the beam. The intensity of the eléeld that falls

upon the opposite halves€, and Q+Qs of quadrant-photodiode 1 is

| gue0, 0 COS (% -0, ) (4.2.1)
and

lo..o. D cOS (7% +®, ) (4.2.2)

Qo*+Q3

respectively, where @ =1,2,3,4) are the quadrant labels according te th
specifications supplied by the manufacturer. Syl the intensity that falls upon

opposite halves of quadrant-photodiode 2 is

IQ1+Q4 D COSZ(%+¢K)’ (423)
and

lo.o. D cog(7 -, ) (4.2.4)

Qo*+Q3

respectively. Using a trigonometric identity foos@ + £), Equation 4.2.1 may be

written as
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|0, O [cod7) Bod@, ) +sin(7) Bin(a, )] 2, (4.2.5)
where @ is typically small so that Equation 4.2.5 may béten as

1.1 ?
lguo O ——+—0@, | . (4.2.6)
Ql Q4 { 2 2 K}

Expanding the square and neglecting second ordas @ @& gives

1+ 25,
QtQq 2 ’

| (4.2.7)

Similarly for Equation 4.2.2, we obtain

1-20,

I Q,+Q5 2

(4.2.8)

Table 4.2.1 shows that the quad-detector signglubwat Pad 3 is proportional to the
difference signal\(>+V3)-(V1+V,). For quad-detector 1 (QD1), such an operatietdyi

1-20, 1+29
[(V2+V3)_(V1+V4)] QDlD 2 T +2 €=

-20, (4.2.9)

where @ is proportional taV}. A similar analysis of quad-detector 2 yields

[V, +V,) (v, +V,)] o, D 20 1222

QD2 2 > £ = 20, , (4.2.10)

which has opposite sign to Equation 4.2.9. Theuusignal at Pad 2 of each quad-
detector has a magnitude proportional @|2since the Kerr rotation is measured using
two rays on opposite sides of the beam. In contaasonventional longitudinal MOKE
geometry uses a single ray (or equivalently, be&myre 3.4.1.

The outputs of the vector bridge detector aredisteTable 4.2.2. Outputs 1-7
are used for the alignment of the detector. Ini@dar, Pad 2 and 3 of each quad-
detector are used to align (centre) the quadraoteplindes with the transmitted beams
from the polarising beam-splitter. Pad 4 of eashdydetector and their difference are
then used to align the polarising beam-splittet=®tso that the intensity of light falling
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upon quadrant-photodiodes 1 and 2 is equal. Measamts of reflectivity are made by
summing outputs at Pad 4 of both quad-detectorsr nkeasurements of the vector
magnetisation components! Mg, andM,) the listed combinations of Pads 2, 3 and 4

at outputs 7-9 are used.

1 (Pad 2)p1 Alignment of quadrant-photodiode 1
2 (Pad 2yp> Alignment of quadrant-photodiode 2
3 (Pad 3)p1 Alignment of quadrant-photodiode 1
4 (Pad 3)p2 Alignment of quadrant-photodiode 2
5 (Pad 49p1 Alignment of the polarising beam-splitter
6 (Pad 49p2 Alignment of the polarising beam-splitter

7 | (Pad 4gp2— (Pad 49p1 | Alignment of the polarising beam-splitt

(D
—_

Polar MOKE (M,) measurements

8 | (Pad 32— (Pad 3jp1 | Longitudinal MOKE ;) measurements

9 | (Pad 2yp2+ (Pad 2p1 | Longitudinal MOKE M) measurements

10| (Pad 4)p2+ (Pad 4¢p1 Reflectivity measurements

Table 4.2.2 The table lists all ten outputs of tleetor bridge detector and their corresponding

experimental function.

The pad combinations listed in Table 4.2.2 for atdp/-9 are advantageous for
two reasons. Firstly, the Kerr rotation signallveié a factor of two larg8t than if a
single quad-detector was used. Secondly, anysittenoise of the laser beam can be
rejected by the difference operation, which is mfteferred to as common mode
rejectior?’. In the case of detecting, (as shown in Figure 4.2.3) a difference amplifier

was used to perform the following operation

(Pad3) -(Pad3)

QD2

04, . (4.2.11)

QD1

where the output signal is a factor of two lardert the individual output signals from

Pad 3 of quad-detectors 1 and 2
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A similar analysis for the rays shown in Figure.4,2vhich form a plane of
incidence parallel tV, is shown in Appendix 1. The only subtle diffezenn the
analysis is due to the configuration of quad-dete2twithin the vector bridge detector.
For the convenience of making electrical connestitanthe bond pads, quad-detector 2
is rotated 180° with respect to quad-detector lufmide-down), which can be seen in
Figure 4.2.4 (and 4.2.3). Consider quadrant-photiedhalf Q+Q, of quad-detector 1
and 2. It is clear from Figure 4.2.4(inset) tHe thange in intensityl is of the same
sign for each quad-detector. Subtracting the $sgimam Pad 2 of each quad-detector
would yield no magneto-optical signal. The correaimbination of the quad-detector

outputs at Pad 2 is in fact their sum.

Sample details

Measurements were made upon single microscale etemand arrays of
nanoscale elements. The samples (wafer referemcdar A87) were fabricated by
Dr Jeffrey Childressand Dr Jordan Katine The arrays were square, with length
~4m, and consisted of square elements of length(agpay 124(30), 236(77),
428(17) and 637(25) nm, while the single squarenetgs had lengths of 2, 4, 6 and
10um. The elements and arrays were formed from a OTAJBAI,O3(10 A)/
CosoFe0(40 A)/NiggFer(108 A)/Ta(100 A) film sputtered onto a Si wafedgvatterned
by electron beam lithography and ion milling. T&ample had a similar composition to
the free layer of a hard-disk read-head s€ns@r continuous film coupon reference
sample (coupon reference number SA0522D) was cositep onto a"Lldiameter glass
substrate. The Al layer was oxidised in & 500 mTorr for 15 minutes. A uniaxial
anisotropy was induced in the sheet material big #@nealing prior to fabrication of
the elements.

Scanning electron microscopy (SEM) images of tlrayar were acquired by
Dr Andrew Murray . The SEM images are shown in Figure 4.2.5. igdr2.5(h) to
(j) clearly show that element edge roughness anddiog of element corners become
more significant as the element size is reducetbmRhe SEM images the radius of

rounding was found to be ~ 15 nm for all elemer¢si

Hitachi Global Storage Technologies, San Josed&ehk Center, 3403 Yerba Buena Road, San Jose,
California 95135
School of Physics, University of Exeter, StocRead, Exeter, EX4 4QL

137



Figure 4.2.5

Chapter 4

(9)

()

Scanning electron microscopy (SEM) gesa of arrays of square elements of
length(separation) 637(25), 428(17), 236(77), 1ax¢hd 70(37) nm are shown in (a)
to (e) respectively. SEM images of arrays of 68Velements with separation 236 nm
and 688 nm are shown in (f) and (g) respectivélifie length of the black bar in each
image is 2um. SEM images with higher magnification are shdanthe 236, 124,
and 70 nm elements in (h) to (j) respectively. Téwmgth of the white bar in each
image is 300 nm. The higher magnification imadearty show that the element edge
roughness and rounding of element corners becante mignificant as the element
size was reduced. Measurements of vector hystelesps from the array of 70 nm

elements were unsuccessful.
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4.3 Results and Discussion

Prior to the magnetometry experiments it was necessary ioeetisat the
measured signals output from the vector bridge detector were poopbrto the Kerr
rotation, and hence, the in-plane components of the vector magnetisatioto this
both in-plane magnetic signals were measured as a functidre gfolarisation of the
incident laser beam. A quarter waveplate was inserted into tiee paser beam
upstream of the non-polarising beam-splitting cube and the linearsgolailhe quarter
waveplate was set so that the beam was approximately ciycpdarised so that the
intensity of the beam transmitted by the polariser was appetgly constant. For the
M, signal, half of the beam was blocked vertically so that onl @inthe two rays
shown in Figure 4.2.3 entered the detector. Similarly fomMhsignal, half of the beam
was blocked horizontally. Blocking half of the beam resulted in thatlatigal Kerr
geometry shown in Figure 3.4.1 to be set up beneath the microscope objeBtive
rotating the polariser the linearity of each in-plane sigma polarisation rotation, and
henceM; andMg, could be established.

In Figure 4.3.1 the in-plane signals are shown as a function of thespolari
angle. The important features are the linear regions nelae ngles of 176° and 356°
for which the electric fieldE (or polarisation) of the probe beam is respectively parallel
and perpendicular to the applied magnetic field. These are alpoltreser angles at
which the two transmitted beams from the polarising beam-sghttiéere vector bridge
detector are of equal intensity. The Kerr rotatigh is typically small
(~ 10 millidegrees). Therefore, in the region about the polarigge af 176° or 356°,
the in-plane signals can be assumed to be linearly proportiongk,tand henceM
andMp.

In the following, the labelling convention of Figure 4.2.2 is used to desitrgbe
halves of the beam beneath the microscope objective that are sendujvandM; and
that produce the presented hysteresis loops. This is more dtaigint than tracing
the rays back to particular halves of the quadrant-photodiodes imetiter bridge
detector in Figures 4.2.3 and 4.2.4.
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Figure 4.3.1 Outputs of the vector bridge detectzed to detect the in-plane components of the

vector magnetisation, are shown as a function tdriger angle. A quarter waveplate
was used upstream of the polariser so that theasitteof the probe laser beam was

almost constant as the polariser was rotated.

Figure 4.3.2 show$/,, and M hysteresis loops acquired simultaneously from

the continuous film reference coupon. The loops demonstrate the sucdessttion

of the components of the vector magnetisation parallel and perpemdicihe applied

field. The magnetic field was applied parallel to the hard #otisvhich the sample

magnetisation is expected to exhibit a coherent rotation whdreltieés reversed. The

M loop (Figure 4.3.2(a)), sensed with the halves of the beanb) - (c+d) and

(c+d) - (a+b), and theMp loop (Figure 4.3.2(b)), sensed with the halves of the beam

(a+d) - (b+c) and p+c) - (a+d), have the form predicted by the Stoner-
Wohlfarth model>. When the sample and applied field are rotated throughvag,
instead sensed bya¢d) - (b+c), while My is sensed bya(+b) - (c+d).

Figures 4.3.2(c) and (d) show that tll¢ and M loops obtained with the orthogonal

halves of the beam are now swapped over, conclusively demonstratihgwto

orthogonal in-plane components of the vector magnetisation are detethe slight

differences in the loop shape fdvl, in Figures 4.3.2(a) and (c), anMg in
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Figures 4.3.2(b) and (d), are attributed to a slight change iraltgement of the
reflected probe beam on the quadrant-photodiodes when the sammppdied field
are rotated through 90°. T loops were found to be in good agreement with those
obtained from inductive looper measurements made upon the reference coupon (not

shown).

H

Hard axis
@;l @ Hard axis

G+0) < P+2)
P+9) < (g+v)

Kerr rotation / Arb. units

P+0) < 0+9
©+q9 <~ @P+v)

40 20 0 20 40 40 20 0 20 40

Magnetic field / Oe

Figure 4.3.2  Hard axisM, (a) andMg (b) hysteresis loops are shown for the contindiburs The M|,
(c) andMg (d) loops are sensed by orthogonal halves ofdbadsed laser beam (cartoon
inset right) when the sample akhtlare rotated through 9Qcartoon inset top). While
the loops are normalised here, the height oMhdoops was found to be ~ 80% of the
height of theM, loops.

While the hysteresis loops in Figure 4.3.2 are normalised, the heigkie(r
rotation) of theMp loops was found to be ~ 80% of the height of Mydoops. In the
case of coherent rotation the height of BMeloop is expected to be the same asMie
loop as the magnetisation rotates through 90° with respect tappiied field. This
suggests that in the continuous film reference coupon, the magpatiga almost
coherent as it switches when the applied field is reversed.

Figure 4.3.3 show$/,, and M hysteresis loops acquired simultaneously from
the 10um element with the magnetic field applied parallel to they eaml hard axis

directions. The easy axM loop is sensed by beam hadf{d) -~ (b +c) and has a
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square shape typical of an easy axis loop (Figure 4.3.3(b)). Byeaas My loop
sensed by beam hala¢b) - (c+d) reveal spikes that are correlated with the
switching field in theM,; loop (Figure 4.3.3(a)). When the field is applied parallel to the
hard axis (Figure 4.3.3(c) and (d))};, and My loops with shape similar to those in
Figure 4.3.2(c) and (d) are obtained respectively. However, theakardbops for the
10 m element have larger saturation and coercive fields. Thisbmasttributed to

dipolar fields and pinning sites associated with the edge roughness of thaeteleme
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Figure 4.3.3  Easy and hard axi®, and M hysteresis loops are shown for a/0 single square
element. Easy and hard ai loops are sensed by orthogonal halves of the &tus
laser beam (cartoon inset right) whehis rotated through 90(cartoon inset top)
While the loops are normalised here, the heighheMy loops was found to be ~ 40%
of the height of thé, loops.

While the hysteresis loops in Figure 4.3.3 are normalised, the it M
loops was found to be ~40% of the height of Meloops. This suggests that the
magnetisation is not switching by coherent rotation, for whicthéight of theM; and
Mg loops are expected to be the same. Instead, narrow magnetic slowitdinength
parallel to the easy axis and perpendicular to the applied fielg exist when the field
is applied along the hard a¥ls Within adjacent domains, the magnetisation can rotate

in opposite directions as the applied field is reversed, thus redhengetMy signal if
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more than one domain is present in the region of the focused prabe bBipolar
fields and pinning sites associated with element edge roughngdeadao pinning of
the domain walls and an increase in the saturation and coerdde fiBiscrete jumps
(indicated by arrows) are well correlated betweerMpandMp loops and may suggest
the occurrence of the de-pinning and propagation of a domain wall throughikihe
micron region of the focused probe beam.

Figure 4.3.4 shows easy and hard aishysteresis loops acquired from the
single elements and element arrays. MeasuMblsignals were obtained from the four
largest single elements only (shown only for theuftOelement in Figure 4.3.3). For
the arrays of smaller elementd; signals were not clearly observed. This may be
attributed to opposite magnetisation reversal within different elementstsbehesetVi
signal vanishes in the region of the focused probe beam. The loopsiia #i§.4 were

obtained in the same manner askhgoops of the 1um element. The loops shown in

(a)Easy axis (a+d) — (b+¢) (b) Hard axis (¢+b) — (c+d)

(b+te) = (atd (c+d) = (a+bh)
16 T I T I T I T I T I T T I T I T I T I T I T
n 14 124 nm
% 12 236 nm
e 10 428 nm
< | ]
= 8 637 nm
2 y
B O 2 um
+~ ] i
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:‘ 4 4 um
= i _
L
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0 10 gm
_2 T l T l T l T l T l T T l T l T I T ' T l T
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Figure 4.3.4 M easy (a) and hard (b) axis hysteresis loops foglathents. For the 637 nm element,
loops were acquired from two arrays with elementasation of 25 nm (black filled
squares) and 234 nm (red open circles). SEM imadjethe arrays are shown in

Figures 4.2.5(a) and (f) respectively.
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Figure 4.3.4(a) reveal a non-monotonic increase in coercive field fro@elih the
10 um single element to 170 Oe in the 124 nm element array. A change frigher
coercive field in the 2m single element to a lower coercive field in the 637 nm
element array is observed, as shown for the easy axis loopsuire Bi§.5. A similar
change is observed for the hard axis loops (Figure 4.3.4(b)). One stakinge of the
loops obtained from the nanoscale elements in arrays is that {resstfahe easy and
hard axis loops are very similar, while for the single elem#rgre remain significant
differences between the loop shapes. For example, the easy arakisardmanent
magnetisation for the 10m element is ~100% and ~ 60% respectively, while the
remanence for the 124 nm element is ~ 60% for both anisotropy #&xethermore,
asymmetric switching events are seen for the hard axis mupsed from the three
largest elements, while the five smallest elements exhibjtmanetric hysteresis loop
shape. In addition, the loops obtained for the easy axis are symfoetall elements
measured, further demonstrating a greater similarity betwasy and hard axis loop
shapes for the smaller elements than for the larger elements.

1754 u B Nanoscale clement arrays

150 - —e— Single microscale elements i

125 - .
100 - .

50~ -
25 . \._,f
0 ——————— ———————
0.1 1 10

Coercive field / Oe

Element size / ym

Figure 4.3.5 Evolution of the measured coercivéd fief easy axidV loops as the element size is

reduced.

As previously discussed, the similarity in the height ofMyeandMg hard axis
loops acquired from the continuous film (Figure 4.3.2) indicate cohevtaiton of the

magnetisation as the applied field is swept. For the simyteoscale elements, the
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asymmetric switching events seen for the hard axis loogsirg-#4.3.4), in addition to
the reducedV signal, suggest that the magnetisation reverses via the mnoc)eade-
pinning, and propagation of domain walls. As described in Section 2.10, simgmi
the dipolar (magnetostatic) and domain wall (exchange) energge®the potential for
the nucleation of domain walls in smaller elements. Therefoeesudden reduction in
coercive field between 2m and 637 nm, and the similarity of the easy and hard axis
loop shapes, may indicate a transition from domain wall motion to ineheotation
of a non-uniform single domain state (Figure 2.10.5). Alternativlby,réduction in
coercive field may be an effect of inter-element dipolar interactiotsnithe arrays.

There are many factors that can affect the hysteresis dbape. As just
mentioned, inter-element dipolar interactions within arrays aamfgiantly modify the
loop shape with respect to the single element, for example bgingdthe coercive
field. Figure 4.2.5(a) and (f) show SEM images of two arrays of 63&lements with
an element edge-to-edge separation of 25 nm and 234 nm respectivéligure 4.3.4
for the 637 nm element, the loop shown by filled black squares was aténoime the
array with smaller element separation, while the loop shown dypen circles was
obtained from the array with larger element separation. The legsalrthat the
coercive field increases with increased element separatibDmerefore, the sudden
reduction in coercive field betweergy# and 637 nm in Figure 4.3.5 may be attributed
to inter-element dipolar interactions.

The similarity of the easy and hard axis hysteresis loop sfmapeanoscale
elements in arrays may be attributed to similar non-unifonglesidomain states when
the magnetic field is applied along orthogonal edges of theeelm In Figure 4.3.6
simulated hysteresis loops and magnetisation configurationbi@ne or a single 236
nm element. In Figures 4.3.6(a) and (b) the magnetic field iseappfarallel and
perpendicular to the uniaxial anisotropy easy axis direction rixgplgc In each case
the magnetic field was applied 4° from the edge of the elemenmtler to stabilise the
S-state before the applied field was reversed. One strikingréeaf the simulated
loops in Figures 4.3.6(a) and (b) is the similarity of the loop shapehwhas also
observed experimentally (Figure 4.3.4). While the nearest-neighbour adipol
interactions are not modeled for the single element, some instghthe switching of
the nanoscale elements by incoherent rotation can be gainedhovs experimentally
for the 637 nm element, the dipolar interactions significantly atteetcoercive and
switching fields. Therefore, the agreement of the coercivewitching fields between

the simulated and experimental loops was expected to be poor. lomddidge
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roughness was omitted from the model, while rounding of the eleroemers (with

radius ~ 15 nm) was included.
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Figure 4.3.6 Simulated hysteresis loops and magat&in configurations for a single 236 nm
element. In (a) and (b) the magnetic field is suplparallel and perpendicular to the
uniaxial anisotropy easy axis direction respecgivelhe images of the magnetisation
configurations (inset) reveal that the magnetisaiwitches via a series of non-uniform
single domain states as the applied field is reagersiIn (a) and (b) the grayscale
representdVy and M, normalised toMs = 838 emu/crh respectively. In (a) and (b),
white(black) represent My and M,(—M, and -M,) respectively. In each case the
magnetic field was applied 4° from the edge ofdlement in order to stabilise the S-

state before the applied field was reversed.

While the agreement of the coercive and switching fields is plershape of
the experimental and simulated loops is similar. In Figure 4.3.4, for the 236 nm element
easy axis loop fromH- direction, the magnetisation begins to switch at ~ 0 Oe, but then
enters a metastable state at ~ 50 Oe before switching tevbesed stable state at
~ 125 Oe where it saturates in the direction at ~ 200 Oe. In Figure 4.3.6 for the easy

axis loop from H saturation, the magnetisation switches to a metastable state a
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~ 150 Oe before switching again to a stable state at ~ 300 Oalreddy discussed, the
switching fields of the simulated loop are in poor agreement withxperimental loop.
However, the general features of the experimental loops aredigg@d in the
simulations, which was also found for the 637, 428, and 124 nm elements.

In order to understand the similarity of the loop shape for tledivections of
the applied field, magnetisation configurations of the elementshosvn for four
different points on the loops in Figures 4.3.6(a) and (b). The maapnmtis
configuration at remanence, following saturation at +1.5 kOe pheadtl perpendicular
to the easy axis direction, is shown in the top-left image of €igL8.6(a) and (b)
respectively. In the images in Figure 4.3.6(a) and (b) thesgasg/ representdl, and
My normalised toMs = 838 emu/crh respectively (white(black) represenMy and
+Mx(—My and -M,) respectively). It is clear that the magnetisation caméigon in each
case is the non-uniform single domain S-state (Figure 2.10.5(c)). Mdowike S-state
configurations are different when the field is applied paraltel perpendicular to the
easy axis direction. In each case the magnetisation isgbdcaihe applied field except
in the narrow regions along the edges of the element perpendities applied field.
As the field is reversed the magnetisation switches into tastable S-state
(Figures 4.3.6(a) and (b), bottom-left image). As the field is revetsedpagnetisation
along the edges of the element rotates slightly, while the msagten at the center of
the element rotates significantly. As the field is @ased further in the reversed
direction, the magnetisation switches along all edges of thmealeresulting in a
stabilised S-state. The reversed S-state is shown at receafiégures 4.3.6(a) and (b),
bottom-right image). As the field is reversed to the origohatction, similar non-
uniform switching of the magnetisation can be seen (Figures 4.3r&{gpp top-right
image).

The difference between the easy and hard axis behavior may bedddttber
by pinning of the magnetisation at edge defects, which occurs irrespefcthesapplied
field direction. This effect is more significant in the smstlelements. The random
occurrence of the defects may also lead to the observed slahtihg experimental
hysteresis loops. The slanting may result from a distributiewit€hing fields present
in the ensemble of elements in the region of the focused probe beawevét,
switching field distributions have also been attributed to a distoibudif intrinsic
anisotropy within arrays of nanoscale elements rather tharcdsibn related effects
such as element edge roughrigssFurther measurements are required to isolate the
effects of these different mechanisms, but are beyond the scope of this thesis.
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4.4 Summary

In summary, hysteresis loops of the vector magnetisation have been obtained
from continuous sheet material, individual microscale square elements, and 4 1m arrays
of nanoscale square elements using a scanning Kerr microscope of sub-micrometer
spatial resolution equipped with a vector bridge detector. The measurements on sheet
material have demonstrated that two orthogonal in-plane components of the vector
magnetisation are sensed, and that the corresponding hysteresis loops can be measured
simultaneously. A comparison of experimental loops obtained from different element
sizes has revealed an increase in the coercive field as the element size was reduced in
addition to a greater similarity between the easy and hard axis loop shape. However,
loops for two arrays of 637 nm elements with different element separation have
revealed that the coercive and switching fields are sensitive to inter-element dipolar
interactions.  Micromagnetic simulations of hysteresis loops and magnetisation
configurations within a single 236 nm element have reveded that the magnetisation
switches via a series of non-uniform single domain states. When the magnetic field was
applied along different edges of the element, the simulated magnetisation configurations
revealed that the incoherent switching mechanisms were similar, which lead to a similar
hysteresis loop shape for each field direction. Since the simulations were performed for
single nanoscale elements, the trends in coercive field seen for the experimental loops
obtained from arrays of nanoscale elements could not be fully interpreted. Indeed the
acquisition of the hysteresis loop is often a prerequisite for understanding the high
frequency response of micro- and nanoscale magnetic elements.  This work
demonstrates that a scanning Kerr microscope equipped with a vector bridge detector is

apowerful tool for the characterisation of nanomagnet arrays of very small area.
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“Simple it may be, but not ineffectual; rude, but not crude”.Rev. John Kerr's
response to the claim that his apparatus was comparatively simpleeffectual when
he was presented with the Royal Médal

Chapter 5

Use of microscale coplanar striplines with indium tin oxide

windows in optical ferromagnetic resonance measurements

5.1 Introduction

Techniques such as optical ferromagnetic resonance ENfRjand pulsed
inductive microwave magnetomeffyhave been developed to study the magnetisation
dynamics of thin films and micrometer scale magnetic elemekxtsicroscale coplanar
stripline (CPS) or waveguide structure is used to deliver a pulagdetic field to the
sample. In optical FMR the local magnetisation dynamicssansed with a delayed
optical probe pulse via the magneto-optical Kerr effect (MOKR)order to experience
a significant pulsed magnetic field, the sample must be brontghtiose contact with
the CPS, which can be achieved by depositing the sample dire¢tytlom CPS.
However, this is only feasible if the sample growth is insensitivehe substrate
conditions. Wider application of the technique requires that measurebemade on
samples deposited on arbitrary substrates. In Reference 79, BMRaineasurements
were made on spin valve structures fabricated on opaque substsaigsa CPS
fabricated on a transparent substrate. Because of the esbtogtical access,
measurements could only be made between the tracks of tha.€R8th an out-of-
plane pulsed magnetic field. However, measurements with an in{plésed field are
advantageous in some cases because of the stronger response a@miile s
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magnetisation, and are essential if precessional switchiteghis observed® In this
chapter | will present results of experiments performed usihgbaid Au/indium tin
oxide (ITO, InOx/SNG,) CPS device fabricated on a transparent substrate. The device
allows optical FMR measurements to be performed on magnetiplesamgrown on
arbitrary substrates with both out-of-plane and in-plane pulsed mafjekitc The use

of the hybrid CPS is demonstrated in the magnetic characianisaita 25 nm thick
permalloy film grown upon a Si substrate. The response of thiesisample is also
used to characterise the spatial profile of the pulsed madreticabove the plane of

the CPS.

5.2 Sample and experimental details

Sample details

The sample was fabricated by Dr. Sam Ladak permalloy (Ni:Feo) film was
deposited onto a thermally oxidised Si[100] /S{000 nm) wafer by dc magnetron
sputtering from a base pressure of 5%T@rr. A protective 20 nm thick layer of ADs
was deposited by rf sputtering. A bias magnetic field of 150 &eapplied during the
growth to induce a uniaxial magnetic anisotropy. For a prelimiclayacterisation of
the sample, hysteresis loops were acquired in the longitudinal M§@kEetry (Figure
3.4.1) using a HeNe continuous wave laser. It was found that the pegrfiiallthad a
uniaxial anisotropy field of 6 Oe.

The hybrid Au/ITO CPS device was fabricated by Dr. JamietScof quartz
plate was pre-coated with a thin film of ITO (150 nm) of ~ 95% parency and
measured sheet resistance of €B6quare. Photoresist was spun onto the plate and
patterned so as to form an etch mask with a track width and sepat30um. The
unwanted ITO was removed by dry etching in a methane/hydrogemalésr
13 minutes at a pressure of 11 mTorr. After removal of the remaiesigf, a layer of
fresh resist was spun onto the plate. The new resist waseelxgog developed so as to
leave the full length of the CPS structure exposed apart frBfxa0um? region half
way along each track. Next a Ti (30 nm)/Au (150 nm) bilayer was degasnd the

remaining resist lifted off. Each track was 3 mm long withG f@sistance of about

School of Physics, University of Exeter, StocRead, Exeter, EX4 4QL
Department of Physics and Astronomy, Universftaasgow, Glasgow, G12 8QQ
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70Q and had a Au-free window of g width at its center. Using Reference 65 the
characteristic impedance was estimated to be aboufQ20Figure 5.2.1 shows an
intensity image of an ITO window obtained by scanning the sampkabie the focused
laser beam. The ITO window sections can be clearly seen forttaaks. The bias
field H was applied parallel to the CPS, while the pulsed fig{t) varied from out of
plane either side of the CPS track, to in-plane above the tracks.

Position / ym

Figure 5.2.1 An optical micrograph showing a hybNd/ITO coplanar stripline (CPS) track. The
dark grey background seen between the tracks amdigh the ITO window is the
continuous permalloy (Py) film. Time-resolved ma&&snents were obtained with the
probe focused between the CPS tracks (a), througHTtO window (b), and at Bm
intervals along the white arrow. The inset sché&sathow the orientation of the bias
field H and the pulsed fieltd(t).

Experimental details

The CPS structure was placed face down onto the sample, and the pump-probe
measurements were performed at a wavelength of 790 nm usingmiveesolved
scanning Kerr microscope described in Chapter 3. An opticallyd gateent pulse
generated a pulsed magnetic field around the tracks of the teiR&ie, after which it
was absorbed in two 47 surface mount resistors placed at the end of the tracks.

Figure 5.2.2 shows the temporal current profile. In order to avoid pveirlide current
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pulse with weaker delayed reflections from the preceding putee,ptlse-picker
(Section 3.6) was used to attenuate four out of every five lasexspul§he vertical
gridlines indicate temporal separation of pump laser pulses. Thglicated shape is
ascribed to multiple reflections of the current pulse from impeglanismatches within

the CPS and connecting circuitry.

3.0
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Time / ns

Figure 5.2.2 The complicated temporal profile o tburrent pulse in the CPS device. Vertical
gridlines indicate temporal separation of pumprgasdses. A commercially available
pulse picker was used to attenuate four of eveny faser pulses. An exponential fit
(red curve) of the falling edge of the current puis used to estimate the pulse
amplitude, correcting for the limited bandwidth (580IHz) of the oscilloscope.

The probe beam was expanded by a factor of ten, and a microsgepive of
numerical aperture of 0.25 was used to focus the probe through thaubR&te (and
ITO windows) to a diffraction limited spot of aboutu8 diameter on the sample
surface. A scanning translation stage was used to positiopdhatdifferent positions
upon the surface of the sample. The out-of-plane component of the madgmeisa
was probed by means of the polar Kerr effect, using a polarisidgebdetector. The
measured Kerr signal was typically about 0.1-0.5 mdeg. An in-fd&e magnetic

field H of variable amplitude wasapplied parallel to the tracks during the
measurements.
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5.3 Results and discussion

Figure5.3.1(a) shows typica time-resolved Kerr signals obtained from the
regions of the sample that were subject to an in-plane pulsed field, by probing through
the ITO window. Figure 5.3.1(b) shows the fast Fourier transform (FFT) power spectra
calculated from the time-resolved signals. The mode frequencies were extracted by
fitting the spectra to a Lorentzian function, and are plotted in Figure 5.3.2 as a function
of the bias field strength. The figure also shows the mode frequencies calculated in a
similar manner from time-resolved signals measured between the tracks of the CPS
structure where the pulsed field lies perpendicular to the plane. In each case the pulsed
field was perpendicular to the bias field, and so was not expected to affect the frequency
of the uniform mode precession. The frequencies measured in these two configurations

are seen to agree very well.
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Figure5.3.1 Typical time-resolved Kerr signals (open circles) and corresponding simulations (red
line) obtained by probing through the ITO window for six different bias fields are shown
in (8. A linear background has been subtracted from the signals. Fast Fourier

transforms of the experimental signalsin (a) are shown in (b).
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Figure 5.3.2 Dependence of frequency upon the applied magnetic field for time-resolved signals
obtained by probing through the ITO window (filled squares) and between the ITO

sections of the CPS (open circles).

Although the signals acquired at different positions appear similar in the
frequency domain, they differ in the time domain. Figure 5.3.3 shows time-resolved
Kerr signals obtained at 5 pm intervals across the CPS structure, as shown by the white
arrow in Figure 5.2.1. Between the ITO sections of the tracks the pulsed field lies out-
of-plane, whereas above the ITO window the pulsed field liesin the plane. Outside the
tracks the pulsed field cants out-of-plane in the opposite direction to that between the
tracks. Between these three configurations there is a gradual variation of the pulsed
field orientation. The change of pulsed field orientation results in a variation of the
initial torque exerted on the sample across the CPS. This leads to a variation in the
phase of the time-resolved signals measured at different positions. The phase shift is
illustrated in Figure 5.3.3 by the green symbols drawn through the first positive peak of
each signal.
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Figure5.3.3 Time-resolved Kerr signals measured at various positions across the CPS track
(symbols) with corresponding simulations (red curves). The signals from top to bottom
correspond to positions at 5 4m intervals along the arrow shown in Figure 5.2.1. The

green symbolsillustrate the change in phase between the different signals.

In order to confirm our interpretation of the experimental results, macrospin
simulations®® of the magnetisation dynamics of the sample at different positions under
the CPS were performed. The Landau-Lifshitz equation® was solved in the small angle

approximation” to obtain the following expression for the frequency w of the uniform

mode
2K
o7 = | Hoosg 2ol )|
° (5.3.1)
>{Hcosqa+ 2|\;<“ 0052(40— @ )+ 47M S}

where ), K, and Mg are the gyromagnetic ratio, uniaxial anisotropy constant and
magnetisation, respectively. The angles gand ¢ are the angles subtended by the static
magnetisation and uniaxia anisotropy axis with the applied field. The dependence of
the frequency upon the bias field strength was first fitted to Equation 5.3.1 in the quasi-
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alignment approximation, which assumes that the static magnetisation of the sample lies
paralel to the bias field. The fitting is shown by the red curve in Figure 5.3.2.
Assuming a value of 2 for the g-factor and using the measured value of the anisotropy
field, a value of 770 emu/cm? was extracted for the magnetisation, which lies close to
the bulk value®® of 800 emu/cm?® for permalloy (NigoFex). The blue curve shows a
macrospin simulation of the field dependence of the frequency in which the static
orientation of the sample magnetisation was calculated using the steepest descent
method. The curves are in good agreement, justifying the assumption of quasi-
alignment made in the fitting. The extracted magnetic parameters were used to simulate
the shape of the time-resolved signals for different values of the bias magnetic field and
for different positions of the probe spot on the sample surface, as shown in
Figures 5.3.1(a) and 5.3.3, respectively. The simulated dynamics of M, shown by the
curves in Figure 5.3.1(a) reproduce the reduction of frequency and the increased
amplitude of the uniform mode as the applied field strength is decreased. The pulsed
field was assumed to rise to its peak value after 60 ps. The in-plane and out-of-plane
components of the pulsed field were calculated by integration of the Biot-Savart law
over two strips of uniform current density with dimensions equal to those of the CPS
tracks.

As mentioned in Section 3.6 the assumption of uniform current density within
the CPS tracks is an approximation, but does allow a reasonable estimate of the
components of the pulsed magnetic field across the CPS to be calculated. Since the
magnetisation dynamics investigated in this thesis are in the limit of small amplitude
precession, pulsed fields of only a few Oersted are sufficient for the excitation of the
sample magnetisation. In the limit that hy(t) << H, an estimate of the pulsed field
components is sufficient. Therefore, knowledge of the particular current density within
the CPS is not essential in order to successfully ssimulate the experimentally acquired
time-resolved signalsin Figures 5.3.1 and 5.3.3.

In order to estimate the peak value of the current pulse propagating along the
CPS tracks, the voltage drop across one of the surface mount resistors was measured
with a 500 MHz bandwidth oscilloscope (Figure 3.6.5). To account for the finite
bandwidth of the instrument the decay of the pulse profile in Figure 5.2.2 was fitted to
an exponentia function, which yields arelaxation time of 5.1 ns. The peak voltage was
taken to be the value of this exponential function at the time that the measured signal
initially rose to 50% of its maximum value. An estimated peak current value
of 31.4 mA was obtained using this method. The magnetic field was calculated for
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heights above the CPS in the range of 0.5to 50 gm. The best agreement between the
phase and amplitude of the measured and simulated signals at different positions across
the CPS structure was obtained for an assumed separation of 30 zm between the sample
and CPS. At this separation the magnitude of the in-plane and out-of-plane pulsed field
at the sample position was estimated to be 1.5 and 2.0 Oe, respectively. The good
agreement between experiment and simulation confirmed that the orientation of the
pulsed field varied between parallel and perpendicular with respect to the plane of the
sample, as shown in Figure 5.3.4. Since the orientation of the pulsed field varies across
the CPS track the initial torque on the sample magnetisation will vary. This causes the
magnetisation to be deflected in different directions at different positions across the
track. Therefore, the measured M, will appear delayed when the magnetisation initialy

moves in-plane prior to canting out-of-plane.
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Figure5.3.4 The calculated spatial profile of the in-plane and out-of-plane components of the pulsed
magnetic field across the CPS are shown for a track-sample separation of 30 pm.

54 Summary

In summary, it was demonstrated that a hybrid Au/ITO CPS alows
magnetisation dynamics to be studied in a sample fabricated on an opaque substrate,
following excitation by either an in-plane or an out-of-plane pulsed magnetic field. It
was shown that a phase shift exists in the time-resolved Kerr signals obtained at
different positions across the ITO window. Macrospin simulations confirm the
variation of the pulsed field between the out-of-plane and in-plane configurations.
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“...thus magnetic force and light were proved to have relations to eaehn.oT his fact
will most likely prove exceedingly fertile, and of great valuehm investigation of
conditions of nature force’= Faraday’s laboratory notebodk

Chapter 6

Time-resolved investigation of magnetisation dynamics of
arrays of non-ellipsoidal nanomagnets with a non-uniform

ground state

6.1 Introduction

In this chapter a comprehensive study of the magnetisation dymaiarrays
of non-ellipsoidal nanomagnets will be presented. It was descrifgelction 2.10 how
it becomes energetically favourable for small samples to mssésa single magnetic
domain, and that the magnetisation and demagnetising field withimtjle domain is
generally non-uniform. As shown in Section 2.17 the internal magiiedticin finite
sized non-ellipsoidal magnetic elements is non-uniform, which introdadesional
complexity into the character of the observed magnetisationmdgsa For example,
the non-uniform demagnetising field may lead to the spatial conéinenand
quantisation of spin wave modes on the nano5tck&’*%8° For thin film elements
where the magnetisation lies in-plane, the magnitude of the statplane
demagnetising field and the non-uniformity of the total effectigll facting upon the
magnetisation increases when the element aspect ratidtHsizeess) is reducéd
This results in a richer mode spectrum and hence in a lessmmifagnetic response to
a pulsed magnetic field, which can be directly imaged in the afasecrometer sized

magnetic elements®> The dominant role of the long range magneto-dipole interaction
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in the phenomena observed so far makes their analytical descriptiqicaded, and
generally requires numerical solution of integro-differential #&qna. However, the
interpretation of the magnetisation dynamics in non-ellipsoidal exiesmat finite bias
field values becomes even more involved and challenging since it isnhptthe
effective internal magnetic field, but also the static magabn that is non-uniform.
This has led to the development and successful use of numericahahgoto simulate
the spatial dependence and temporal evolution of the magnetisatiamidgnin thin
film magnetic element&

In References 11 and 85, ~ 2.5 nm thick square nanomagnets of length less than
200 nm were studied. A novel dynamical regime was observed in which the regponse t
a uniform pulsed magnetic field was dominated by non-uniform precessmodes
localised near the edges of the elements perpendicular to théodire€ the bias
field**®® (Figure 2.17.3). Micromagnetic simulations of magnetisation dycsrini
thicker elements revealed the possible existence of a great#er of modes of a more
complicated charactéy and also suggested that the exact ground state of the
magnetisation in the nano-elements might be the key factor inndeteg their
dynamical properties.

In order to explore the effect of the magnetic ground state upomdue
spectrum of nano-elements in more detail, measurements (preserited chapter)
were performed on a set of samples that are similar in cotigposhape and lateral
size to those in References 11 and 85, but have about five times ¢ptatdrickness.
Hence, the elements are characterised by a greater normutyfoof the static
magnetisation and the total effective field within the elemeitwas found that the
precessional mode spectra vary in a discontinuous and complicatezhfashihe bias
magnetic field is reduced. Good agreement may be obtained bdtveeexperimental
spectra and those obtained from micromagnetic simulations whenltheirfigi features
are included in the simulations. Firstly, imperfections of ele@nshape are included in
the simulations. Secondly, model arrays of 3x3 elements areedtsdi that the
magnetic environment of the centre element is correctly rneatdelThird, the static
magnetisation state of all elements in the model asaaiefully prepared by applying
a similar bias field history to the model arrays as in the experimenthraé factors are
found to be important in correctly reproducing the experimental spaatralltimately
understanding the evolution of the spatial character of modes extitddments of

different size and at different values of the bias field.

159



Chapter 6

Despite the agreement between the experimental and simulatettlasybe
assignment of the mode character becomes far less cleantttendase of the thinner
elements in Reference 11. In particular, it was found that idhelywadopted concept of
the spin wave potential wéll (Section 2.17) does not always correctly describe the
observed behaviour. A general feature of the results presenthi$ ichapter is the
occurrence of a crossover from a quasi-uniform excitation that osctifgemajority of
the element volume to a regime that is dominated by several naadddy localised
near the element edges that lie perpendicular to the bids fiéle transition is found to
be mediated by the increasingly non-uniform static magnetsatt low bias field
values, and by the associated non-uniformity of the total effeaglee throughout the
element. This new feature of the magnetisation dynamics in lhpseelal nano-
elements is exhibited for all elements sizes as the &b i reduced and has not
previously been reported. Furthermore, it was found that the freggeotimodes
belonging to the lower frequency branch are very sensitive to themfurm ground
state. Indeed, from our measurements, it was possible to infeh¢helements studied
here occupy the S-state. The experimental spectra also teat#ie lower frequency
branch exhibits significant broadening of the linewidth, particulatow bias fields
and/or small element sizes.

The increased thickness, the associated enhanced stray dipgdlaarié more
non-uniform magnetisation are also known to result in a strongeractten of
magnetic elements within arrdy8’. The interaction has manifested itself before as
extrinsic configurational anisotropy’?and as correlated switching of individual nano-
elements within arrayé It has also been shown to lead to the splitting of normal
modes of individual circular elements of 200 nm diameter within ay avith 50 nm
inter-element edge-to-edge separation The splitting has been interpreted as the
formation of collective spin wave modes within the arfay3he simulations presented
in this chapter suggest that the increased linewidth of the lin@guency modes
observed in the experiments may be associated with the presetiwsefcollective

modes.
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6.2 Sample and experimental details

The samples (wafer reference number A87) were fabricayedrbJeffrey
Childress and Dr Jordan Katine The arrays were square, with length znd and
consisted of square elements of length (separation) 637 (25), 428 (17), 236 (77),
124 (30), and 70 (37) nm. Vector hysteresis loops acquired from these havagy
already been presented in Chapter 4. The arrays were formed &om
Ta(50 A)/ALO3(10 A)/CasFexn(40 A)/NigsFer(108 A)/Ta(100 A) film sputtered onto a
Si wafer and patterned by electron beam lithography and ion millihg sample had a
similar composition to the free layer of a hard disk read heasbé. The Al layer was
oxidised in @ at 500 mTorr for 15 minutes. Uniaxial anisotropy was induced in the
sheet material by field annealing prior to the post-deposition &baication. In order
to perform pump-probe measurements, a coplanar stripline (CPS)stounsf two
300 nm thick Au transmission lines with width and separation @in3Owas fabricated
either side of the arrays parallel to the field annealing tiimec As described in
Section 3.6 a pulsed magnetic field was optically triggered inGQR& device by
connecting a GaAs(substrate)/Au(300 nm) photoconductive switch to onef déhd
CPS, while applying a bias voltage of ~ 20 V to the other end. A rompesobjective
of numerical aperture 0.65 (x40) was used to focus the probe beardiffoaetion
limited spot with a sub-micrometer diameter. The out-of-planepooent of the
dynamic magnetisation was detected by measuring the polarrétation using the
polarising bridge detector described in Section 3.5. The measuneal sigs an
average response from an ensemble of elements at the certiee afay within the
probed region. The amplitude of the measured Kerr rotation waslty@Edaw tens of
microdegrees. A static bias magnetic field was appliechénplane of the sample
parallel to the field annealing direction and the tracks of tiy@istr structure. The bias
field was set by reducing the field from a value of 1.5 kOe thatXaeeded the
saturation field observed in the in-plane hysteresis loops showrgureF4.3.4 that
were acquired from these arrays using vector Kerr magnetdthg@hapter 4).

An optical micrograph obtained by scanning the sample beneath theedocus
laser beam is shown in Figure 6.2.1(a). The arrays are seeeebethe two (white)
tracks of the CPS device. The different greyscale intensitthefdifferent arrays
corresponds to different packing fractions. Figure 6.2.1(b) shows ihdatetl profile

Hitachi Global Storage Technologies, San Jose#&tek Center, 3403 Yerba Buena Road, San Jose,
California 95135
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of the in-plane and out-of-plane components of the pulsed magnetic fietdilsDof the
calculation are given in Chapter 5 and Reference 100. Assuncungest of 64 mA of
uniform density in the cross-section of the striplines, the caionlaevealed that the
out-of-plane pulsed magnetic field was uniform to within 0.4% over tha af the
array. Figure 6.2.1(c) shows a scanning electron microscop#) (Btage of the array
of 236 nm square elements with a packing fraction of ~ 56%. Frorm#gej one can
see that the elements have slightly rounded corners. The Skgésnof the studied
elements were used to determine the radius of rounding of threiers and the inter-
element separations. Figure 6.2.1(d) shows a 3x3 model arragothesponds to the
SEM image in Figure 6.2.1(c) and represents one of those used nmdieenagnetic
simulations. The inset in Figure 6.2.1(a) shows the coordinate sysedin the

analysis and the direction of the bias field

—O— In-plane
—O— Qut-of-plane

Maanetic field / O

40 230 20 <10 0 10 20 30 40
Position /um

Figure 6.2.1 An optical micrograph of the samplshiswn in (a). In (b) the calculated profile oéth
in-plane (open-squares) and out-of-plane (openesyccomponents of the pulsed
magnetic field is shown. In (c) an SEM image theyaof 236 nm square elements is
shown (a higher magnification image is shown inuFég4.2.5(h)). In (d) a 3x3 model
array used in micromagnetic simulations is shovorresponding to the SEM image

in (c). The insetin (a) shows the coordinateeystised in this chapter.
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Figure 6.2.2 The dependence of the uniform modgufacy on the bias field magnitude (red and
black symbols and curves), and on the bias fieientation (blue symbols and curves)
for a 10 m square element. Black squares and red diamdmus the experimental
frequencies when the bias field was applied aldwgeasy and hard axes respective
Blue open circles show experimental frequenciesaafunction of the bias field
orientation when the bias field magnitude was 280 Ohe corresponding curves are

least squares fits to the macrospin model in tlasigalignment approximation.

A continuous film reference sample was co-deposited onto a 1" diagiass
substrate (coupon reference number SA0522D). Vibrating sample moagtiet
(VSM) measurements made upon reference samples with diffetagerbthickness
revealed that 12.1 A of the dFer, layer was lost due to inter-diffusion with the Ta
capping layer. From the VSM measurements the saturation magnetisatiorre of t
CosoFerp and NigFe, were deduced to be 1445 and 585 emtyaespectively. The
layers were strongly exchanged coupled, therefore the bilayecavessdered to be a
single layer with thickness of 13.6 nm, which is equal to the sum dffittlaness of the
constituent layers after accounting for the effect of therdiffasion. The
magnetisation of the bilayer was taken to be 838 enfy/the volume-weighted
average of the individual layer saturation magnetisations. &@lyido References 11
and 85, time-resolved measurements were made upon a co-deposited stare.
The precessional frequency of the uniform mode for each biasvii@s obtained by

calculating the fast Fourier transform (FFT) power spectiof each time-resolved
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signal. Figure 6.2.2 shows the frequency data as a function of thitebdagalue, and
bias field orientation. The uniaxial anisotropy (9450+677 erd/cemd surface
anisotropy (-0.491+0.018 erg/Grparameters of the patterned material were extracted
by fitting the frequency versus bias field data to a macrosmdel in the quasi-
alignment approximation. The value of tpdactor was assumed be 2.1. The easy axis
was found to be canted by aboGtfdlom the direction of the striplines. The material
parameters deduced here were used in micromagnetic simulationis,amdidescribed
later. The validity of the assumption of quasi-alignment wadiegrby performing
dynamical macrospin simulations in which the ground state or sta¢iotation of the

magnetisation was determined using the steepest descent method.

6.3 Details of numerical simulations

The size of an individual element within the arrays was smidéar the spatial
resolution of the experiment. Therefore, micromagnetic simulatimange been
performed for all samples studied experimentally using the dDbferiented
Micromagnetic Framewofk (OOMMF). Particular attention has been given to
imperfections in the shape, magnetic environment and ground state elethents.
Magnetostatic dipolar interactions with the nearest neighboutemgeats are more
significant in the thicker (13.6 nm) elements than for the previoustjiest™®° thinner
(2.5 nm) elements due to the increased magnetic charge on the eledyast
perpendicular to the bias field. To account for any modificationse@lement ground
state and splitting of the excited modes due to interelememadtittns, 3x3 model
arrays of square elements were generated. Details of elesimmt edge-to-edge
separation, element imperfection, and specifically the radius of mgrafi element
corners were determined from the SEM images and used to conbkeutibdel array
used in the simulations. The radius of rounding of element cornerdowad to
be 15 nm for all elements sizes.

For each bias field two stages of numerical simulation wer@npeed. In the
first stage the ground state of the magnetisation was caldutatevhich the energy of
the magnetic system was minimised. The magnetisation Yee®dequickly by setting
the damping constant of the simulated material to 0.5. The exchargjardég, was
set to 13x10 erg/cm. To acquire the static state of the magnetisationntathods

were investigated. In the first method the static statecht las field was prepared by
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allowing the magnetisation to relax from the uniform state hisxmhethod the bias field
was applied along the-direction. In the second method, for the bias field of 1 kOe
only, the static state was also prepared by relaxing thaetiagtion from the uniform
state. However, subsequent static states at bias field Jaksethan 1 kOe were then
prepared by relaxing the magnetisation from the static state obtaithedpaievious bias
field value. In the second method the bias field was applied 4°themdirection,
parallel to the uniaxial easy axis, so that all elementsimvihe model array would have
the same static magnetisation state.

It is known that OOMMF favors the flow&ror X-state due to the assumption of
zero temperatufe However, the S-stafecan be stabilised at finite temperatresve
have also found that rounding of the element corners can promote the*€istsome
elements (Figure 6.3.1(a)). Schematic representations of tweseniform single
domain states are shown in Figure 2.10.5. Canting the bias field loytAe istatic
simulation stabilised the S-state in the majority of elem@htre 6.3.1(b)). When a
bias field of 1 kOe was canted from thelirection by an angle of less than 4°, it was
found that different elements within the array could acquire differstatic
magnetisation states. In Figure 6.3.1 the results of the sedustatic state of the 3x3
model arrays are shown for bias field values of 1 kOe and 770 Oe fowvdheethods
previously outlined. Figure 6.3.1(a) shows the results of the first chetblaxing from
the uniform state, while Figure 6.3.1(b) shows results of the secetttbd) relaxing
from the static state obtained at the previous bias field vatug clear from the images
that the static states obtained using the two methods areeditffedn particular in
Figure 6.3.1(a), for a bias field of 1 kOe, five elements arkarC-state (including the
centre element) and four elements are in the S-state. AD&1Be ground states of the
elements surrounding the centre element are unchanged, whileritie element is
now in the S-state. Furthermore, as the bias field was reduwsad/#0 to 590 Oe (not
shown) the static state of a corner element was found to chamgeufr S- to a C-state.
Such irregular changes in the static state were seeti felement sizes and make the
interpretation of the mode spectra and spatial character \fécyldi In Figure 6.3.1(b)
at bias fields of 1 kOe and 770 Oe, canting the bias field 4° fiemdirection has led
to all elements occupying the S-state. It was expectedf thihielements occupied the
same static state, then the interpretation of the mode spadispatial character would
be more readily understood. Hence, the second method was used ttesihaikstatic

state for all element sizes. In the experiments, the biaswis not intentionally canted
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with respect to the-direction, although one should expect some misalignment of a few

degrees to occur.

M, / 838 emu-cif

770 Oe

Figure 6.3.1 The static magnetisation states of @w8el arrays of 236 nm elements simulated for
bias field values of 1 kOe and 770 Oe. The grajescepresents the component of
magnetisation that is parallel to thedirection (M,) normalised to the saturation
magnetisation 838 emu/ém The white and black shades represelt, and -M,,
respectively. The green background representsnmagnetic regions. In (a) the static
state at each bias field (applied parallel to xkexis) was prepared by allowing the
magnetisation to relax from the uniform state. (b the static state at a bias field of
1 kOe (applied 4° from theaxis) was prepared by relaxing the magnetisatiomfthe
uniform state. Subsequently, the static state7at @e was prepared by relaxing the
magnetisation from the state at 1 kOe.

The second stage of the micromagnetic simulations was toaal¢he dynamic
response of the magnetisation of the model arrays to a uniform plare-pulsed
magnetic field. As in Reference 11, the pulsed magnetic tdisdd in the simulations
was assumed to have a rise time of 40 ps, a decay time coon$t2ms, and a

magnitude of 15 Oe. The damping parametergafattor were assumed to have values
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of 0.01 and 2.1 respectively. Again, the exchange condtanvas set to 13x10
erg/cm. For the centre element within the model array, theesteareighbour
environment was expected to be a good approximation to that of elamémsnterior
of the real arrays. Therefore, the average time-resolggbonse of only the centre
element was compared with that obtained experimentally.

To determine the spatial character of the excited modes, shmdghe modes
were generated from the simulated time-resolved data as fiereRee 94. The
magnetisation at each time delay was recorded as a visttbmfap. For each pixel, a
time-resolved trace was generated from the out-of-plane compookenthe
magnetisation. Calculating the FFT of the time-resolved ti@ceach pixel revealed
the Fourier components that were excited in a particular pixel. The calcEREiewere
then used to reconstruct images of the magnitude and phase afynlenical
magnetisation. Thus for each mode previously identified from tAespEctra obtained
from the average response of the centre element, a correspOiRdinger image” was
calculated showing the spatial profile of the magnitude and phasiee adynamical
magnetisation. For clarity, the images of the FFT magnituel@@malised to 75% of
the maximum value of the magnitude in the centre element. Ee® ¢packground of
the Fourier images represents non-magnetic material.

Prior to performing an extensive series of micromagrséticilations, the model
to be used to simulate the experimental spectra was investigiigdre 6.3.2 shows
the experimental (a), and simulated spectra of (b) the cdetreert of the 3x3 model
array of elements with rounded element corners (shown in Figuredj)2(t] a single
element from that array, (d) the centre element of a 38y afrperfect squares, and (e)
a single perfect square are compared. The simulations weoenpedf for an element
size of 236 nm at a bias field of 590 Oe applied 4° fromxt&ection. The static
magnetisation of all of the simulated elements was found to beSistate. The
spectrum for the single perfect square element (Figure 6.8r2(&als poor agreement
with the experimental spectrum with a lower frequency peak alth@dtiz below the
experimental peak. While the spectrum of the single elemeht neitnded corners
(Figure 6.3.2(c)) was in better agreement with experiment, th@senw splitting of the
simulated peak to support the large linewidth observed experimentlilg spectrum
of the rounded square array (Figure 6.3.2(b)) was found to agree regsoplblith
the experimental spectra. In addition, reasonable agreemenbwas lhetween the

experimental spectrum and the spectrum of the perfect square arrag @@2(d)).
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Figure 6.3.2 The experimental (a) and simulatedtspef (b) the centre element of the 3x3 model
array of elements with rounded element cornerswsho Figure 6.2.1(d)), (c) a single
element from that array, (d) the centre elemerat 8k3 array of perfect squares, and (e)
a single perfect square are shown. The simulatisese performed for a 236 nm
element with a bias field of 590 Oe applied 4° frohe x-direction. The static
magnetisation of all the simulated elements wasidow be in the S-state. It is clear
from the simulated spectra that both imperfectiomselement shape and different

magnetic environments give rise to very differgpectra.

Therefore, we conclude that simulations using 3x3 model arraysegrered to
reproduce the experimental spectrum. Additional splitting of thbehignd lower
frequency modes was observed in the spectrum for the perfece sgueay, but was not
observed in the array of elements with rounded corners. Also theeelseight of
different modes within the spectrum of the rounded square arrayfavad to match
that of the experimental spectrum better than the spectrum pktfect square array.
Therefore, the array of elements with rounded corners was &dor simulations of
the experimental spectra. The simulations in Figure 6.3.2 alszalesl that the
frequencies of the higher frequency modes were less sertbitimehose of the lower
frequency modes to the edge conditions of the mioeefounding of element corners
and nearest neighbour magnetostatic interactions. This wasedidm a ~ 2 GHz
variation in frequency of the lower frequency modes between theretitf models,
while the variation in frequency of the higher frequency mode wag ol GHz.
Indeed, Fourier images (to be presented and discussed later)) tteateshe lower

frequency modes are associated with edge regions of the elemindiet,the higher
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frequency modes are associated with the centre region of the elementeimegt with

the conclusions of Reference 12.

6.4 Results and discussion

Time-resolved signals

Figure 6.4.1(a) shows a typical time-resolved signal measwadthe 236 nm
element array at a bias field of 270 Oe. Time-resolved datallfetement sizes and
bias fields can be seen in Appendix 2. The oscillations due to thaetrsgion
precession are superimposed on a slowly varying background due to antraosief-
plane canting of the magnetisation which follows the temporal erofilthe pulsed

300 .‘..v....v...-(a)

—o— Signal and background
= Background only
—o— Signal only

Kerr rotation /udeg

-50 T T T T T T T T \
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0.8+
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FFT power / Arb. units

Frequency / G+

Figure 6.4.1 A typical raw time-resolved signah@iwith squares), the slowly varying background
(solid line), and the signal with the backgroundtsacted (line with circles) are shown
in (a) for the array of 236 nm elements at a bialgl fof 270 Oe. In (b) the FFT power

spectra of the traces in (a) are shown.
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magnetic field. This temporal profile was determined frormaigy measured at a bias
field of ~ 1.5 kOe, at which no significant oscillatory response was\axte To isolate
the oscillatory part of the signal, this background was subtréctedthe time-resolved
signals measured at lower field valthts Figure 6.4.1(b) shows the FFT spectra
calculated from the time-resolved signals in Figure 6.4.1(a). p€hks in the spectra
calculated from firstly the raw signal, and secondly the semal with the background
subtracted, agree well for frequencies greater than about 5.5 GHez.batkground

subtraction extends the range of observable frequencies down to about 1 GHz.

Sze dependence

First the dependence of the mode character upon the elemeht wiae
considered. FFT spectra calculated from the measured and sintilate-resolved
signals are shown in Figure 6.4.2 for two values of the bias figld K®&e, and
(b) 150 Oe. At the bias field value of 1 kOe, the dependence of the exptifRET
spectra upon the size of the elements closely resembles thatesbse Reference 11.
As the element size is reduced from 637 to 236 nm, the frequency of the dominant mode
initially increases. At an element size of 124 nm, two modes are cleamnlynsieeth the
experimental and simulated data. The “higher frequency mode” cositihedrend of
increasing frequency as the element size is reduced, howeber 124 nm element its
spectral power is reduced. The “lower frequency mode” is sepafietm the higher
frequency mode by about 5 GHz in the experimental spectra andidiasy sigher
spectral power. The frequency of the lower frequency mode itiegaases as the
element size is reduced further. The behaviour is qualitatregdyoduced by the
simulated spectra. The spectra show a crossover in mode infensity element size
of about 124 nm, while for thinner elements (2.5 nm) in Reference 11 the croassve
observed to occur at the larger element size of about 220 nm. IrefRefdrl, the
crossover was interpreted in terms of the relative size ofdémeagnetised regions
within elements with quasi-uniform static magnetisation. The of the demagnetised
regions is expected to increase as the thickness of the eleimentseased and the
aspect ratio reduced. Therefore, one would expect the crossovecur at a greater
rather than smaller element size for the thicker elemerssistudy when compared to
those of Reference 11. However exactly the opposite trend is ofbserve
Figure 6.4.2(a) with the crossover occurring at a smaller elesmsmtfor the thicker
elements. This suggests that the spatial distribution of thegietising field is not the
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dominant factor that determines the character of the excitedsmdde assumption of
uniform static magnetisation may also be incorrect. Indeed,nthgnetisation is
expected to be less uniform in the thicker elements. Alterngtitred discrepancy may
provide evidence for an increased magneto-dipole interaction betle®ents as the

elements become thicker.
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Figure 6.4.2 The dependence of the mode frequepon the element size is shown for bias field
values of 1 kOe (a) and 150 Oe (b). The shadectrsp@ere obtained experimentally,
while simulated spectra are shown with a solid eurf¥or each element size, the spatial
distribution of the fast Fourier transform magn#éudf the modes in the simulated
spectra are shown in the inset Fourier images.a Atas field of 1 kOe, a significant
change in the experimental and simulated spectads as the element size is reduced
below 236 nm. The Fourier images reveal that tienges are due to a change in the
mode character form a mode that occupies the myjairthe volume of the element, to
a mode that is localised near to the edges ofldmaents perpendicular to the bias field.
The differences in the spectra at 1 kOe and 150eVeal that the change in mode

character has a strong field dependence.
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As in Reference 11, the simulated images of Fourier magnrexal that
modes from the higher frequency branch occupy the majority oélémaent volume
(“centre modes”), while the modes of the lower frequency brancloeaksed near the
edges of the element that are perpendicular to the direction of abefibid (“edge
modes”). All modes are non-uniform throughout the elements due to thkséoc
nature of the modes, particularly for the edge modes of the loegudncy branch.
Non-uniformity of the centre modes from the higher frequency brancar®dn the
direction of the bias field, as was previously observed in Refetfghcén Reference 12
a backward-volume type mode was introduced, since the effective veter is
parallel to the magnetisation. The non-uniformity arises becheseentre mode and
backward volume type mode have similar frequencies and finite lifewidhd
therefore cannot be completely resolved. Also for the thnegeda elements non-
uniformity exists in the direction orthogonal to the bias fielthatedges of the element
that are perpendicular to the bias field.

At the bias field of 150 Oe, the behaviour is remarkably differenthat at
1 kOe. Again, the simulations reproduce the experimental dataadaly, which
allows us to use them to discuss the spatial character of thevetbseodes. The
modes do not fall into the classification used in References 11 anddl2nathe
previous paragraph. At 150 Oe, only the 637 nm element supports a centre ithode w
spectral power that is greater than all other excited modesiever, a lower frequency
mode is observed with spectral power of about 50% of that of theeqeotte. In the
image of the lower frequency mode the regions of high amplitude appée tilted
relative to, and detached from the element edges that liengkepkar to the bias field.
We will refer to these modes as “detached-edge modes”. Wieerlément size is
reduced to 428 nm we see that the mode with greatest spectral lpasver similar
spatial character to the lower frequency mode of the 637 nm elembigt is again the
case in the 236 nm element. Thus at 150 Oe we observe the size depessener in
mode spatial character between element sizes of 637 and 428 nm. iSompérthe
size dependent crossover in Figure 6.4.2 at 1 kOe and 150 Oe indicates aistsong
field dependence of this general feature of the dynamical behasiown-ellipsoidal
nanomagnets. As the element size decreases we again seesand in the frequency
of the excited modes. However, at 124 nm the spatial character d@értiaant mode
appears to be somewhat different to that of the modes seen argbe élements. We
interpret the modified spatial profile of the mode to be the reduhe two detached
edge modes (as seen in the element size of 236 nm) mergihg aentre of the
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element. The dominant mode frequency is observed to be reduced by &hidatas
the element size is reduced from 124 nm to 70 nm, which might beativdicof a
transition of the static magnetisation state from an S-statea leaf-stat&.
Consequently, the high amplitude regions have migrated to the edgles efement
perpendicular to the bias field and slightly towards opposite diagonagrs where the
effective field may be slightly reduced.

So far the modes shown in the Fourier images of Figure 6.4.2 have been
classified as centre, edge, or detached-edge modes. Howéveticlear from Figure
6.4.2 how the mode character evolved as the bias field was reduced. k@e to
150 Oe. In light of the clear field dependence of the mode spa@ahater, it is
necessary to investigate and understand the evolution of the modé¢ cpat@ter as
the bias field is changed. Reducing the bias field for a p&atielement size allows
one to study the effect of the evolution of the static magtietisatotal effective
magnetic field, and interelement dipolar coupling. The increased ntoruity of the
magnetic ground state in individual elements and/or the increatezection between
elements within the arrays will be shown to be important contributmtise evolution
of mode spatial character.

In order to understand the evolution of the spatial character, imagt of
ground state magnetisation have been simulated. Figure 6.4.3 shoges iofathe
static magnetisation state of the centre element of the ®xi@lrarrays, for all element
sizes and bias field values. The grey scale repreSgnt®rmalised to 838 emu/ém
where white and black represeniy#and My respectively. At 1 kOe and for all
element sizes the magnetisation was nearly saturated, buttedhatures of the S-
state where the magnetisation near the edges of the elepeepé&ndicular to the bias
field was slightly canted towards tladirection. Canting of the bias field 4° from the
direction has stabilised the S-state in the centre eleamehthe surrounding nearest
neighbouring elements (not shown) for almost all element sizebiasdield values.
At 150 Oe, all elements are seen to be in the S-state. Thesmeveal that a transition
from a non-uniform S-state to a similar, but more uniform lestfsbccurs between
element sizes of 124 and 70 nm and bias fields of 75 and 0 Oe. Furtheionadhe
3x3 array of 70 nm elements, one of the corner elements acquiresstiage Gnot
shown) for bias fields of 770 Oe and below. Further canting of thdibidgo 5° may
eliminate this, however one corner element in the C-state hasimal effect on the

behaviour of the centre element so further simulations were not performed.
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Figure 6.4.3 The simulated static magnetisatiotestavithin the centre element of 3x3 model arrays
are shown. The grey scale represévifsnormalised tdVi = 838 emu/cr) where white

and black representM; and M, respectively. The green background represents non
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magnetic regions. The bias field was applied dffthex-direction in order to stabilise

the S-state.

As in Reference 11, the linewidth of the experimental spectréhéoarray of
70 nm elements at a bias field of 1 kOe is noticeably greatertti@nn the larger
elements. The simulations suggest that this may be due tolsex@tad modes with
frequencies between 5 and 8 GHz that may not have been resolvedekpénenent.
In line with this interpretation, the linewidth of the experimersiaéctra measured at
150 Oe is increased for all element sizes, which is echodaeigitulations by the
excitation of multiple “satellite” peaks around the main spepiak albeit with rather
small spectral power. At the same time, the failure to veshle modes experimentally
should be attributed to the random nature of edge defects and rounditemene
corners that give rise to inhomogeneous broadening due to variations within yi& arra

To verify this assumption, we performed micromagnetic simaratifor nine

isolated elements (not shown). Each element had different edgéiam)dwhich
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included random defects and rounding of corners. The nominal lengih pine
elements was 236 nm. A bias field of 590 Oe was applied 4° fromdimection for
which the static magnetisation of all elements was found to gdtig S-state. The
simulations support the interpretation of the inhomogeneous broadeninding vieat
slight changes in the static state of the magnetisation desgt defects can cause the
mode frequency to vary noticeably even though the shape of thengtemeonly
slightly varied. In some cases the edge defects were fourssuti in the splitting of
modes. Figure 6.4.2 suggests that modes localised near to therettgeslements of
smaller sizes appear to be affected more. Two additionalations (not shown) were
performed for which defects were only included along edges célémeent parallel to
the bias field (case 1), and along edges of the element perpendactiter bias field
(case 2). The simulated spectra were compared to the speshism in Figure
6.3.2(c) for an element with rounded corners and no defects. In al ¢hees the
rounding of the element corners was identical. The spectra réwbaledefects along
the edges of the element perpendicular to the bias field (rassted in the largest
variation in the mode frequencies. The variation of mode frequennyirséiee spectra
was most significant for the edge mode. The edge mode was fouptit tmts two
modes each of lower frequency than that of the lower frequency mdbe spectrum
of Figure 6.3.2(c). The simulated spectra presented later ichtapter do not exhibit
inhomogeneous broadening since the FFT spectra are calculatethéraesponse of

only the centre element of the 3x3 arrays.

Field dependence

In light of the strong dependence of the mode structure upon the bapet of
nano-elements, it is difficult to correlate the static aextited states of the
magnetisation through a comparison of elements of different sidenhance slightly
different shape. On the other hand, the effective field and the stagnetisation state
within a particular element may be varied continuously by admidtie bias field.
Since the edge profile is the same for all field valuess, sidvantageous to concentrate
upon the field dependence of the precessional modes.

In Figures 6.4.4-8, the dependence of the precessional mode spectra upon the
bias magnetic field is shown for elements sizes of 637, 428, 236, 124, amd, 70
respectively. For the element size of 637 nm (Figure 6.4.4) the imgoeal and
simulated spectra show a monotonic decrease of mode frequendiesamge 12 GHz
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to 2 GHz as the bias field is reduced from 1 kOe to 0 Oe. Theimgueal and

simulated spectra show evidence of lower frequency modes atddssdf 770 Oe and
below, albeit with varying spectral power. The Fourier imageke right-hand panel
again show the spatial character of the simulated modes. Theahblte dashed lines
indicate the frequencies of the spectral peaks to which the Famages correspond.
The images reveal that the mode with the largest spectral pmtivgeen bias fields of
1 kOe and 150 Oe is a centre mode. At 75 Oe the two detached-edgepossess
greater spectral power than the centre mode. At 0 Oe theadpmmirer of the centre

mode vanishes and the dominant excited modes are two detached-edge bdes
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Figure 6.4.4 The dependence of the mode spectrahendpatial character of the different modes
upon the bias field is shown for the 637 nm eleméiite shaded spectra with symbols
show the experimental data, while the solid rea Ishows spectra obtained from
micromagnetic simulations. The vertical dashede bines indicate the frequencies of
the modes whose spatial character is shown in theiét images of the fast Fourier

transform magnitude. The images are ordered imgef increasing frequency .
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bias field of 150 Oe, we observe a field-dependent crossover of tie sparacter of
the modes in the simulations. The experimental spectra do nolycteaeal the
crossover, however they do reveal that more than one mode enfref is also
interesting to note that modes with backward-volume (BV) typeackar M ||k), with

a greater number of nodes and hence a greater wave number, have rieiginendy
than the quasi-uniform mode. The increased frequency of the BV-tgdesmesults
from the exchange field contribution to the effective field (®ec2.16) as the

misalignment of neighbouring moments is increased for shorter watklspin waves.

y Magnitude
X [ Arb. units
Zg >
8 T T T T T T [l T T |
[N ] [}
o ' KOe
74 I| A — =
11 1
o oL 770 Oe
1
6 - ] ) 0
— 1 1
= : : 590 Oe
> 5 | ! 1
<) |
< : 405 Oe
E 4 : :I
; [} 1 o
3 o ! 270 Oe
o ' 1
|_ 3 3 (R X} aha
LL 1 1
L LI 150 Oe
I
2 - ; "V
o 75 Oe
1 1
1 |
1 - 1
1 I .
| 1 0 Oe
1
1|
0 | —— P Jaseaqssssy Spassapaasan
2 4 6 8 10 12 14

Frequency / GHz

Figure 6.4.5 The dependence of the mode spectratendpatial character of the different modes
upon the bias field is shown for the 428 nm elemdrite shaded spectra with symbols
show the experimental data, while the solid rea Ishows spectra obtained from
micromagnetic simulations. The vertical dashecebines indicate the frequencies of
the modes whose spatial character is shown in theiér images of the fast Fourier

transform magnitude. The images are ordered ing@f increasing frequency .
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For the element size of 428 nm (Figure 6.4.5), the field dependencernbte
character is similar to that of the 637 nm element. Again theeremental and
simulated spectra show a monotonic decrease of mode frequendiesamge 12 GHz
to 2 GHz as the bias field is reduced from 1 kOe to 0 Oe. At a ibidsof 1 kOe,
evidence of lower frequency edge modes can be seen in both themexper and
simulated spectra. Also, interference between the high-frequgvidype mode and
the centre mode leads to a Fourier image that is non-uniform at the centrelefeat
with two anti-nodes. This compositentre mode continues to have the largest spectral
power until the bias field is reduced to 270 Oe, where a detachedvexttpebecomes
the mode with largest spectral powét 150 Oe the spectral power of the centre mode
is greatly reduced and the detached-edge modes dominate tih@chirasponse as the
bias field is reduced further. From the simulations we seethieafield dependent
crossover of mode spatial character has taken place at a Ihigisefield value of
270 Oe.

For the element size of 236 nm (Figure 6.4.6), a crossover fromra osode to a
detached-edge mode occurs between bias fields of 770 and 590 Oe. pétimental
spectra show that the lower frequency edge mode has gneetéras power at 770 Oe,
while the simulated spectra suggest that the edge mode becomiesrtdoat 590 Oe.
As the bias field is reduced from 1 kOe to 590 Oe, the lower frequesigey modes do
not exhibit a monotonic decrease in frequency, but instead increaseguericy by
about 0.5 GHz. As for the 637 and 428 nm elements, the frequency of treernedte
of the 236 nm element exhibits a monotonic decrease as the ldas fietluced, before
the mode amplitude is greatly attenuated at 270 Oe. Also, betwesefiehdavalues of
1 kOe and 405 Oe the Fourier images reveal that the centre modeusifoom. At all
bias field values the simulated spectra and Fourier imagealra non-uniform mode
between 9.6 and 10.3 GHz. Similarly for bias field values of 1 kC&90 Oe a non-
uniform mode exists between 9.8 and 9.5 GHz. Between 1 kOe and 590 &xt ahée
of the non-uniform modes has a similar frequency to the centre misiseen for the
637 and 428 nm elements it is not possible to completely resolve mattesimilar
frequencies since the spectral lines have a finite linewidth590 Oe the mode with
frequency of about 9.8 GHz at 770 Oe seems to merge with the ceodie spectral
peak. The corresponding Fourier image reveals significant non-uitifasfrthe high
amplitude region at the centre of the element. At 590 Oe the mquetal spectral peak
is very broad and is accompanied by two modes of similar frequertbg simulated
spectrum. The inhomogeneous broadening is again attributed to the random nature of
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Figure 6.4.6 The dependence of the mode spectratendpatial character of the different modes

upon the bias field is shown for the 236 nm elemdiite shaded spectra with symbols
show the experimental data, while the solid red Ishows spectra obtained from
micromagnetic simulations. The vertical dashea llilnes indicate the frequencies of the
modes whose spatial character is shown in the &oumages of the fast Fourier

transform magnitude. The images are ordered imgef increasing frequency .

defects and irregularities at the edges of the elements, whigdes dispersion of the
frequency of the excited modes near to element edges due atiorewiof the local
effective field and pinning of the magnetisation. The Fouriegeaacorresponding to
simulated spectra for bias fields of 590 Oe and below reveal thatdties of different
frequency are in fact weakly associated with the elemeggsedFinally, the simulated
spectra reveal that for all bias field values, lower frequemodes with different
frequency possess very similar, if not the same, spatial ¢egradich is the result of
collective-type excitations across the 3x3 array (discussed later).

For the element size of 124 nm (Figure 6.4.7), a crossover from a cende to

an edge mode occurs at 1 kOe. Between bias fields of 770 and 270 @svehe
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frequency (< 8 GHz) experimental spectra are very broad. Thedased spectra show
that there are many lower frequency modes (up to 6) excitédwariiable frequency
and spectral power. In line with the previous discussion, smallaeats will be more
susceptible to frequency dispersion and inhomogeneous broadening of sineetithe
effects of edge defects and irregularities are more pronouncetheffoore, the excited
modes in smaller elements seem to be mostly edge-type nvduek, again are more
susceptible to edge conditions. Between 1 kOe and 590 Oe thereoseeitwb centre
modes with different frequency, which are the result of colledtipe excitations
(discussed later). Similarly, many of the lower frequenayedgipe modes share the
same spatial character, but again with different frequencywega 270 Oe and 75 Oe
the high amplitude regions of the edge-type modes have extaridetie centre of the

y Magnitude
2L X H ! Arb. units
—_— )

8 — Tt : S 0 0.7
e o0 (HINNROO
RS BTN | | [ (88
¢ bl  EERERRD
2 Ladhadylics
_— .:.. . !
SR R B
et DR
! -_--L.J 75 Oe J |§|
L, 00

2 4 6 8 10 12 14
Frequency / GHz

Figure 6.4.7 The dependence of the mode spectratendpatial character of the different modes
upon the bias field is shown for the 124 nm elemdrite shaded spectra with symbols
show the experimental data, while the solid rea Ishows spectra obtained from
micromagnetic simulations. The vertical dashedeHines indicate the frequencies of
the modes whose spatial character is shown in theidt images of the fast Fourier

transform magnitude. The images are ordered ing@f increasing frequency .
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element, while at 0 Oe the high amplitude region has become detached froemtbet e
edges. This may be interpreted as being due to a change oétibhensignetisation
configuration. In the simulated spectra a large change quérey (~ 2 GHz) is seen
between 75 Oe and 0 Oe which is not so apparent in the experimented.spedeed
simulated images of the static magnetisation (Figure 6.4.3) landeftective field
(shown and discussed later) reveal a transition from an S-state to ateaf-st

For the element size of 70 nm (Figure 6.4.8), a crossover of modecthas
not observed when the bias field is reduced. The crossover may l@edeve

micromagnetic simulations performed at a bias field value ahdv®e. The experi-
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Figure 6.4.8 The dependence of the mode spectra and the sphtgdcter of the different modes
upon the bias field is shown for the 70 nm elemérite shaded spectra with symbols
show the experimental data, while the solid ree IBhows spectra obtained from
micromagnetic simulations. The vertical dashecebines indicate the frequencies of
the modes whose spatial character is shown in theid¢r images of the fast Fourier

transform magnitude. The images are ordered mg@f increasing frequency.
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mental and simulated spectra show that only lower frequency (< 8 GHdes are
excited for bias fields of 1 kOe and below. That is, the higher éregyubranch of the
centre mode is not observed in either the experimental spectra or simulateal spectr
The corresponding Fourier images reveal that all modes exciteegdre 1 kOe and
150 Oe are edge-type modes. Again there is significant inhomogemeaaening of
the experimental spectra, which is supported by the presencearof modes with
slightly different frequency in the simulated spectra. Aengder the 124 nm element,
the high amplitude regions of the 70 nm element have extended interttne of the
element between 75 Oe and 0 Oe. Again the simulated static isagoet and
effective field reveal a transition from an S-state tead-btate between these bias field
values.

Results of micromagnetic simulations on 3x3 arrays shown in Figdre have
revealed that the frequencies of edge-type modes are depepderthe static state of
the magnetisation of the centre elemeand the surrounding nearest neighbour
elements. In Figure 6.4.9(a) the experimental spectra for the 23@nrang array at a
bias field of 770 Oe is shown. In Figure 6.4.9(b) and (d), the simulgtectra
correspond to the response of the centre element for which the gtateadf the array
at 770 Oe is shown in Figure 6.3.1(a) and (b) respectively. Therwgpecn
Figure 6.4.9(c) corresponds to a similar ground state to that showr7@0e in
Figure 6.3.1(b), but instead the centre element occupies the C-statiee latter case
the ground state was obtained by relaxing the magnetisationtfreratate shown in
Figure 6.3.1(a) at 1 kOe, rather than relaxing from uniform sataras in the case of
Figure 6.3.1(a) at 770 Oe. Schematic illustrations of the groundnséafeetisation of
the array are shown in Figure 6.4.9(inset) for each case.

Near edges of the element perpendicular to the bias field, thmgaf the
magnetisation away from the direction of the bias field ifeéft for the S- and C-
states, Figure 6.3.1. For different static states the eféetld near to the element
edge, and the interelement interactions are different. Therdieréretjuency of modes
excited in the edge regions can be different. The simulatedraped-igure 6.4.9(b)
and (c) reveal splitting, a decrease in spectral power, andlaisorease in frequency
of the edge-type modes when the ground state of the centre element isidhamgan
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Figure 6.4.9 The experimental spectra for the 286alement array at a bias field of 770 Oe are
shown in (a). In (b) and (d) the simulated speciwarespond to the centre element
response in 3x3 arrays where the ground statecim e@se was that shown for 770 Oe in
Figure 6.3.1(a) and (b) respectively. In (b) theumd state was similar to that in (b)
except that the centre element occupied the C-s@tdematic illustrations (inset) show
the ground state magnetisation of the array fohease. The vertical dashed blue lines

indicate the modes corresponding to the Fouriegasa

S- to a C-state. At the same time, the higher frequency mousding the centre
mode at 10.4 GHz, are affected less. This is expected sinceifteeerd edge
conditions of the C- and S-state will mostly affect the frequesicthe edge-type
modes. The Fourier images corresponding to Figure 6.4.9(b) and (c) stigba
changes in the spatial character of the dynamic magtietisahen the static state of
the centre element is changed.

Comparison of the simulated spectra in Figure 6.4.9(b) and (d) reveal the
changes in the spectra due to interelement interactions whenatle states of the
nearest neighbour elements are changed. In both cases at 770 Gatréneslement
occupies the S-state. For the spectra shown in Figure 6.4.9(b) testnesighbour
elements occupy C- and S-states (Figure 6.3.1(a)), while feptdwra shown in Figure
6.4.9(d), all neighbouring elements occupy the S-state (Figure 6.3.Kgajn splitting
of the edge-type mode is observed along with a significaneaser in frequency of
~ 2 GHz, which matches the frequency of the edge mode in the egptalrapectra in

Figure 6.4.9(a). In contrast to the spectra in Figure 6.4.9(b) antdécpectral power
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of the highest frequency mode at 11.25 GHz is significantly reducedhvirdicates
that it too may be sensitive to interelement interactions.

It is clear from Figure 6.4.9 that the ground statelbtlements in the array is
important since the magnetostatic interactions between elecantaodify the spectra.
This is particularly important when the magnetisation is non-uniforidere the
magnetisation is non-uniform along the edges perpendicular toahdidid, in regions
where the edge-type modes are excited and where magnetastetactions with
nearest neighbours are greatest. By comparing the experinspeieira with the
simulated spectra, it is possible to obtain insight into the growatd sf the elements
within the array. For example, the spectrum in Figure 6.4.9(fspris an array with
mixed C- and S-states. The frequency of the edge-type mddend to be about
2 GHz below that in the experimental spectra. The spectra ume=g4.9(d), where all
elements were in the S-state, reproduce the frequency of dbetygte mode very well,
although the spectral power is somewhat different. The sindulapectra in
Figure 6.4.9 demonstrate how sensitive the edge mode frequency isgrouhe state
of both the centre element, and the entire array. The agreentwetbehe spectra in
Figures 6.4.9(a) and (d) allow us to infer that in our measurementsdjweity of
elements are in the S-state. For all element sizes ab@aslfield values, both methods
of preparing the ground state, described in Section 6.3, were usedtheSthagreement
between the experimental and simulated spectra was obtained MWakemants of the
3x3 array were in the S-state. Figure 6.4.9 illustrates howrdliffeesults may be
obtained with the two methods. Such quantitative analysis of theiremal spectra
allows the ground state to be inferred, providing information that capmatasily
obtained from hysteresis loop measurements.

It is clear from the images in Figure 6.4.3 that the statitesof the
magnetisation becomes increasingly non-uniform as the biak ifetlecreased. In
Figure 6.4.10 images of the total effective fieltl«{) corresponding to the
magnetisation configurations in Figure 6.4.3 are shown. The effdaideincludes
contributions from the applied, demagnetising, anisotropy, and exchandge fiehe
greyscale represents the magnitude of the effective field headao the bias field,
except at remanence where the field was normalised to 75 Oemages clearly show
that a reduction of either the element size or the bias fieldesult in a non-uniform
effective field. At 1 kOe, the effective field is nearly uniforat the centre of all
elements (light grey). For the 637 and 428 nm elements, regions dfirseralal field
exist in narrow regions along the edges perpendicular to the applied field (heck)
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Figure 6.4.10

Images of the simulated total effecfield within the centre element of the 3x3 model
arrays are shown. The effective field includes tgbations from the applied,
demagnetising, anisotropy, and exchange fieldse greyscale represents the magnitude
of the effective field normalised to the bias fiedckcept at remanence where the field was
normalised to 75 Oe. At large bias fields, narmegions of small internal field exist in
the larger elements along the edges that are pdiquéar to the bias field (black). As the
element size and/or bias field are reduced, théomegof small internal field move
towards the centre of the elements so that theteféefield becomes non-uniform. In the
smallest elements at low bias fields, the effecliglel becomes completely opposite to the
static magnetisation (Figure 6.4.3).

the element size is reduced from 236 to 70 nm the regions of sneafiahfield move

towards the centre of the element and remain perpendicular to higebda Similarly,

when the bias field is reduced from 1 kOe the regions of smalhaitgeld within the

637 and 428 nm elements begin to move towards the centre of the el¢mehtGe.

However, at bias field values of 405 Oe and below the effective ieddmes non-

uniform in bothx- andy-directions. At 75 Oe regions of negative internal field can

clearly be seen from the direction of the arrows. A simgvolution of the effective

185



Chapter 6

field is seen for the 236 and 123 nm elements as the bias fiegdused, however it
seems that regions of small internal field are observed afibids/alues of 1 kOe and
greater. At a bias field value (element size) of 0 Oe (637 anch28 150 Oe
(236 nm), 270 Oe (123 nm), and 590 Oe (70 nm), the effective field becomes negative
throughout the majority of the element. The most significant cariib to the
effective field is then the demagnetising field and the regainsmall internal field
(black) are expelled from the element near the edges parallel to theelsias f

In Figure 6.4.11 cross-sections of the effective field imageswfshm
Figure 6.4.10) for a bias field of 1 kOe are shown for each elerzent $he sections
were taken parallel to the-direction and through the centre of the elements. The
sections reveal that for all element sizes regions of negeftigetive field exist along
the edges of the element perpendicular to the bias field. For the 68[&ment the
negative effective field occupies very narrow regions with widtthess than 1% of the
total element length. In contrast, in the 70 nm element, the widtte regions is 27%

of the total element length.

«—AX

—— 630 nm

—0— 425 nm
236 nm

—— 124 nm
70 nm

Magnetic field / kO

: : : : : : :
0.0 0.2 0.4 0.6 0.8 1.0
x/length

Figure 6.4.11  Cross-sections of the simulated tifaktive field within the centre element of the33
model arrays at a bias field of 1 kOe. The sestishow thex-component of the
effective field. Regions of negative effectiveldi@xist for all element sizes. The width
of the regions, labeled @, is found to occupy a larger proportion of theat@lement

length as the element size is reduced.
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For the 637, 236, and 70 nm elements respectively, Figures 6.4.12-14 show
cross-sections of (a) the effective field images (shown inr€i%.4.10), and (b) the
Fourier images of the dominant edge and centre modes, where both égip@an in
Figures 6.4.4, 6, and 8) for four different bias field values. GHyndrere are three
regions of interest in the cross-section of the effective figld, region of zero or
negative effective field adjacent to the edges of the elemepémaicular to the bias
field (edge region), ii) a region of positive effective figllthe centre of the element
(centre region), iii) a region that connects the first twaoregwhere the gradient of the
effective field is large (gradient region).

For the 637 nm element, Figure 6.4.12(a) reveals that there islararedse in
the widthAx of the edge regions of about 2% of the element length as the ddthssfi
reduced from 1 kOe to 270 Oe. At the same time, the magnitude of the effective fiel
the edge regions decreases from about —750 Oe to —250 Oe. At 75 Odd saen
that the width of the edge regions has increased significantbooit 28% of the
element length, and a well in the negative effective field tiamsdd. Within these edge
regions at 75 Oe, the magnitude of the negative effective fidddger than the positive
effective field in the centre region. As the bias field dued from 1 kOe to 75 Oe the
effective field in the centre region remains approximately letmahe bias field.
Furthermore, the width of the gradient regions increases akpense of that of the
centre region.

In Figure 6.4.12(b) two types of modes are seen from the crossasettthe
Fourier images; i) a mode with large FFT magnitude at theeef the element (open
black squares), i) a mode with large FFT magnitude near thes exfgihe element
perpendicular to the bias field (open red circles). It would be iecoto characterise
these modes in terms of strict localisation at the centres edgradient regions. For
example, for a mode to be centre (or edge) localised one would eXgedtFT
magnitude to be equal to zero at the edges (or centre) of |&émeerd. In
Figure 6.4.12(b) at 1 kOe the 11.1 GHz mode has two minima in the profile &FT
magnitude near to the element edges. As the bias field is redlneedinima migrate
from positions near the edge of the element at 1 kOe towardsritie oéthe element.
At 590 Oe the lower frequency mode (7.1 GHz) has two maxima in thiepobfthe
FFT magnitude that correspond to the position of the two minima ofhitjeer
frequency (8.6 GHz) mode. As the bias field is reduced these matsoamigrate
towards the centre of the element. Features in the crossasetthe FFT magnitude

for both modes are correlated with those of the effective field in Figure 6.4.12(a). |
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Figure 6.4.12  Cross-sections are shown ofxftemponent of thesimulated total effective field (a)
and the FFT magnitude (b) within the centre elenoéthe 3x3 model array of 637 nm

elements. The sections are shown for four diffevalues of the bias field.

Reference 40 for a transversely magnetised microscale, sirigradient region near to
the stripe edge was identified as the region of localisatiom¥ofrequency modes with
edge-type spatial character. The edge region (zero field rmouniform

magnetisation) was assumed to reflect spin-waves propagating froenthe af the
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Figure 6.4.13  Cross-sections are shown ofxftemponent of thesimulated total effective field (a)
and the FFT magnitude (b) within the centre elenoérthe 3x3 model array of 236 nm

elements. The sections are shown for four diffevalues of the bias field.

stripe towards these regions. Furthermore, a second turning pointeffdbive field

was identified, above which only modes with an imaginary effeetieevector could
exist. The region between these two boundaries was idenaBethe region of
localisation of the lowest frequency mode. Here, in smalllemsicron non-ellipsoidal

189



Chapter 6

elements the lower frequency modes have large FFT magnittlde gradient regions,
but are not localised there. The FFT magnitude extends acrasssref positive and

negative internal field, as seen in Figure 6.4.12(b) at 590 Oe. Gion raf large FFT

magnitude associated with the higher frequency mode decreasadthinas the bias
field is decreased. At the same time, the FFT magnitudeedbtver frequency mode
increases near the edge of the elements and moves towarastieeaf the element.
However, while the effective field is positive in the cen&gion, the FFT amplitude of
the lower frequency mode in that region remains small.

For the 236 nm element at 590 Oe, the effective field (Figure 6.4.18(&)¢
centre region is positive and the FFT magnitude (Figure 6.4.13(b)) ofotier
frequency mode is small. However, at 75 Oe, the effectiveiiaidgative across the
whole section of the element. The regions of high FFT magnituddéeofower
frequency mode that were near the element edges now also extersd the whole
element. Itis clear from Figure 6.4.13(a) that the effective fieldinvthe centre region
of the element is no longer similar to the bias field. Instée® demagnetising field
contributes significantly to the effective field.

For the 70 nm element, the effective field (Figure 6.4.14(a)) is podjtive in
the centre region when the bias field is 1 kOe, and is significantly lesshindias field
value. As discussed earlier, modes from the higher frequencyhitfaatonvere found to
occupy the centre region of larger elements (Figures 6.4.4-€) negrobserved in the
simulation of 70 nm elements at 1 kOe (Figure 6.4.8). Instead, at 1 kOeotihes
excited within the 70 nm element have large FFT magnitude irdtieregions (Figure
6.4.14(b)) where the effective field is large (~ 3 kOe) and negativéhe centre region
where the effective field is positive, the FFT magnitude of thmdes is small.
Between the bias field values of 590 and 75 Oe the large demagnetising fieldimegsults
negative effective field across the whole section of the elentfégure 6.4.8 reveals a
number of different non-uniform modes that that tend to have maximum tondegrat
the edges of the element. Figure 6.4.14(b) reveals that tharielghitude of these
modes is non zero throughout the element, with regions of large FIghitode
correlated with regions of large negative internal fielthalfy, at 75 Oe, Figures 6.4.3,
6.4.10, and 6.4.14(a) reveal that the 70 nm element no longer occupies thes Bustat
instead occupies the leaf-state. In this case the negateatidf field and the FFT

magnitude are almost constant across the whole section of the element.
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Figure 6.4.14  Cross-sections are shown ofxttemponent of thesimulated total effective field (a)
and the FFT magnitude (b) within the centre elenoérihe 3x3 model array of 70 nm

elements. The sections are shown for four diffevaiues of the bias field.

It is clear from Figure 6.4.13(b) that the crossover observed iexjherimental
and simulated spectra in Figure 6.4.6 is the result of a chanlye spatial character of
the excited modes that is mediated by the changes in thé\afféeld throughout the
element as the bias field is decreased. In a similar maéneathange in the effective
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field that occurs as the element size is reduced (Figure 6.4.11) can be used natlexplai
size dependent crossover of the spatial character of the modens€éegure 6.4.2.
However, since the modes have non-zero FFT magnitude throughout, the crossover
cannot be simply described as a crossover from a centre- to arloedlised mode

character.

6.5 Collective modes within arrays

In Reference 87 the effect of inter-element interactions upgh fiequency
normal modes was modelled in 3x3 square arrays of circularafeymdots of
thickness 50 nm, diameter 200 nm and interdot separation ranging from880 ton.
For an interelement separation greater than about 200 nm the highmtregasponse
was found to be successfully modelled by that of an individual elememr
interelement separations less than 200 nm, the magnetostataciioterwas found to
significantly modify the mode character in the dots. Here, tleecl@ment separation is
less than 200 nm for all element sizes, and the separation is rext.vatowever, by
varying the bias field the magnetostatic interaction betwesmezits can be changed
and investigated.

So far in this chapter the experimental spectra have been in¢ekphsy
comparing them with the corresponding simulated spectra for theeadement of 3x3
model arrays and then calculating the Fourier images of théalspatracter for
particular modes. For all element sizes, particularly forltheer frequency modes
(< 8 GHz) the spatial character of modes excited in the cdetreest are similar if not
the same as other excited modes for a particular elemenarsizbias field. This has
been interpreted as evidence for collective modes within theaBag. The simulated
Fourier images of the centre element reveal that the spatabcter of the FFT
magnitudeand phase were similar for modes with different frequency. Howéawner
these cases the spatial character of amplitude and phasetherds8 array were found
to be different.

In Figure 6.5.1(a), the FFT magnitude and phase are shown for two mitides w
frequencies of 6.75 and 7.0 GHz excited in the centre element of aray3»t236 nm
elements. While there is a finite phase difference bettfeetwo modes, the variation
of the phase within each image is similar. In Figure 6.5.1(b)FfiE magnitude is
shown for all elements in the 3x3 array. While the spatial ctearaf the two modes

are similar in the centre element, the character of the medess the array are very

192



Chapter 6

different demonstrating that collective modes are excited withe array. The
excitation of collective modes with similar frequencies mamptcbute to linewidth
broadening of the experimental spectra in Figures 6.4.4-8. The Fouagesmnin
Figures 6.4.4-8 reveal that below the crossover field therefame several modes at a
particular bias field with similar spatial character. Inijes the bias field is reduced
the static magnetisation state becomes increasingly non-unifairthe magnetostatic
interaction between elements incredSedherefore, below the crossover field a larger
splitting of the frequencies of the collective modes is expectbd is supported by the

increased linewidth observed experimentally at lower bias field values.

(@)
6.75 GHz

Magnitude and phase?
y g_z( H / Arb. units
Z —p L — |
0 0.75
-Tt L1

Figure 6.5.1 Simulated Fourier images of FFT maglgtand phase are shown in (a) for two modes
with frequencies of 6.75 and 7.0 GHz excited in tkatre element of a 3x3 array of
236 nm elements at a bias field of 270 Oe. Intifle) FFT magnitude is shown for all
elements in the 3x3 array.
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6.6 Summary

TRSKM measurements upon arrays of square ferromagnetic nano-elements of
different size and for a range of bias fields have been performed. The experimental
results were compared to micromagnetic simulations of model arrays in order to
understand non-uniform precessional dynamics within the elements. Experimentally,
two branches of excited modes were observed to co-exist above a particular bias field.
Below the so called crossover field, the higher frequency branch was observed to
vanish.

Micromagnetic simulations and Fourier imaging reveaed the spatial character of
the two mode branches. The modes of the higher frequency branch were found to have
high FFT amplitude at the centre of the element in regions of positive effective field,
while modes of the lower frequency branch were found to have high FFT amplitude
near the edges of the element perpendicular to the bias field. Cross-sections of the
simulated images of the effective field and FFT magnitude revealed that the crossover
between the higher and lower frequency branches was mediated by the complicated
evolution of the total effective field within the element. Below the crossover field the
increase in the width of the edge region of negative effective field, at the expense of the
centre region of positive effective field, allowed the edge-type mode to extend over the
entire element. The simulations revealed that the majority of the modes were de-
localised with non-zero FFT magnitude throughout the element. Therefore, the spin-
wave well model introduced in Reference 40 for micron sized non-ellipsoidal elements
could not be used here to characterise the excited modes as strictly centre- or edge-
localised modes. The de-localised nature of the excited modes seems to be an intrinsic
property of square nano-elements. However, the mode spatia character was found to be
correlated with features of the effective field and the static magnetisation state.

The simulations reveaed that the frequency of modes from the lower frequency
branch were very sensitive to the static magnetisation state of all the elements within the
model array. Therefore, by matching the simulated spectra to the experimental spectra
insight into the ground state of the elements studied here was gained. Since, below the
crossover field the static magnetisation state was shown to be non-uniform, increased
magnetostatic interaction is expected between the elements within the array. The
simulated spectra revealed that many modes may be excited that have similar spatial
character within the centre element. However, inspection of the entire array revealed

the existence of collective modes, where the FFT amplitude in the elements surrounding
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the centre element was considerably different for two such modes. The excitation of
collective modes with similar spatial character in the centre element but different
frequency may account for the increased linewidth observed in the experimental spectra
below the crossover field.

Finally, the results presented in this chapter may be useful for the devel opment
of a thorough analytical theory of non-uniform modes within magnetic nano-elements
with non-uniform static magnetisation and total effective field. Detailed knowledge of
the mode character of square nano-elements and their static magnetisation state is also

essential for data storage applications in the finite field regime.
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“Symmetry is what we see at a glance”Blaise Pascal (1623-1662)

Chapter 7

Dynamic configurational anisotropy in nanomagnets

7.1 Introduction

In this chapter | will present the results of experiments on nizmoeats with
similar composition to those studied in Chapter 6, but with thickness2dd nm. In
Reference 11 the experimentally observed modes of the same, thimnmerelaments
were found to fall upon two branches, with a crossover from the lmgbwtfrequency
regime as the element size was reduced to less than 220 nm.vdtothe signal-to-
noise ratio of the experiment was insufficient for the coemisteof modes from each
branch in the 220 nm element to be clearly observed. My contribution tedte
presented in this chapter was the construction of the time-resobegchisg Kerr
microscope with an enhanced signal-to-noise ratio so that two maogkes alearly
resolved. The improvements to the experiments have already desenibed in
Section 3.7 of this thesis. The time-resolved data for this cha@te acquired by
myself and Dr Volodymyr Kruglyak while the analysis of the data and the
interpretation of the results was carried out by Dr Volodymyr Kruglyak.

As described in Section 2.9, the internal magnetic field in elongatédttened
ferromagnetic elements is different when the external magneltkci$i applied along the

long and short axes. This effect is referred to as the srapetropy. Generally, the

" School of Physics, University of Exeter, StockeaR, Exeter, EX4 4QL
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shape anisotropy is determined by the aspect ratio of therdleme is not determined
by the uniformity of its magnetic configuration. In particular, m@pe anisotropy
exists in ellipsoidal magnetic elements in which the interregmatic field and hence
the magnetisation are uniform. However, a simple calculation stivat the internal
magnetic field in the centre of a square magnetic elemerst mwoedepend upon the
direction of the external magnetic field applied in the plane of the element.

In magnetic nano-elements with a non-ellipsoidal shape, smalltidexgaf the
static magnetisation from the uniformly magnetised staggltrén a strong anisotropy
with a symmetry that, to a first approximation, corresponds toathtite shape of the
nano-element%%'% Schabes and Bertrafhidentified this so-called configurational
anisotropy from a numerical study of the dependence of the niadpysteresis loop
upon the direction of the magnetic field applied to ferromagmnetio-cubes. Cowburn
et al’'% studied experimentally the dependence of the total free energydofhe
average total effective magnetic field in thin nano-elements upoditection of a bias
magnetic field of constant magnitude. They showed that tleete®# magnetic field
due to the configurational anisotropy could have a magnitude of a feweddu@érsteds
in the centre of a magnetic nano-element and so could easily deniisastatic
magnetic properties.

The manifestations of the configurational anisotropy in the magitietis
dynamics of magnetic elements were discussed furtherenes ©f recent publications
by different groups. Chérdt al observed a difference between spin wave frequencies
within the Brillouin light scattering (BLS) spectra measured with the imagnetic field
applied parallel to the edge and to the diagonal of rectangutaerdg”'%® The effect
of the configurational anisotropy upon the ferromagnetic resomande was studied

119" and more recently by Pardavi-Horvathal °®. The spatial character of

by Zhaiet a
the anisotropic magnetisation dynamics in micrometer sized esquagnetic elements
was directly studied by time-resolved scanning Kerr microscbpyBarman et
al.5392109.119 | addition to the fourfold variation of the frequency of the uniform
precessional mode, they found that the spatial character of magnetostatscaiouiee
wave number depends sensitively upon the direction of the bias mdggldfiand the
dephasing of the modes leads to an anisotropic apparent dampingpoédkssional
signal.

In contrast to the isolated element anisotropy discussed above, gdriche
referred to as an intrinsmonfigurational anisotropy, the effective magnetic field inside

an element within an array can also contain an anisotropic contrilzluteto the stray
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field from the neighbouring elemefts'*** This anisotropy is mediated by the
magnetically unsaturated regions situated near the edghe efement$, and can be
referred to as an extrinsic configurational anisotropy.

The anisotropic variation of the high frequency magnetisation dysami
observed in References 63, 72, 92, and 105-114 could be explained by an anisotropic
modification of the static effective magnetic field in the metgc element either due to
the configuration of the static magnetisation or due to the sty field from the
neighbors. However, Cowbuet al.*** found that the static configurational anisotropy
essentially vanishes in squares of thickness equal to or sniler3tnm and of size
equal to or smaller than 200 nm. In this chapter the angular variati the
precessional mode frequencies of a square magnetic nano-elensemilaf size and
thickness will be presented. The variation of frequency with fieds orientation is
governed in this regime by the variation of both the static and dgrmaagnetisation
configuration and the associated dynamic effective magnetdt fiThere is therefore a
dynamic configurational anisotropy. The anisotropy is intriasid originates from the
anisotropy of the magneto-dipole interaction, which has also been knowndmghe
dispersion of magnetostatic modes in uniformly magnetised magiaki§® (Section
2.15) and in magnetic stripes with non-uniform magnetis8fiqection 2.17). The
angular variation of the magnetisation dynamics in elemerdgfefent sizeg.g., those
in References 11 and 85, will in general be governed by a cdiopetf dynamic and

static configurational anisotropies.

7.2 Sample and experimental details

The sample (wafer reference number A77) was fabricated efirey Childressand

Dr Jordan Katine The array was square, with length z, and consisted of elements
of length(separation) 220 (95) nm. The array was formed froma@0TA)/
Al,05(10 A)/CaoFen(10 A)/NiggFe (27 A)/Ta(100 A) film sputtered onto a Si wafer
and patterned by electron beam lithography and ion milling. THay&l was oxidised

in O, at 500 mTorr for 15 minutes. Uniaxial anisotropy was induced in the shee

material by field annealing prior to the post-deposition array fabwitaths described

Hitachi Global Storage technologies, San Josed&ek Center, 3403 Yerba Buena Road, San Jose,
California 95135
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Figure 7.2.1 The dependence of the uniform modguiacy on the bias field magnitude (red and
black symbols and curves), and on the bias fieldntation (blue symbols and curve)
for a 6 ym square element. Black squares and red diamdmuls the experimental
frequencies when the bias field was applied aldwgetasy and hard axes respectiv
Blue open circles show experimental frequenciesaafinction of the bias field
orientation when the bias field magnitude was 280 ’he corresponding curves are

least squares fits to the macrospin model in tlesicglignment approximation.

in Section 6.2, a coplanar stripline (CPS) was fabricated arouradrtheso that pump-
probe measurements could be performed. A microscope objective of numericakapertu
0.65 (x40) was used and the out-of-plane component of the dynamic matipretisas
detected by measuring the polar Kerr rotation, as describecedtio®3.5. The
amplitude of the measured Kerr rotation was typically a fexs tf microdegrees. The
magnetic parameters of the sample studied in this chaptejiveme in Reference 85.
The volume-weighted magnetisation of the bilayer was 930 emu/amere the
saturation magnetisations of the gghi,o and NgsFe, were given in Section 6.2.
Figure 7.2.1 shows the frequency of the uniform mode excitation inm 6quare
element as a function of the bias field value, and bias field oti@mtaThe uniaxial
(94504677 erg/c) and surface (-0.491+0.018 ergfnanisotropy parameters of the
patterned material were extracted by fitting the frequeraagus bias field data to a

macrospin model in the quasi-alignment approximation. The value gffdetor was
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assumed be 2.1. The easy axis was found to be canted by abénaini@he direction
of the striplines. The material parameters deduced hereuseden the micromagnetic
simulations. The validity of the assumption of quasi-alignment westfied by
performing dynamical macrospin simulations in which the grountk sta static
orientation of the magnetisation was determined using the steepest dedbedt me
The size of an individual element within the array was sm#il@n the spatial
resolution of the experiment. Therefore, numerical simulatione werformed with
the Object Oriented Micromagnetic FrameworfOOMMF). The numerical methods
described in Section 6.3 were used to reproduce the observed variatibesniode
frequencies. Once the agreement between the experimental asichtit@ed spectra
was established, the spatial distributions of the out-of-plane compoihtdrd dynamic
magnetisation could be mapped, and the associated effectivéfittsilated.

7.3 Experimental and numerical results

The measured time-resolved (TR) Kerr signals and theirFastier transform
(FFT) spectra are presented in Figures 7.3.1 and 7.3.2 for differ&ngsvand
orientations of the bias magnetic field. In Figure 7.3.1, when the field isdparallel
to an element edge, the FFT spectrum contains two modes. Ilrefefdrl, the higher
and the lower frequency modes were found to be associated withnthal eeea of the
element (“centre mode”) and the element edges perpendicular tielthedirection
(“edge mode”), respectively. The edge mode FFT peaksdaeeably broader than
those of the centre mode, which was interpreted in Reference 1tms td the
increased influence of the edge roughness. For the field applied Iparalidiagonal of
the element, the FFT spectrum contains only one mode at a freghanhcy similar to
but slightly smaller than that of the centre mode observed wieefield was applied

parallel to an edge.
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TR Kerr signals (left panels) andrtikiT spectra (right panels) obtained for different
values of the bias magnetic field are shown forfiekl applied parallel to the edge
(upper panels) and diagonal (lower panels) of tament. In each panel, curves from
top to bottom correspond to bias field values 00@,0770, 590, 405, and 270 Oe,
respectively. The vertical dashes show the fregiesrof the modes obtained from the

micromagnetic simulations.

In order to elucidate how the transition between the “two mode”“simgle

mode” regimes occurs, measurements were performed as adbiasfffixed value

(589 Oe) was rotated through 360° in steps of 15°. The results are shown

Figure 7.3.2. In the FFT spectra obtained with the field aligned 16f tihe element

edges, a strong peak was observed at a frequency somewheredrrbdtase of the

edge and centre modes observed with the field parallel to an edgemalker less

distinct peak was also sometimes observed at a frequency thgiethat of the centre

mode observed with the field parallel to an edge. In the FFTrapaatained for field

directions 15° from an element diagonal, a single peak was obserzefteajuency

similar to that of the mode observed with the field parallel to a diagonal.
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Field orientation
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Figure 7.3.2 TR Kerr signals (left panel) and tHel#T spectra (right panel) obtained for different
orientations of the bias magnetic field are shoanthe field value of 590 Oe. For
0°/360°, 90°, 180° and 270° the field lies paraiteln edge of the element. The vertical

dashes show the frequencies of the modes obtaiosdthe micromagnetic simulations.

Focused, vector hysteresis loops were acquired from the array thsi vector
bridge detector as described in Chapter 4. Figure 7.3.3 shhwsysteresis loops
obtained for four orientations of the applied field. In Figure 7.3.3(a) @nith¢ field
was applied parallel the edges of the element along 0° and 90°tirespeavhile in
Figure 7.3.3(b) and (d) the field was applied along the element diagalwag 45°
and 135° respectively. Figure 7.3.3 shows that the codtziamd saturation fieldsls
are similar to withinre5 Oe for all directions of the applied field. Small variations of
these field values may be attributed to the shape or configuahtanisotropy of the
element within the array. On the other hand, the loops exhibit anddrift (observed
as the opening of the loop fBir> Hs), which can also lead to the variationHefandHs.
Importantly, Figure 7.3.3 reveals thdt = 30 Oe so that at a bias field value of 590 Oe
the magnetisation was saturated. Furthermore, the loops confitmth#hastatic

configurational anisotropy is small.
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Figure 7.3.3 Focused, vector hysteresis loops laoguis for the case when the magnetic field was
applied parallel to the edges of the element al@)g0°® and (c) 90°, and along the
element diagonals along (b) 45° and (d) 135°.

In order to understand the observed behaviour, we simulated the mdgmetisa
dynamics within both an isolated element and a model array3fd&ntical elements
so that the centre element of the array had the same neighbourhood as in the experime
The simulations were performed with the material parametéwresadetermined
experimentally in Reference 85 and used in the simulations of Regetd. In order to
avoid numerical artefacts due to the presence of sharp'&ddésthe shape of the
element was derived from a scanning electron microscope iofatiee array. The
static state at each bias field value and orientation was prefmyr allowing the
magnetisation to relax from a uniform state. These stitiesswere then used as the
initial configuration in two kinds of dynamical simulation. In thesti the sample was
excited by an out-of-plane pulsed figld In the second, a small harmonic out-of-plane
field was applied with frequency corresponding to one of the modedfiefitom the

response to the pulsed excitatioh?
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Figure 7.3.4 Simulated FFT spectra of the out-aflpl component of the average dynamic
magnetisation of the centre element in a 3x3 gigald line) and of an isolated element
(symbols) in response to a pulsed magnetic fiell slrown in (a) for four different
orientations of a bias field of 589 Oe. The dymawonfigurations of the magnetisation
within an isolated element subject to a harmonicgmetic field at a frequency
corresponding to the FFT peak marked by the arrmwvsaown in the images in (b).
White and black correspond to the positive and tiegaalues of the dynamic out-of-
plane component of magnetisation, respectivelye dfmows and the dashed lines in the
images represent the directions of the bias field af the effective wave vector,

respectively.

As indicated in Figure 7.3.1 and 7.3.2, the simulations for the modelveitrag
pulsed magnetic field reproduced well the experimentally observedtioa of the
mode frequencies with the value and orientation of the bias magfietd.
Figure 7.3.4(a) compares the FFT spectra calculated from the-platr&f component
of the dynamic magnetisation in response to the pulsed field &xeitaThe response
was averaged over the volume of the isolated element, and of teeskament situated
in the centre of a 3x3 model array. The two simulations were in excelleatragrefor
all bias field orientations, except for a tiny difference loéd £dge mode frequency.
Therefore we can neglect effects associated with the extrinsic catitnal anisotropy
in the present discussion. The images of the dynamic maagratiswithin the
individual element in response to the harmonic excitation are shofigune 7.3.4(b)
as the bias field is rotated between the directions paraltbetedge and to the diagonal

of the element.
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Figure 7.3.5 The dependence of the calculated nfredgiencies (a) and of the total effective field
averaged over different regions of the sample (@ynuthe orientation of the bias
magnetic field is shown. The inset shows the eefit) and edge (2) regions of the

sample over which the averaging was performed.

The mode frequencies calculated from the simulations for theaedoddement
are plotted in Figure 7.3.5(a) for different orientations of the tmagnetic field, while
Figure 7.3.5(b) shows the corresponding values ofsthiec effective field averaged
over the centre and edge regions of the element, as well antihe element. As
expected from Reference 103, because of the large aspect {girekiess) ratio, the
variation of the static effective field with the applied fieldgke due to the static
configurational anisotropy (< 70 Oe) is too small, on its own, toagxpghe observed
variation of the mode frequencies (> 2.5 GHz). Indeed, one can estiinoah
Figure 7.3.1 that such a frequency change requires a field chaagewf250 Oe. In
additional simulations, the magnitude of the applied field for therdifft orientations
was slightly adjusted (by less than 16 Oe) so that the vdlubeoaverage static
effective field was the same in each case. This resuitadmodification of the mode
frequencies by less than 0.1 GHz. Therefore, we conclude that theeabsdfects
must be due to dynamic rather than static configurational anisotropy.
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7.4 Discussion

If the Hamiltonian describing a magnetic element is timeriang the energy of
small perturbations to the ground state (magnons) is conserved abdkace of the
magnetic damping. The spin wave mode frequerfdiesn represent “good” quantum
numbers, and can be obtained by solving the following eigenvalue probkrived

from the linearised Landau-Lifshitz equatith

i2rrf m, ( y[m )xH (H,M(H,r)) ] y[M (H,r)xh (mf( ))] (7.4.1)

whereM andHg; are the static magnetisation and static totalcéffe field, y is the
gyromagnetic ratio, and is the spatial coordinate. The angular variatbrH is
responsible for the static configurational anispyto The dynamic effective fieldg; is
related to the dynamic magnetisation for a particular mode by a linear integro-
differential operatot'®, and is responsible for the dynamic configurati@amsotropy.

The translational invariance of the system is bnokeboth in-plane directions
due to the non-uniform static effective field ancagnetisation'> Hence, it is
impossible to ascribe a constant wave vector (mdunento a particular mode.
Moreover, a coordinate dependent wave vector, sash that introduced in
Reference 115 for a long stripe, is inappropriaestbecause it is impossible to assign a
direction to the wave vector. However, in order gain some insight into the
mechanisms that underlie the observed variationgequency, it is useful to make
comparison with the dispersion of dipolar-excharsgen waves excited within a
continuous ultrathin film.e. in a system with translational invariance for whtble in-
plane wave vector is well defined. Neglecting anplane anisotropy, the frequency of
the spin wave modes depends upon the apgbetween the in-plane wave vector
(k| =k = 22/4) and the static magnetisatiort'ds

27% (9) = y\/(H +M—k2+27M kdsin ¢](H +M—k2+4nM (1 kzdj], (7.4.2)

S S

whereA is the exchange constant alld is the saturation magnetisation. Let us now
introduce an effective “wave vector direction” &®wn in Figure 7.3.4. This direction
appears to lie parallel to the field when the fieddapplied along the edge of the

element, but seems to be strongly rotated fronditeetion of the field when the field is
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applied at 15° from the edge. Equation 7.4.2 shitvasthe dynamic dipolar interaction
influences the frequency through both the magnitoiddhe wave vector (in the terms
containingkd) and its directionp with respect to the static magnetisation, while th
exchange interaction influences the frequency tmigugh the magnitude of the wave
vector. Using the parameter values stated preljipkguation 7.4.2 can easily account
for the observed frequency variationgifandk are allowed to vary by about 15° and
10% respectively as the orientation of the appiield is varied.

The arguments presented in the previous paragrdiplv ais to explain
qualitatively the dynamic configurational anisotyop terms of the dispersion of
dipolar-exchange spin waves. A more rigorous amlsequires Equation 7.4.1 to be
solved in terms of a more appropriate set of eigertion§'*> The solution should
also take into account the transition of the mobaracter from “edge” to “centre”
observed in Figure 7.3.4 as the orientation ofkias field is changed. As the modes
span different areas of the element, they also”“déferent static effective magnetic
fields and hence different contributions from thatis configurational anisotropy, as
indicated in Figure 7.3.5. However, the frequenéyhe lowest mode changes only
slightly at the mode crossover from the edge tdreecharacter observed at the field
orientations of 30° and 45°. This suggests thatthi present case, changes in the
effective wave vector drive the variation in freqag of the lowest lying mode as the
orientation of the static field is changed. Althbube regions over which the static field
is averaged in Figure 7.3.5 provide only a cruder@axmation of the regions of
confinement of the edge and centre modes, theyajigeod qualitative account of the
small variation of the static effective field. Ayorous analytical theory of the observed

phenomena is however beyond the scope of this iexpetal chapter.
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7.5 Summary

In summary, the resonant modes of a square shaped magnetic nano-element have
been studied experimentally and numerically. Both the number of modes and their
frequencies were observed to vary as the orientation of the external magnetic field was
rotated in the plane of the element. It was shown that the observed variation cannot be
explained by either the effect of the extrinsic configurational anisotropy or the static
intrinsic configurational anisotropy. Instead the variation of the dynamic effective field
is due to a dynamic intrinsic configurational anisotropy. This new anisotropy can
dominate the ultrafast magnetisation dynamics of ultrathin nanomagnets for which the

static intrinsic configurational anisotropy is of minor importance.
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“If your result needs a statistician then you should design a better experiment”.
— Ernest Rutherford (1871-1937)

Chapter 8

Recent experimental developments for future work

8.1 Introduction

The magnetisation dynamics of the samples presented in this tese
measured using the time-resolved scanning Kerr microscope (TRSKStribed in
Chapter 3. In Section 3.7 the limitations of the TRSKM were discussaddition to
the action taken to extend the limits of the experiment. Assaltrof the action taken,
previously undetected phenomena could be observed and investegtéae dynamic
configurational anisotropy in an array of CoFe/NiFe nanomagnetsp(€r 7).
However, an adequate signal-to-noise ratio was only obtained forieiesufy long
integration time of the lock-in amplifiers. Furthermore, whalrrays of nanomagnets
exhibit interesting magnetic phenomermeag. collective excitations, such phenomena
make the magnetic behaviour of an individual nanomagnet difficult atates
Primarily, the magnetisation dynamics of nanomagnets wereuneglwithin arrays to
enhance the signal-to-noise ratio. The construction of an expenmit@nsufficient
sensitivity and stability for measurements upon a single nanomagaetifficult task.
The combination of limitations that led to long data acquisitiondiared low sample
throughput were the motivation for the redesign of the experimentaipsef the
TRSKM. In this chapter | will describe the experimental dewelents for future work.

| will also present some preliminary results obtained using éleaxperimental set-up.

209



Chapter 8

Where possible, the improvements will be illustrated by compdhiegiew results to

those obtained using the experimental set-up described in Chapter 3.

8.2 Recent developments

During the final year of my PhD research project | rebuiltTR&SKM in order
to increase the functionality, mechanical stability and productofitthe experiment.
Construction of a microwave probe station has allowed impulseaere with pulse
widths down to 70 ps and microwave synthesisers with frequencies up to 5@ Gklz
used to excite various samples, and is expected to facilitatdfastt switching of
nanomagnets. Construction of a new vector bridge detector mhgmeed bandwidth
has facilitated vector-resolved measurements of the precessinaghetisation
dynamics in addition to thn-situ measurement of hysteresis loops from sub-micron
sized samples. The changeover time for realignment betweemediffeypes of
experiments performed on the probe station is now less than an hour,fevhile
previous experimental set-up mounting a sample and connecting thdiglals#evice
often required days. The microscope was redesigned and built wéltieal probe
beam path for increased mechanical stability, which is essémtile measurement of
individual nanomagnets. The modifications give much faster datasému rates,
without compromising the data quality. For example, measuremeatsused to

require half an hour now require little more than five minutes.

8.3 Experimental set-up

The new experimental set-up of the TRSKM is shown in Figure 8.3He
Tsunami output beam is not split into pump and probe beams, but instead iasua
magneto-optical probe only. The beam is passed along an optieatielay with a
range of 8 ns prior to entering the scanning Kerr microscope. s€heap of the
scanning Kerr microscope is very similar to that described ipt€h8. The beam is
expanded by a factor of ten using a beam expander (Thorlabs BEl@ixBanti-
reflection coating suitable for a range of wavelengths from 650060 nm. The
BE10X-B is favoured over the expansion optics used in the previous setegptise

optical components are contained within a more compact assemhblythe | new
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scanning Kerr microscope set-up, the piezoelectric (flexurgg steaused to scan the
microscope objective lens instead of the sample. The effexttamining the objective
lens on the magneto-optical measurements has been tested and will be disarssed lat

Polariser 8 ns optical time delay

—
B Time - Tsunami
Vector bridge eam-  jelay Ti:sapphire 80 MHz reference

splitter modelocked laser

80 MHz
Flexure ~—_ Spectra Physics
stage lock-to-clock
Y

electronics

3 Pulse generator
Pulse width 70 ps

Amplitude -7 V

| N —4

50 GHz
Oscilloscope

Electromagnet

Optical table

Figure 8.3.1 A schematic of the set-up of the TRSKHMI microwave probe station used in pulsed

magnetic field experiments.

The design of the probe station began with the electromagnet. The
electromagnet was designed by Professor Rob Hidked built by Mr Russell Edge
Detailed plans of the probe station assembly were drawn by MyeRdlge and are
shown in Figures A3.1 to A3.3 of Appendix 3. The design of the electromagiset
specific to the vertical alignment of the microscope. The p@eegihave a separation
of 5 cm to accommodate the sample stage and allow for cpassgoning of the
sample stage below the focused laser spot. The pole piecessad above the level of
the coils so that the sample is at the same level as thaelgepod the pole pieces, as
shown in Detail B, Figure A3.2. The maximum constant magnetic fteldeasample
position is ~ 1.8 kOe. The coils can be water cooled. The water lfiletmsen the coil

windings and the yolk, and then flows around the outside of the windings. &tke w

School of Physics, University of Exeter, StocRead, Exeter, EX4 4QL
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cooling is necessary to prevent thermal expansion of the satapgk @and microscope,
both of which result in mechanical drift. The electromagnet is neduoh a tapered
roller bearing so that the magnetic field can be applied alopgngplane direction of

the sample.

Mechanical vibration

The sample stage main support (item no. 9, Figure A3.1) is mounted on two
linear stages for coarsg-positioning of the sample stage beneath the laser spot. The
stages have non-influencing locks that are used to prevent mechdnitahnd
vibration. To prevent mechanical vibration of the sample stage, four ssippitint
spring-loaded roller-balls in contact with the optical table were fittehe@ample stage
and braced to the adapter block (item no. 8, Figure A3.1). The spring-lazltbzd r
balls act to reduce the amplitude of vibrations, while allowing thepkastage to be
positioned as required. The supports were built by Mr Kevyn White

Before and after the supports were attached, the amplitude wbtadons was
estimated by scanning the focused laser spot across theoédge6im square
CoFe/NiFe element using the flexure stage. The vibration ak@g andy-direction
was investigated by scanning the spot across orthogonal edgee sfjuare. In
Figure 8.3.2 oscilloscope traces of the reflectivity signal laoevs as the focused laser
spot was placed at different positials parallel to thex-direction for the case when the
sample stage was (a) unsupported and (b) supported. The differenceeafieittevity
signal when the whole spot was initially on the substrate and themesaimple was
~1V. When the spot was positioned directly over the edge of theesguarscillatory
signal was observed in the reflectivity signal as a resuth@fmechanical vibration.
Before and after the supports were attached, the frequency afiotbwas ~ 32 Hz and
~ 44 Hz respectively. The peak-to-peak amplitude of the signafomasl to be less
than 1V. Therefore, the peak-to-peak amplitude of the vibrationlegasthan the
diameter of the focused laser spot. The schematic in Figured.8&{ be used to
approximately estimate the peak-to-peak amplitude of the vibratskan In
Figure 8.3.2(a) the position of the focused spot was moved througim3.&nd the
oscillatory signals correspond to a peak-to-peak amplitude of vibratio.5o+

0.8 = 2.7um, assuming that the full-width at half-maximum spot diamet&0&nm

School of Physics, University of Exeter, StocRead, Exeter, EX4 4QL
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(Figure 8.3.2(c)). The spot diameter was estimated from an iofage3x3 array of

637 nm square elements (Figure 4.2.5(g)) obtained using the same x#4@cope
objective lens, Figure 3.5.1(inset). In Figure 8.3.2(b) the spot has moved
through 1.0um, and the signals corresponds to a peak-to-peak amplitude of vibration of
~ 200 nm. Similar data for thedirection revealed that the amplitude of vibration was
reduced from 2.7Zm to ~ 400 nm. The amplitude of vibration was reduced along both
axes, however further control of the mechanical vibration is required in orgerform

experiments upon individual nanomagnets.
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Figure 8.3.2 Oscilloscope traces of the reflegtivsignal are shown as the focused laser spot was
placed at different positionsx relative to the edge of a/6n square element. Traces in
(a) were obtained when the sample stage was ungeppd he traces in (b) show the
reduction of the amplitude of vibrations by attaxghsupports to the sample stage. The
peak-to-peak amplitude of the vibration may be estimated from the focused laser spot

diameter (c).

The flexure stage was another source of mechanical vibratibe.microscope
column, microscope objective lens, and a linear stage for coamsgirfg are mounted
on the flexure stage. Detailed plans of the piezoelectricostope mount are also
shown in Appendix 3, Figure A3.3. The mass of the assembly is 2.1kg. The

electronics for the flexure stage include servomechanismdeéatback loops) that
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control the position of each axis of the flexure stage by monitoapgaitive position
sensor outputs. A notch filter on the Servo-Control Subm&dulas used to remove
the oscillation of the stage at the first resonance frequendieomechanics. The
microscope mount and flexure stage were sent to the manufastutieat the control
electronics could be calibrated for that particular load. Theufexstage can also
resonate if the servo-control loop gain is too high. Furthermore, theatioge
environment of the flexure stage can influence the loop gain. foheréhe loop gain
was tuned by myself in Exeter with the stage in its opegaginvironment and the
microscope mount attached. The procedure to tune the loop gain is outlined

Reference 120 and will be briefly described here. A galleth@fprocedure is shown

in Appendix 4.
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Figure 8.3.3 Oscilloscope traces of the capacfidv@tion sensor outputs in response to an osaijfato
input signal. In (a) the servo-control loops giinthey-axis is too high and the axis is
unstable. In (b) the loops gain for thaxis has been reduced and the loops gain is too
low and the response of each axis is too slow(c)ithe loop gain for each axis has been

tuned so that the response of each axis is optimum.

The loop gain for each axis of the flexure stage was tunemdytoring the
output signal of the corresponding capacitive position sensor as thespasmded to an
oscillatory input signal. The input signal was a square wawvefoir peak-to-peak
amplitude of 2 V, dc offset of 1 V, and frequency of 10 Hz. The signslapplied to
each axis in turn using the control input sockets (BNC) on the franel of the

Amplifier Module'®:. Three dc offset potentiometers on the front panel were usetl to s
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each axis to midrange.,e. x=y=50um, z=10um. The capacitive sensor outputs
were monitored using an oscilloscope probe to measure the voltagés si§geach pin
of the sensor monitor socket (LEMO) on the front panel of thetiBlosservo-Control
Module'?>. The socket shield was used as ground. In order to gain actessS@rvo-
Control Submodule an extension board (see Appendix 4, Figure A4.1) was ubatl so t
the loop gain could be changed and the sensor monitor output measured in real time. To
change the loop gain of each axis, potentiometer P402 of the corregp@elivo
Control Submodule was adjusted. Potentiometer P402 was located usiiog S&£.1
of Reference 120. The adjustment forykexis is shown in Figure A4.9.

Oscilloscope traces of the sensor monitor outputs are shown in Bi§usefor
all three axes of the stage (a) before tuning, (b) after twfinige loop gain of the-
axis, and (c) after optimising the loop gain of all three axes.Figure 8.3.3(a) the
traces reveal that the loop gain of theandz-axes was set too low, the axes were slow
to respond to the input signal and the settle time was too longantrast the loop gain
of the y-axis was set too high so that the axis would overshoot, become upatable
oscillate at a frequency of ~ 150 Hz. Furthermore, the ringingamaeffect on the
response of the- and z-axes for which ringing of the sensor monitor output was
observed, albeit with smaller amplitude. In Figure 8.3.3(b)yth&is potentiometer
P402 was adjusted by a single anticlockwise turn. The loop gaihtbfeee axes was
then set too low, however tlyeaxis was stable and the ringing in theandz-axes had
vanished. In Figure 8.3.3(c) the response of each axis was optinyisadjusting
corresponding potentiometer P402 accordingly. When the loop gain wasseqgititie

rise time of the sensor monitor output was relatively fast, with little overshoot.
Scanning the microscope objective lens

As already mentioned, the microscope objective lens is mounted diextiee
stage. The diameter of the beam falling upon the rear ap@ftuhe microscope is
larger than the aperture diameter. Therefore, the rear apefttite objective lens is
completely illuminated when the objective lens is scanned througimma range of
the flexure stage. Reflectivity and magnetic images areinglotaby scanning the
focused laser spot across the sample by scanning the objecisve However, the
reflected, re-collimated beam is translated with respecthé optical axis of the
microscope. As a result the beam position on the photodiodes within the bridge detector

is changed slightly when microscope objective is scanned. A chiartgam position
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only affects the vector bridge detector, in which the differasfcbalves of quadrant
photodiodes are used to recover information of the in-plane components of the
magnetisation (Chapter 4). If the position of the beam chandbsrespect to the
centre of a quadrant photodiode, the difference of halves willgghain Figure 8.3.4

two 70x70um? scans over a continuous film of Co(50 nm) show (a) contrast ir-the
direction and (b) contrast in thedirection. The contrast is the result of the beam
moving on the quadrant photodiodes as the microscope objective is scanned. The
change in contrast in thedirection was 0.74 V, while the change in contrast inythe
direction was 0.43 V. The contrast is not magnetic. For exampléysgteresis loop
height measured from the same film was 3 mV. Furthermore, tkgioaind contrast
shown in Figure 8.3.4 does not prevent the measurement of hysteresisidogpshe

vector bridge detector. Instead the measured hysteresis loogpgparenposed upon a

Contrast/ V

y-axis / pm
y-axis / pm

0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70

x-axis / pm x-axis / pm

Figure 8.3.4 The contrast measured using the inepthannels of the vector bridge detector as the
microscope objective lens is scanned over a cootisidilm of Co(50 nm). In (a) and
(b) the contrast was measured using the in-plaaera sensitive to contrast in the

andy-direction respectively.

dc offset that corresponds to the contrast in Figure 8.3.4. Hystdoeps were
measured at positions corresponding to the limits of the flexage.s The hysteresis
loop height was 3 mV in all cases, only the dc offset varied apdbiion of the
objective lens was changed. Finally, it should be noted that the rpmsiragntal set-

up is designed to investigate microscale elements and arraygsomagnets, with the
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ultimate aim to investigate individual nanomagnets. Therefore, fampbe, image
scans are typically over 6x8n® for a 4x4um? array and so the change in contrast as

the microscope objective is scanned is reduced.

The pulsed magnetic field device

In Section 3.6 the optically triggered pulsed magnetic field cgewivas
described. The limitations of the pulsed magnetic field werussed with particular
attention to the temporal profile of the current pulse generatedhéydevice.
Impedance matching throughout the device is essential in ordesvienpreflections of
the current pulse. For example, reflections of the current palsdead to coherent
suppression of the magnetisation dynafflicsReflections were always present in the
temporal profile of the current pulse, and action had to be taken intordptimise the
current pulse profile, as described in Section 3.6.

To prevent reflections of the current pulse, the impedance of thed pludéd
device and the connecting circuitry needs to be matched. The cogtiapiame (CPS)
used to deliver the pulsed field to the sample was redesigned dbaracteristic
impedance of 0. The CPS was designed and fabricated by Dr Volodymyr Kruglyak
and is shown in Figure 8.3.5(a). To prevent reflections of the curremt wittsn the
CPS, the structure is completely straiglfit Figure 3.6.5. The calculated profile of the
in-plane and out-of-plane components of the pulsed magnetic field haken sin
Figure 8.3.5(b). The peak current was assumed to be 60 mA (= Xy/abere the
peak voltage was estimated from Figure 8.3.6 (discussed below). pheatgm
between the tracks of the CPS is/30, so that over the region of the largest samples,
e.g. 10um element, the out-of-plane pulsed magnetic field is uniformthétentre of
the CPS the calculated value of the out-of-plane component of theslpnégynetic field
is 2 Oe and was found to vary by less than 1% withrpm of the centre of the CPS.

The current pulse was generated by a pulse generator (PicosadsadLabs
3600). The pulse generator and the Tsunami were synchronised usingiVitez 80
reference signal generated by the Tsunami’'s lock-to-clockretecs (Spectra Physics
Model 3930), Figure 8.3.1. In the previous experimental set-up, the timebdtieeen
pump and probe pulses was adjusted by adding or subtracting a femetesgi of

optical path length of the pump beam using mirrogsadd M, (Figure 3.6.2) so that
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zero time delay was observed near the beginning of the scan. fieepsaciple
applies in the new experimental set-up, however instead of chatingingptical path
length, the length of the cables to the CPS were adjusted. RFootteerthe range of
optical time delay of the probe beam is 8 ns, while the magtietisprecession is
typically observed over 2 ns. Therefore, it was relatively giitafiorward to find the
time-resolved signal in the available range of time delagesthe sample was excited
every 12.5 ns at a repetition rate of 80 MHz.
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Figure 8.3.5 A schematic of the coplanar stripimshown in (a). In (b) the calculated profiletoé

in-plane and out-of-plane components of the puieagdnetic field is shown.

The current pulse was delivered to the CPS using impedance matched
microwave probes (GGB Industries Picoprobe 40A-DS). Detailed dgawof the
Picoprobes are available from Reference 123 and are shown in Appendix 3,
Figure A3.4. The Picoprobes have a characteristic impedance @f &drequency
range of dc to 40 GHz, and are available in three configuratfgrground-signal, (ii)
signal-ground, and (iii) ground-signal-ground, Figure A3.4. Two probes, oeachf
configuration (i) and (ii), are used to supply a current pulsedB& structure. The first
probe delivers the pulse at one end of the CPS. The second probe h#osusrent

pulse to propagate out of the CPS without being reflected at the end of the tracks.
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Figure 8.3.6 Traces of the current pulse profilguaed using a 50 GHz sampling oscilloscope. A
single scan and an average of 300 scans are sloyvihef pulse generator output. An
average of 15 scan of the pulse transmitted thrabhghCPS reveals dispersion and

attenuation of the pulse.

Similarly two probes of configuration (iii) can be used to symplcurrent pulse to a
coplanar waveguid@ (CPW) structure. The second probe is connected toCaiBput
terminal of a 50 GHz sampling oscilloscope (Agilent Infinium DQAsd that the
current pulse is absorbed. Since the pulsed field device and giruitmpedance
matched at 5@, there are no reflections of the current pulse. In Figure 8.3.6,
oscilloscope traces of a single pulse and an average of 300 pulsedegtbg the pulse
generator are shown. The measured average of 15 pulses trandmoigdh the CPS
structure reveals dispersion and attenuation of the pulse. The peaewdtd in the
calculation of the pulsed field profile (Figure 8.3.5(b)) was takehe the average of
the peak of the pulse generator output, and the peak of the pulse tiechsnndugh the
CPS, Figure 8.3.6.

A “gate input” socket on the front panel of the pulse generdiowed the
output of the pulse generator to be modulated. A signal genersofdi® Research
Systems DS340 15 MHz) was used to generate a TTL signahokftey ~1-2 kHz. At
the same time, the signal generator was used to supplyranedesignal of the same
frequency to the lock-in amplifiers for phase sensitive detectirfhe modulation of the
pulse generator output is equivalent to the mechanical chopping it laser beam
described in Section 3.6.
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The enhanced signal-to-noiseratio

The signal-to-noise ratio of the new experimental set-up wgsifisantly
enhanced as a result of the improvements described above. Figure 8.3 tyghcal
time-resolved scans obtained from a disc with a diameteroh @sing the probe

station (a), and from a square of lengtpmé using the previous experimental set-up.
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Figure 8.3.7 Time-resolved signals obtained udiegprobe station (a) and the previous experimental
set-up (b). The sample used in (a) wasanedisc patterned from a CoFe/NiFe(2.5 nm)

bilayer. The sample used in (b) was ané square patterned on the same wafer.

The elements were patterned on the same wafer as the afrregrsomagnets studied in
Chapter 7. The bias field was ~ 590 Oe and the polar-Kerr rotatiomessured using
the bridge detector described in Section 3.5. In Figure 8.3.7(a) theKmotasignal
oscillates around zero, while in Figure 8.3.7(b) the oscillatonasig superimposed on
the transient background of the pulsed magnetic field (Section 3.6). trdisent
background is absent in Figure 8.3.7(a) because the duration of the putsent short
(Figure 8.3.6) so that the effective field lies in the plane of#meple after the current
pulse has passed. The peak-to-peak amplitude of the oscillatoryKeotasignal
measured using the probe station and the previous set-up was found to/oed @8d
43 1deq, respectively. The signal-to-noise ratio of the scans appeae similar.
However, to acquire the scan in Figure 8.3.7(b), an integration tighef(1s was
required for an adequate signal-to-noise ratio. For the scangureR8.3.7(a) an

integration time of 200 ms was used. The acquisition time for eaalpdait was 4%
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seconds. The total acquisition time for the 400 data point scangureB.3.7(a) and
(b) was about 7 and 27 minutes respectively. Therefore, the comstro€tihe probe
station and the experimental improvements have led to an increasgerimental

productivity of about a factor of four for this particular sample.

8.4 Antireflective coatings

For other samples, the data acquisition time was still too Idf@. example,
time-resolved measurements were performed on a disc with draohéem patterned
from a magnetic tunnel valve stack with composition Sij&bstrate)/
Ta(50 A)/PtMn(250 A)/CaFex(80 A)/ALOs(7 A)/CaoFen(10 A)/NiggFex(27 A)/
Ta(100 A). The sample was fabricated by Dr Jeffrey Chitdrasd Dr Jordan Katine
The ALO; layer was achieved by oxidising an Al layer i @ 500 mTorr for
15 minutes. The sample has a similar composition to that of a nagnetel valve
used in hard-disk read-head senSorsThe CoFe(8 nm) layer was pinned by the
exchange bias field generated by the interface atomic momenttheofPtMn
antiferromagnetic layer (Section 2.9). The CoFe/ NiFe(2.5 nm)dyes had the same
composition and thickness as the sample used in Chapter 7. As alisaulysed, the
time-resolved scan acquired from the free layer sample @&y8r7(a)) was found to
have an enhanced signal-to-noise ratio. However, the peak-to-peatudenpf time-
resolved scans obtained from the tunnel valve element wasle2f less than one-
seventh of the amplitude observed in scans acquired from the free digment.
Exchange coupling between the pinned and free layer across,gbalrier may act
to pin the free layer and hence reduce the precession amplitudedeinmachieve an
adequate signal-noise-ratio, an integration time of 5s was requir€de data
acquisition time per data point was 20 s. Therefore, time-resobees svere acquired
over 1 ns, corresponding to an acquisition time of about 34 minutes for a 4Q8@odt
scan. However, the time over which the time-resolved scan suneekis related to the
frequency resolution of the corresponding Fourier spectrum. For higdwrency
resolution, longer scans are required, which are only feasible iKéne signal is
enhanced so that the data acquisition time is reduced.

Hitachi Global Storage Technologies, San Josed&ehl Center, 3403 Yerba Buena Road, San Jose,

California 95135
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Figure 8.4.1 The reflectivity signal and the Kestation as a function of ZnS thickness.

A dielectric antireflective coating (ARC) deposited onto adimagnetic film
can be used to enhance the Kerr effect. The enhancememessltaof constructive
multiple reflection from the ferromagnetic film when the refrée index and the
thickness of the ARC are chosen corrééfly”> To enhance the Kerr effect, most of
the incident light must be coupled to the ferromagnetic filnmiagching the refractive
indices of the film and the ARE. The complex refractive index of the sample was
estimated to be 2.29i4.04 by calculating the volume weighted average of the
refractive index of the constituent layers. The sample used aw@stinuous film
tunnel valve stack (coupon reference number SA0521B) that was cotddpaih the
patterned film. The values for the complex refractive indeth®fconstituent materials
at a photon energy of 1.6 eV were obtained from Reference 127. Trardieteaterial
ZnS was found to have a similar refractive index (2.31) to thepagalof the sample
refractive index. An online ARC thickness calculftbwas used to estimate the
optimum ZnS thickness, for which the reflectivity was minimisedlhe optimum
thickness was calculated to be 63 nm. Six ZnS AR&ips of width of ~ 1 mm were

thermally evaporated through a shadow mask onto the coupon by Mr Dauiil flar
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t =33, 53, 63, 73, 93, 150 nm. Vector hysteresis loops were obtained frorateach
Figure 8.4.1 shows the reflectivity signal and the Kerr rotatioop(lheight) as a
function of ZnS thickness. Experimentally, it was found that themypti ZnS
thickness was 33 nm. The Kerr rotation was found to increase fromd&§ for an

ZnS thickness of 93 nm, to 140 mdeg for a thickness of 33 nm. As expected the
reflectivity showed the opposite trend, decreasing from 1.16 V, to 0.25 \ffeveame
range of ZnS thickness.

A ZnS(33 nm) film was deposited on top of therb diameter disc composed of
the same tunnel valve stack as the coupon (SA0521B). The sample @iafence
number A79) was fabricated by Dr Jeffrey Childremsd Dr Jordan Katineusing dc
magnetron sputtering, e-beam lithography, and ion milling. Both véutsteresis
loops and time-resolved scans revealed an enhanced Kerr sigmale &4.2(a) shows
vector hysteresis loops acquired from then® tunnel valve element when the field was
applied parallel and perpendicular(inset) to the exchange biasiahitecThe vector
loops acquired when the field was parallel to the exchange biatialireeveal that the
exchange bias field acting on the pinned layer is about 270 Oe. Thedoqused
from the sample with a ZnS ARC are shown with black squares, Wigléops from
the “as-deposited” stack are shown with red circles. The |stywsv that the
longitudinal-Kerr signal is enhanced by a factor of three. rEigut.2(b) shows time-
resolved scans obtained from thea6 tunnel valve disc at remanence following
saturation of the sample in a bias field of 1 kOe applied in the egehhias field
direction. The same magnetic field history was applied to tin@lsabefore each time-
resolved scan to ensure that the magnetisation of the pinneddgyenmailel to that of
the free layer. In Figure 8.4.2(c) Fourier spectra corresponding tbntkeresolved
scans in Figure 8.4.2(b) are shown. The similarity of the frequefagach scan
suggests that the ground state of the free and pinned layerdevasrhe for each
measurement, as expected from the vector hysteresis loops. hAéudifférence in
amplitude is the result of enhancement of the Kerr effect and regudt of different
interlayer interaction for different ground states of the pinnegerlayhe time-resolved
scans show a factor of four enhancement of the polar-Kerr sigimal 22 /deg to
91/deg. The signal-to-noise of the time-resolved scans appears tmidar.
However, the enhanced Kerr signal was acquired using a 1 srainbeg time,

corresponding to a 200 point scan acquisition time of about 14 minutes. chibelest

Hitachi Global Storage Technologies, San Josed&ehl Center, 3403 Yerba Buena Road, San Jose,
California 95135
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the end of the previous section, the acquisition time of a 100 point scartHe “as-
deposited” stack was about 34 minutes. Furthermore, the scan froastdeposited”
stack is an average of two scans, while the scan from the samiplZnS ARC is a
single scan. Since the data acquisition time was reduced, lomgeresolved scans
were acquired. The time-resolved scans and Fourier spectrguire$8.4.2(b) and (c)
also show how increasing the length of the time-resolved scasages the resolution

of the spectra.
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Figure 8.4.2  Vector hysteresis loops (a) and time-resolved s¢anacquired from a fm diameter
disc patterned from a PtMn(25 nm)/CoFe(8 nnyDA(0.7 nm)/[CoFe/NiFe](2.5 nm)
tunnel-valve stack with (black lines and symbolsl avithout (red lines and symbols) a
ZnS(33 nm) antireflective coating deposited on tpthe sample. The fast Fourier

transform spectra shown in (c) correspond to tine-tiesolved scans shown in (b).
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8.5 Vector- and time-resolved scanning Kerr microscopy

The Mk I vector bridge

Attempts to acquire time-resolved scans using the vector briégectdr
described in Chapter 4 were unsuccessful. During the final yeay ¢thid research
project | designed and built a second vector bridge detector (Méctor bridge). The
main features of the Mk Il vector bridge are the enhancedhamézal stability,
increased bandwidth, and external alignment and nulling controls. €bkamics of
the Mk Il vector bridge were built by Mr Kevyn White The design of the electronics
was based on that of the vector bridge described in Chapter 4. Ttreretecircuit for
the Mk Il vector bridge is shown in Appendix 5, Figure A5.1. | resgiuseful advice
from Dr Charles Williams Mr Tom Addison and Mr Chris Forreson how to increase
the detector bandwidth while maintaining the detector gain, and dnewoid electrical
noise. Initially, each operational amplifier (op-amp) had theesaatues of capacitance
and resistance as the op-amps in the previous vector bridge (Mlot beiclge). The
bandwidth was tested electronically using a 15 MHz signal gemeaati a 500 MHz
oscilloscope and was found to be ~ 2 kHz. At frequencies higher thaarteidth of
an op-amp the gain begins to fall off at steady rate of 6 dB/6¢°. Attempts to use
the Mk | vector bridge to measure time-resolved scans wergeessful because the
detector was being used to detect a modulated (~ 2 kHz) Kert aigtiee limit of the
electronic bandwidth. In the Mk Il vector bridge the bandwidth waseasad by
reducing the feedback capacitance of the op-amps.

The bandwidth of the Mk Il vector bridge was measured by modulatag t
polarisation of the Tsunami output beam using an electro-optic moduylator-
Optics 350-80) similar to that described in Section 3.6. The modulatocoma®lled
using driver electronics (Con-Optics 302) to apply dc and ac vsltagie birefringent
crystal within the modulator assembly. A dc bias voltage wad tsehange the
polarisation of incident linearly polarised light to circularlygrided light, while an ac
signal was applied to the crystal to alternate the degredigifoily of the transmitted
light. Finally, a quarter waveplate was used to change thaatitay ellipticity into an
alternating rotation of linearly polarised light. The frequermd the polarisation
modulation was then varied while the “magnetic” outputs of the Mkdtorebridge

were monitored using a 500 MHz oscilloscope. The bandwidth of the deteasor
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found to be ~ 32 kHz. The increased bandwidth may facilitate the fugtiection in
the data acquisition time of time-resolved scans by allowinguieeof highere.g.
10 kHz, modulation frequencies.
As described in Section 4.3 for the Mk | vector bridge, it wases&ary to
ensure that the outputs of the MK Il vector bridge were proportioriae Kerr rotation.
It should be noted that the response of the in-plane signals mustbaretewhile half
of the beam is blocked (Section 4.2 and 4.3), while the whole beam may b&used

measure the response of the out-of-plane signal. Figure 8.5.1 shows theobotpibf
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Figure 8.5.1 The MK Il vector bridge output L2-Llised to detect in-plane component of the
magnetisation vector, is shown as a function oapsér angle. The reflectivity signal
P2+P1 and intensity signals P1 and P2 of quadtdetet and 2 are also shown. For
L2-L1 and P2+P1 the symbols are measured, whilditles are calculated from the

measured outputs P2 and P1.

the in-plane signals (labelled L2-L1) as the polariser istedtéhrough 360°. The
reflectivity output is also shown (labelled P2+P1) as welhadrtensity signal of each
quad-detector (labelled P1 and P2). For L2-L1 and P2-P1, the symbaiseasured
values, while the lines are calculated from the measured P2 amditpdts. The

nominal gain of the L2-L1 op-amp is 100. However, the discrepaetyeen the
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measured and calculated values of L2-L1 suggest that the gain nsigtily lower
than expected. From Figure 8.5.1 it can be seen that the output signhlid Briear in
the region about a polariser angle of 176°. Since the Kerr rotatitypically small
(~ 10 mdeg), L2-L1 can be assumed to be linearly proportional to the nie-pla
component of the magnetisation. Similar results for the secondne-pignal (T2-T1)

and the out-of-plane signal (P2-P1) are shown in Appendix 5, Figure A5.2 and A5.3.
Vector hysteresis loops

In Figure 8.5.2(a) vector hysteresis loops acquired using the dicibr bridge
are shown for a 1@m square element patterned from a CoFe/NiFe(13.6 nm) film
previously studied in Chapters4 and 6. The loops were acquired by Mio Mar
Delchini under my supervision during his summer research placement irr Extéte
field was applied along the hard axis of the material and the kiups the component
of magnetisation paralléll; and perpendiculaM to the applied field. Comparing the
vector loops on Figure 8.5.2(a) with those in Figure 4.3.3(c) and 4.3.3(d) reveals that
the quality of the hysteresis loop data has been maintained. Fuwtkeer

Figure 8.5.2(b) shows easy a4 vector loops acquired from the arrays of square
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Figure 8.5.2 Vector hysteresis loops acquired usiveg Mk Il vector bridge are shown for (a) a

10 um square and (b) arrays of square nanomagnetseo®8i, 124, and 70 nm.

L'Ecole Nationale Supérieure de Physique de Gilen&NSPG), Minatec - Bat. INPG, 3 parvis
Louis Néel, BP 257 - 38016 Grenoble Cedex 1, France
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nanomagnets using the Mk Il vector bridge. The loops were acquoedthe three
smallest nanomagnets with length(separation) 234(77), 124(30) and 70(3fpwm s

in Figures 4.2.5(c), (d), and (e) respectively. The loops obtaioed fine arrays of

234 nm and 124 nm element are very similar to those shown in Figure 4.3.4(a),
demonstrating again that the quality of data has been maintainedou?rattempts to
measure vector loops from the array of 70 nm elements were essfidc However,
Figure 4.2.5(e) shows a good hysteresis loop acquired from the aff@ynof elements
using the Mk Il vector bridge. As the element size is reduaed %24 nm to 70 nm,

the coercive field decreases from ~ 165 Oe to ~ 35 Oe.
Vector- and time-resolved images

Finally, the Mk Il vector bridge was successfully used to acdinre-resolved
images of magnetisation dynamics in a 404G element patterned from a film of
(F&0Co010)78B12Siio with thickness of 160 nm. The sample was fabricated by
Dr Michael Frommberger The time-resolved experiments were performed by
Dr Andreas Neudert and Dr Volodymyr Kruglyak The experimental set-up in

Figure 8.3.1 was used to acquire a time-resolved scan in respongeulseahmagnetic

2
T ] : : :
o 40 S L <«——8.0GHz
[} ] ] a )
g 30 O
= 5] ] < 0.8 1
S 10 n 1 3
2 0 MU A A smend & ©°
& STy 5
2 -10] 1 2 o044
qt) -20- i - <4——9.2GHz
X _30A U ] 8 0.2
>
-40 o
. . . . . L 0.0 . . . .
0 05 10 15 2025 30 0 a4 8 12 16 20
Time / ns Frequency / GHz

Figure 8.5.3 A time-resolved scan and the corresponding Folgperctrum acquired from a 4n
square patterned from a film of Jg€0,0)78B12Siig With thickness of 160 nm. At a bias

field of 500 Oe modes with frequency of 8.0 and G2z were observed.

Center of Advanced European Studies And Rese&@B8RE$AR), Smart Materials Group, 53175
Bonn, Germany
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field delivered using a CPW device. A bias field of 500 Oe waseapplarallel to the
central conductor of the CPW structure. The resulting oscillakay signal was
recorded using the bridge detector described in Section 3.5. elduB shows the
time-resolved scan and the corresponding Fourier spectrum. TheeBoleed scan
shows clear beating suggesting that two modes with sinméguéncy were excited.
The main peak seen in the Fourier spectrum at 8.0 GHz and its shaulle GHz
confirm that at least two modes are excited. The method ofag®ni used in the
experimental set-up in Figure 8.3.1 was modified by Dr Andreas Neade Dr
Volodymyr Kruglyak so that harmonic field excitation could be used to hold @ydarti
mode at resonance. Figure 8.5.4 shows the modified set-up. The laseseidogkad
to the microwave signal generator (Rohde and Schwarz SMA-100A 1-2p @skhg a
signal generator/clock (Rohde and Schwarz SMA-100A 9 kHz-3 GHz) witnd0 a
80 MHz reference signal outputs. To excite a particular megde,at 8.0 GHz, a
harmonic field is delivered to the sample by passing an 8.0 Gldmwave signal
along the CPW. The optical time delay of the phase locked probe putet so that
each pulse reaches the sample at the same point on each fcjleée nmagnetisation

precessiore.g. an anti-node.

Polariser 8 ns optical time delay

Y
B Tsunami Spectra Physics
Vector bridge elgm- Ti:sapphire lock-to-clock
splitter modelocked laser alectronics
80 MHz
Flexure — @
stage
Y
x40 .
. ) Signal generator/clock
50 GHz Picoprobes Signal generator Reference 80 MHz
Oscilloscope lU\N\, 1to 22 GHz Reference 10 MHz
Phase locked
N

» Electromagnet

Figure 8.5.4 A schematic of the set-up of the TRS&M microwave probe station used in harmonic

magnetic field experiments.
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By scanning the focused laser spot across the sample and mgdbkeriKerr
rotation for each pixel, an image of the dynamic magnetisation for a partatie can
be obtained. The vector bridge was successfully used to acquiresic@gesponding
to the in-plane and out-of-plane component of magnetisation for the 8.0r®He,
while only the out-of-plane component was imaged for the 9.2 GHz mode.
Figure 8.5.5 shows the vector-resolved images of the dynamic magnetisation tiwo
modes. Such vector-resolved images of the dynamic magnetisationcioscale
elements acquired using a harmonic field excitation have not preyibesh reported.
In Figure 8.5.5(a) time-resolved scans of the polar- and longitudirraldignals are
shown for the out-of-plankl, and in-planéM; component of the sample magnetisation.
The longitudinal-Kerr image is referred to as “transverdates it is the in-plane
component of magnetisation perpendicular to the applied field teahged.My is not
sensed using the transverse-Kerr effect. The change in-filane component of the
magnetisation parallel to the bias fidlt} is very small and is not shown. The images in
Figure 8.5.5(a) correspond to the data points at 0 ps and 27 ps on thestineere
scans. The polar and transverse images show that when the outeot@haponent is
small the in-plane component is large armsb-versa. In Figure 8.5.5(b) the two images
of the higher frequency mode correspond to opposite anti-nodes of the hafi@dnic
The lower frequency mode is more uniform throughout the element, Viaileentre

and edge regions of the higher frequency mode precess out of phase (oppositg.contras

(a) 8.0 GHz 0 ps 27 ps (b) 9.2 GHz
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Figure 8.5.5 Vector- and time-resolved scans aratjés of the dynamic magnetisation are shown for
two modes with frequency 8.0 GHz (a) and 9.2 GHz (bThe inset shows the

orientation of the biakl and harmonic magnetic fieldig(t).
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Chapter 8

8.6 Summary

In this chapter details of the improvements made to the TRSKM and the
development of the microwave probe station were presented. Evidence that an
enhanced signal-to-noise ratio was achieved as a result of the development was also
presented. The aim was to perform vector- and time-resolved Kerr measurements on an
individual nanomagnet. While such a measurement has not yet been achieved, the
efforts described in Chapter 8 will continue with the aim to enhance the mechanical
stability and the magneto-optical Kerr signal further. The development of the
microwave probe station will facilitate the controlled precessional switching of
nanomagnets, while the improvements to the vector bridge detector will alow the
trajectory of the switching to be measured.
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Chapter 9

“What we call the beginning is often the end. And to make an end is ® anak
beginning. The end is where we start from'T.S. Eliot (1888-1965)

Chapter 9

Summary

In this thesis the results of magneto-optical experiments hae fresented.
The experiments have been performed on micro-arrays of squamagnets in order
to characterise the static and time-dependent behaviour of the rgreimaThe time-
dependent behaviour was investigated in time-resolved scanning Kerosotpy
(TRSKM) experiments. In these so-called pump-probe experimemtgnansation
dynamics were induced by applying a pulsed magnetic field (pumgb)letected using
the magneto-optical polar Kerr effect (probe). The longitudireal Kffect was utilised
in the scanning Kerr microscope in order to measure the in-ptanpanents of the
static magnetisation. The static and time-dependent behaviourroftireetisation was
found to become more complicated as the size of the nanomagneteduasd. In
particular, vector hysteresis loops revealed changes in theivadiield, while
interpretation of fast Fourier transform (FFT) spectra ofetmesolved signals using
micromagnetic simulations revealed that the magnetisation ndgaa became
increasingly non-uniform as the element size was reduced. Tie flrequency
magnetisation dynamics of hanomagnets are expected to underputuiteedperation
of hard-disk read-head sensors. However, the reduction in the elsixeritas been
shown in this thesis to lead to the excitation of spin wave modhsancomplicated
spatial character that have similar frequency to that of futad-head sensors. Such
non-uniform excitations may lead to reduced signal-to-noise intread sensors as

their operation frequency is pushed into the microwave regime.
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Chapter 9

In Chapter 4 hysteresis loops of the vector magnetisation have beemedbtai
from continuous sheet material, individual microscale square elspart 4um arrays
of nanoscale square elements using a scanning Kerr microscopd-oficometer
spatial resolution equipped with a vector bridge detector. Theureraents on sheet
material have demonstrated that two orthogonal in-plane componenite afettor
magnetisation are sensed, and that the corresponding hysleogsisan be measured
simultaneously. A comparison of experimental loops obtained from efitfealement
sizes has revealed an increase in the coercive field asetinerel size was reduced in
addition to a greater similarity between the easy and hasdi@p shape. However,
loops for two arrays of 637 nm elements with different elemenaragpn have
revealed that the coercive and switching fields are senstivatér-element dipolar
interactions.  Micromagnetic simulations of hysteresis loops amgnetisation
configurations within a single 236 nm element have revealed thanh#gmetisation
switches via a series of non-uniform single domain states. WWkendgnetic field was
applied along different edges of the element, the simulated msaji@ti configurations
revealed that the incoherent switching mechanisms were simiiah lead to a similar
hysteresis loop shape for each field direction. Since the siondavere performed for
single nanoscale elements, the trends in coercive field seémefexperimental loops
obtained from arrays of nanoscale elements could not be fully ietedor Indeed the
acquisition of the hysteresis loop is often a prerequisite for staoheling the high
frequency response of micro- and nanoscale magnetic elements. wbhis
demonstrates that a scanning Kerr microscope equipped withaa edge detector is
a powerful tool for the characterisation of nanomagnet arrays of very sewll a

In Chapter 5 it was demonstrated that a hybrid Au/indium tin oxi@@®)(
coplanar stripline (CPS) allows magnetisation dynamics tothdiesl in a sample
fabricated on an opaque substrate, following excitation by etihén-plane or an out-
of-plane pulsed magnetic field. It was shown that a phase sisftisan the time-
resolved Kerr signals obtained at different positions acros§ @evindow. Macrospin
simulations confirmed the variation of the pulsed field betweenuhef-plane and in-
plane configurations. While the hybrid Au/ITO CPS device was usdd in
experiments presented in subsequent chapters, the work presented ier &hapt
demonstrates that the device can be used to apply a pulsed magpétiof fany
orientation to any sample fabricated on any separate substrate.

In Chapter 6 the results of TRSKM measurements upon arrays of square

nanomagnets of different size and for a range of bias fields presented. The
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Chapter 9

experimental results were compared to micromagnetic simuladionsodel arrays in
order to understand non-uniform precessional dynamics within the emiem
Experimentally, two branches of excited modes were observed éxistoabove a
particular bias field. Below the so called crossover field hilgaer frequency branch
was observed to vanish. Micromagnetic simulations and FFT imagirepled the
spatial character of the two mode branches. The modes of the figdesncy branch
were found to have high FFT amplitude at the centre of the elemeegions of
positive effective field, while modes of the lower frequency bnamere found to have
high FFT amplitude near the edges of the element perpendicular toiahdield.
Cross-sections of the simulated images of the effective fieltl BFFT magnitude
revealed that the crossover between the higher and lower frequesoghdés was
mediated by the complicated evolution of the total effective figttin the element.
Below the crossover field the increase in the width of the edg®n, of negative
effective field, at the expense of the centre region, of positfeetie field, allowed
the edge-type mode to extend over the entire element. The omsileevealed that the
majority of the modes were de-localised with non-zero FFT magnitudeghout the
element. Therefore, the spin-wave well model introduced in Refe@ffor micron
sized non-ellipsoidal elements could not be used here to charatterisecited modes
as strictly centre- or edge-localised modes. The de-lodahs¢ure of the excited
modes seems to be an intrinsic property of sub-micrometer and abnosmn-
ellipsoidal elements. However, the mode spatial charactefomasl to be correlated
with features of the effective field and the static magnsfisastate. The simulations
revealed that the frequency of modes from the lower frequencyhbramre very
sensitive to the static state magnetisation of all the elemeithin the model array.
Therefore, by matching the simulated spectra to the expeairsgectra we are able to
infer that the elements studied here occupy the S-state., Baloa the crossover field
the static magnetisation state was shown to be non-uniform, sedreaagnetostatic
interaction is expected between the elements within thg.arfae simulated spectra
revealed that many modes may be excited that have sspadial character within the
centre element. However, inspection of the entire array reléhk existence of
collective modes, where the FFT amplitude in the elements surroutiengentre
element was considerably different for two such modes. Theasaitof collective
modes with similar spatial character in the centre elemendiffatent frequency may
account for the increased linewidth observed in the experimentelradeselow the

crossover field.
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Chapter 9

In Chapter 7 experimental and numerical results of resonant modesqofiee
nanomagnet were presented. Both the number of modes and their frequesreies
observed to vary as the orientation of the external magnekiciias rotated in the
plane of the element. It was shown that the observed variation canexplaeéed by
either the effect of the extrinsic configurational anisotropythe static intrinsic
configurational anisotropy. Instead the variation of the dynaffectee field is due to
a dynamic intrinsic configurational anisotropy. This new anisotcgyy dominate the
ultrafast magnetisation dynamics of ultrathin nanomagnetwa/ligch the static intrinsic
configurational anisotropy is of minor importance.

In Chapter 8 details of the improvements made to the TRSKM and the
development of the microwave probe station were presented. Itheas gshat an
enhanced signal-to-noise ratio was achieved as a result of thecadvin the
experimental set-up. The aim was to perform vector- and rixsmved Kerr
measurements on an individual nanomagnet. At this time, such a emeastihas not
been achieved. Therefore the efforts described in Chapter 8 to erthanoechanical
stability and the magneto-optical Kerr signal will continue. Tegelopment of the
microwave probe station will facilitate the controlled precessiswitching of
nanomagnets, while the improvements to the vector bridge detedtoallw the
trajectory of the switching to be measured.
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Appendix 1

Calculation of the vector bridge longitudinal Kerr signal for the

component of magnetisation perpendicular to the applied field

In Figure 4.2.4 for the two rays shown, the Kerr rotation @ is proportional to
Mp, but is equal and opposite in opposite halves of the beam. The intensity of the
electric field that falls upon the opposite halves Q;+Q, and Qs+Q, of quadrant-
photodiode 1 is

| oo, 1 COS* (% + By ) (AL1)

and

| g0, D COS* (7 -y ). (AL2)

where Q; (i = 1,2,3,4) are the quadrant labels according to the specifications supplied by
the manufacturer. Similarly, the intensity that falls upon opposite halves of quadrant-
photodiode 2 is

lo.o, 0 cos?(%-dy), (AL3)

Q+Q;

and

lo.o. 0 cos?(%+@,). (AL4)

Qs*Qq

Using atrigonometric identity for cos(a = £) Equation A1.1 may be written as

| .0, 0 [cos(7) Bos(@, ) +sin(7) sin(@, )] *, (AL5)

where @ istypically small so that Equation A1.5 may be written as
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1 1 ?
lgo O ——+——[®, | . (AL6)

Expanding the square and neglecting second order termsin & gives

1+ 20,

0 ) (AL7)

I Q+Q; 2

Similarly for Equation A1.2, we obtain

1-20,

I Q3+Q, 2

(A1.8)

Table 4.2.1 shows that the quad-detector signal output at Pad 3 is proportional to the
difference signal (V1+V,)-(V3+V,). For quad-detector 1 (QD1), such an operation yields

1420, 1-20
2 2

[V, +V,) = (v, +V, )] oo U K =20, (AL.9)

where @ is proportional to M. A similar analysis of quad-detector 2 yields

1-2¢, 1+2d,
2 2

_[(Vl +V2)_ (Vs +V4)] op2 U _( j =20, (A1.10)
where the additional negative sign in Equation A1.10 accounts for the inversion of
quadrant-photodiode 2 with respect to quadrant photodiode 1. Therefore, the Kerr
signalsin Equation A1.9 and A1.10 have the same sign.

In the case of detecting Mg (as shown in Figure 4.2.4) a summing amplifier was

used to perform the following operation

+(Pad 3)

QD1

(Pad 3)

oo 04, . (A1.11)

where the output signal is a factor of two larger than the individual output signals from
Pad 3 of quad-detectors 1 and 2.
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Appendix 2

Time-resolved signals acquired from arrays of nanomagnets

The figures presented in this appendix show time-resolved signals that

correspond to the fast Fourier transform spectra presented in Chapter 6.

Figure A2.1

Figure A2.2
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Raw time-resolved signals obtained from an array of 637 nm square elements of

CoFe/NiFe(13.6 nm) are shown for different bias field values.
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Raw time-resolved signals obtained from an array of 428 nm square elements of

CoFe/NiFe(13.6 nm) are shown for different bias field values.
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Figure A2.3 Raw time-resolved signals obtained from an array of 236 nm square elements of
CoFe/NiFe(13.6 nm) are shown for different bias field values.
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Figure A2.4 Raw time-resolved signals obtained from an array of 124 nm square elements of
CoFe/NiFe(13.6 nm) are shown for different bias field values.
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Figure A2.5 Raw time-resolved signals obtained from an array of 70 nm square elements of
CoFe/NiFe(13.6 nm) are shown for different bias field values.
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Appendix 3

The probe station assembly

The figures presented in this appendix show detailed drawings of the components of the

probe station assembly described in Chapter 8.

398REFONLY

PROBE STATION ASSEVBLY

B(‘T'il:iii

NA Figure A3.1 [

=

240



1N

N\

f 7>

N\
i

POLEPI

A

57
=

,

150 REF ONLY

MAIN SUPPORT————
BEAD BLAST B [— §
P;M PROBE STATION ASSEMBLY CROSS SECTION
UNIVERSITY OF |
TNA Figure A3.2 ’
[
‘ O [¢] D
©
© b=
5 8
5 e
8
!
- MICROSCOPE OBJECTIVE LENSE

N/A

. Figure A3.3

241



Figure A3.4 The GGB Industries Picoprobes 40A-DS are shown. Detail of the ground-signal-ground
(GSG), ground-signa (GS), and signal-ground (SG) tips are shown. This figure was
taken from Reference 123.
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Appendix 4

Tuning the servomechanism loop gain

This series of photographs show the procedure for tuning the capacitive position sensor

servomechanism loop gain for the piezoelectric stage.

Figure Ad4.1 Figure A4.2 Figure A4.3
Extension board (loaned from Switch off device and remove The Servo-Control Submodule
Lambda Photometrics) Position Servo-Control Module (E-802.52)

Figure A4.4 Figure A4.5 Figure A4.6
Insert extension board and attach  Device can how be switched on Monitor sensor outputs
Position Servo-Control Module

Figure A4.7 Figure A4.8 Figure A4.9

Apply square wave form to the Remove seal on loop gain Adjust P402 while monitoring
control input sockets of the potentiometer P402 using the sensor outputs until loop gain
Amplifier Module isopropanol istuned
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Appendix 5

The Mk Il vector bridge

The figures presented in this appendix show the electronic cttiagtam and
output signals of the Mk Il vector bridge detector. Following thecudision and
calculation of the longitudinal Kerr signals in Section 4.2 and Appendhelin-plane
signals L2-L1 and T2+T1 are calculated using a difference and isgrmamplifiers
respectively, Figure A5.1. In the Mk Il vector bridge the option fsigaal gain of 19
or 1 is available. In the Mk I vector bridge the gain of the in-plaignals was fixed
at 1d. Furthermore, the Mk Il vector bridge offers offset potentiorseteat allow any
offset of the output signals of the quad-detectors to be remowvedu prior to
performing experiments. Removing any dc offset allows the rdnaange of data
acquisition software to be reduced, which increases the resolution of theglasitiao
card. OP27 low noise, precision operational amplifiers were ustyahave low dc
offset and thermal drift’.

QUADRANT FHOTODIODE SUM AND
DIFFERENCE AMPLIFIER MODULES

PAD SCHEDULE

FAD | FHOTODIODE BIAS (FOS)
PAD 2-[(QL+Q2)-(Q3+04]

PAD 3.[(QL+Q4)-(Q2H]3)]

PAD 4-(QI+QHQIHQ4)

PAD 5 +15YOLTS

PAD 6 GROUND

PAD7-15 VOLTS

Vs
+H5V

10KL2 L)
or 104L2-L1)

10%P2-P1)
o1 10Y(F2-F1)

le _10(p2+P1)
10% T24T1)
o1 10 T24TI)

v
15T

Figure A5.1 The electronic circuit for the Mk Il ater bridge is shown.
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Figure A5.2 reveals that the in-plane signal T2+T1 is lineatheregion about a
polariser angle of 176°, which confirms that a summing amphfias required to

recover the signal.
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Figure A5.2 The MKk II vector bridge output T2+T1daf®2—P1, used respectively to detect the
second in-plane component and the out-of-plane oot of the vector magnetisation,
is shown as a function of polariser angle. Théectifvity signal P2+P1 and intensity
signals P1 and P2 of quad-detectors 1 and 2 apesalswn. For T2+T1, P2-P1, and
P2+P1 symbols are measured, while the lines apeilleé¢d from the measured outputs
P2 and P1.
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