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Abstract

| have carried out three-dimensional numerical simulaiohself-gravitating discs to determine
under what circumstances they fragment to form bound cluimgtsmay grow into giant planets.
Through radiation hydrodynamical simulations using a Stimed Particle Hydrodynamics code,
| find that the disc opacity plays a vital role in determiningether a disc fragments. Specifically,
opacities that are smaller than interstellar Rosselancdhma&aes promote fragmentation (even at
small radii,R < 25AU) since low opacities allow a disc to cool quickly. Thigynoccur if a disc
has a low metallicity or if grain growth has occurred. Giveattthe standard core accretion model
is less likely to form planets in a low metallicity environnigl predict that gravitational instability
is the dominant planet formation mechanism in a low meigllienvironment. In addition, | find
that the presence of stellar irradiation generally actshibit fragmentation (since the discs can
only cool to the temperature defined by stellar irradiatidtywever, fragmentation may occur if
the irradiation is sfiiciently weak that it allows the disc to attain a low Toomréogity parameter.

With specific reference to the HR 8799 planetary system, Itfiad it is only possible for
fragments to form in the radial range where the HR 8799 ptaast locatedR ~ 24 — 68 AU)
if the disc is massive. In such a high mass regime, mass wensgcurs in the disc causing the
surface mass density to alter. Therefore, fragmentatiootisnly dfected by the disc temperature
and cooling, but also by any restructuring due to the grawital torques. The high mass discs
also pose a problem for the formation of this system becaws@rotoplanets accrete from the
disc and end up with masses greater than those inferred fogeneation and thus, the growth of
planets would need to be inhibited. In addition, | find thattier subsequent fragmentation at
small radii also takes place.

By way of analytical arguments in combination with hydrodgmical simulations using a
parameterised cooling method, | explore the fragmentairdaria which in the past, has placed
emphasis on the cooling timescale in units of the orbitattioalep. | find that at a given radius
the surface mass density (i.e. disc mass and profile) andrgtas also play a crucial role in
determining whether a disc fragments or not as well as whetied disc fragments form. | find
that for shallow surface mass density profilps<(2, whereX « R™P), fragments form in the outer
regions of the disc. However for steep surface mass densifjgs (p > 2), fragments form in the
inner regions of a disc. In addition, | find that the criticalwe of the cooling timescale in units of
the orbital timescale3it, found in previous simulations is only applicable to certdisc surface
mass density profiles and for particular disc radii and issngéneral rule for all discs. | obtain an
empirical fragmentation criteria between the cooling e in units of the orbital timescalg,
the surface mass density, the star mass and the radiuslyFiralry out crucial resolution testing
by performing the highest resolution disc simulations ted&ly results cast some serious doubts
on previous conclusions concerning fragmentation of gedfdtating discs.
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Chapter 1

Introduction

1.1 Planet formation background

Planet formation has been an area which has been studiegkhdgtail, long before the discovery
of the first extra-solar planets in the early 1990s. In 19B&¢d planets were discovered around
the pulsar PSR 125712 (Wolszczan & Frail 1992) followed by a discovery aroundther pulsar
the following year, PSR B1620-26 (Backer et al. 1993). Tts éxtra-solar planet was discovered
in 1995 around a main sequence star, 51 Peg (Mayor & Queloz)1%®ince these discoveries,
this area of research has soared and has been widely expiobeth observations as well as
theory. From the observational point of view, new instrutadrave been designed that continue
to push the detection limits further out to detect a vastrgitge of planets as well as the planet
formation environments. New techniques are being devdldpgut constraints on the various
parameters of the planets (such as the mass, radii and dierasproperties) and the parent
stars (such as spectral type, age, metallicity and luntiy)osin addition, these techniques also
constrain the dynamics of the planets and the disc enviratsnie which they form. On the other
hand, theoretical advances have escalated as theoriesiagedeveloped and compared to current
observations with the help of increased computing capisilihat are widely used to test these
theories.

Planets have been known to orbit the Sun in a circular motiahapproximately in the
same plane. It is this fact that drove astronomers to exph@eoncept of discs and the formation
of planets in these discs that surround the central stars pitdpelled the immense amount of
research into disc theory and is how observational astren®ivegan to look at discs.

Giant planets are particularly interesting for two mairsiaes: firstly, the majority of extra-
solar planets discovered are giant and therefore we know atmout their properties and can thus
use this to match theory and observations with fewer assangt Secondly, giant planets in
our solar system dominate its mass and angular momentumoamaderstanding the formation
and evolution of these planets may well provide much morerination as to how the terrestrial
planets evolved under the influence of the giant planets.

22



1.2. PLANET FORMATION WITHIN THE CONTEXT OF STAR FORMATION 2

Figure 1.1: Schematic diagram showing th&atent stages of star formation. The early phase
is the Class 0 phase (top left) where the molecular cloudm¢racting and a stellar core forms.
During the Class | phase (top right) a disc forms and is eméedd an envelope of gas. The
penultimate stage involves an isolated star-disc systewhioh planets may form (Class Il; bot-
tom left) and in the Class Il stage (bottom right) a disc islowger present. Reproduced with
permission from Mark McCaughrean.

1.2 Planet formation within the context of star formation

It is well known that planets form out of a disc of gas and dustainding the parent star. How-
ever, it is important to contextualise this and understéwedet/olutionary process that occurs well
before the process of planet formation takes place as thierestages may influence the later
planet formation stages. For example, the early evolutiag #fect the size and mass of the star
and the disc out of which the planets form, which may ultinyaégfect the formation mechanism
and properties of the planets that are formed.

The period of time over which giant planet formation aroursta is believed to occur is
only a small phase in the star’s evolution. The early stafistao formation can be divided into 4
classes (Andre et al. 1993 for Class 0; Adams et al. 1987 fas<1l- Ill, see Shu et al. 1987 for
a review; see Figure 1.1). These stages were definitionc#éma¢ from the mid-infrared spectra
of observed Classical T Tauri systems at various stagesieuvblutionary process. The Class 0
stage involves a molecular cloud of gas (mostly hydrogenhetidm) and dust (metals) which is
rotating and collapsing. This cloud is10*AU in size and begins to collect at the centre to make
up a stellar core which accretes gas onto it at a rate B3 °M,/yr and takes- 10* years. While
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the gas is rotating, it forms a disc around the stellar cdreugh the simulations of Bate (1998)
show that the outer disc forms before the stellar core) wathtetion continuing to take place onto
the star and disc at a rate ©f10°°M,/yr.

In the molecular cloud, the gas loses energy faster than mimme The centripetal forces
are more dominant around one axis. Therefore, as the gdega@ad the fluid elements collide,
the motions around this dominant rotation axis are retaimbile the motions parallel to it are
damped. The collisions of gas elements enable them to rem®vauch kinetic and internal
energy as possible while keeping the same angular momer@ixan that a circular orbit is one
where the elements can maintain the same amount of angufaentom with a minimum amount
of energy (Pringle 1981), the particles move towards a @rcorbit and form a disc around the
central star.

Due to the gravitational attraction of the centrally adogtprotostar, the envelope radius
decreases te 10°AU during this stage. Since the accretion rate is lower, ifnescale for this
period increases te 10° years. This is called the Class | stage and during this petiedisc
mass is fairly high (O (10") M) as the envelope is constantly accreting onto the disc.

The penultimate stage is the Class Il stage where the ervblapcompletely disappeared,
mostly because it has been accreted onto the central @oersd accretion disc but also because
it may have been dispersed from the system by outflows. Theatestar is now called a Classical
T Tauri star and continues to accrete gas onto it from theosading accretion disc. The disc
radius can be as much asl(? — 10° AU and this phase lasts 1P years after which the accretion
disc is completely depleted and a discless Class Il weskTi Tauri star remains.

The processes that take place to remove the disc that sdgdbe star in the Class Il
phase to become the discless star in the Class Ill phase isyaawtive area of research (see
Hollenbach et al. 2000 for a review on disc dispersal medms)i. The disc matter may have
accumulated together to form one or more planets. Holldnleical. (2000) argue that since
the mass that goes into the planets is much smaller than tee imahe disc, planet formation
only accounts for a small percentage of the disc disperdagy Brgue that other more dominant
mechanisms are involved and therefore observationallgtcaining the timescale for these disc
dispersal mechanisms may indicate what other processes go the evolution of the disc in
addition to planet formation. In addition, the timescaletfeese processes provide a limit as to how
quickly planets form and therefore may constrain the pléoratation and evolution mechanisms.

The matter that makes up the disc may have been accretecerteritral star: the viscosity
in the disc causes it to spread such that most of the gas losegyeand angular momentum,
while a small amount of gas moves out to large radii to corssangular momentum in the system
(Jdfreys 1924; see review by Pringle 1981). The timescale retdwathis is the viscous timescale
which is small enough to match the observed datd&fer10 AU.

Alternatively, the gas and dust may have been driven outeo$yistem by far ultraviolet- or
X-ray-induced photoevaporation, which is most significaint 1 — 10 AU and in the outer disc
at> 30 AU (Gorti et al. 2009). In addition, photophoresis, stebr disc winds may drive matter
out of the system (though Hollenbach et al. 2000 do not finddito be a particularlyfeective
mechanism). Finally, jets and tidal stripping of a disc duelbse encounters may also play a part
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Figure 1.2: Plot showing the mass against semi-major axal tife extra-solar planets discovered,
separated out by their detection technique. The earlierepdadiscovered were more massive and
close to the parent star while recently, detection limitgehlaeen pushed so that smaller and more
distant planets are being detected. Data obtained fromj/eitpplanet.et

but the latter point may only be important fB> 100 AU in dense clusters. Hollenbach et al.
(2000) find that photoevaporation in conjunction with vissalisc spreading can cause an entire
disc to be dispersed within 10’ years. Within the backdrop of other processes involved én th
evolution of the disc from the Class Il to Class lll phaseanpt formation and evolution is also
expected to take place. The evolution process describedeabmws that since disc formation is
part of the stellar evolution process, and since one digedisl mechanism is planet formation,
a natural expectation is that planets are not rare, as Ilitiate in Section 1.3.1.

1.3 Observations

1.3.1 Extra solar planet observations

At the time of writing this thesis, 461 planets have beenalisced. Figure 1.2 shows the mass
against semi-major axis of all the planets that have beatodsed. Due to the faint nature of
the planets, it is very dicult to detect planets directly as the light from the pardat & so
strong in comparison to the planet and so most planets harediscovered indirectly. A number
of techniques have been developed to find extra-solar gameich in themselves fier so that
they are able to probe fiierent stars and reachfidirent regions of the parameter space. These
techniques are also complimentary since they confirm thergatons using diierent techniques
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and can also be combined to deduce the properties of thetplane

The first technique used to discover planets wasptlisar timingmethod. Pulsars emit
radio waves and as their name suggests, they do this in aaregal. The presence of a planet
causes the regularity of the radio waves that are observieel disrupted since a planet causes the
pulsar to move from its own orbit.

By far the main method by which extra-solar planets have lie@md has been through the
radial velocitytechnique and is based on the idea that the motion of a plaisetin &ect on the
motion of its parent star (as with the pulsar timing methddjis technique is used when the plane
consisting of the planet and the star has a component aledm#of sight (with the signal being
the strongest when the plane is parallel to the line of sight)e influence of the planet causes
the velocity of the star along the line of sight to change Wwiéan be measured using Doppler
spectroscopy. This measures the change in the spectrsifiora the light emitted from the star
due to the Dopplerféect. This technique is frequently used to detect planetstodheir parent
star because the planets need to be observed for at leasttwin® @onfirm the planet detection.
Also, the velocity perturbations are larger if the planatlagser to the parent star, making close-in
planets easier to detect.

The second most successful way of discovering planets has thetransiting planet
method. This technique only works when the planetary sysseseen edge-on or as close to
edge-on as possible and appeals to the brightness changesastaf the planet passing in front
of or behind the central star. Since the planet is not as beglthe star, as it passes in front of
it (the primary eclipse), it blocks out part of the light thiae star emits. Consequently, the flux
observed is reduced. Similarly, as the star passes aroarshttk of the star (secondary eclipse),
the total flux of the planet and the star is also reduced agairassmaller brightness dip is seen.
This allows observers to put constraints on the star anceplanoperties using orbital dynamics.
However, its disadvantage is that it is far more likely toedetshort-period planets because this
technique requires the system to be viewed as close to edge possible and as the orbit gets
wider, the chances of being able to view such a scenario frarthbbecomes increasingly smaller.
Therefore, as with the radial velocity method, this techeigesults in a bias where more planets
closer to the central star are discovered. The transit rdethased to determine the radius of
the planet, while the radial velocity method can determireerhinimum planet mass, but not the
absolute mass. However, the combination of the two teclesidggipowerful in that it allows both
the planet mass and radius to be deduced. More recentlyrahsitttiming technique has been
developed further (termed transit timing variation) whgredditional planets may be detected
due to a variation in the main transiting lightcurve of thetfplanet. This may also give clues as
to the formation history. At the time of writing this thesigy detections of additional planets have
been made using this method.

Microlensinghas been a way in which planets have also been detected.nvhlgas two
stars being almost exactly aligned, with the star closesigobserver (the lensing star) harbouring
a planet. The measurement is unfortunately not reprodutitt has been powerful in the past at
detecting Earth-mass planets. It is a particularly usefchhique to observe planets in between
the Earth and the Galactic centre since there are a largeerurhbackground stars available.
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Astrometnyis an old technique based on the principle that the presedracplanet &ects the
motion of the central star (as with the radial velocity antsputiming techniques). The motion
of a star due to the presence of the planet is measured giraith then allows the presence of
a planet to be inferred. In contrast to other methods thabased towards low period planets,
this technique is more powerful for long period planets. Idegr, long period planets also require
long observation times. While discoveries of planets haantrlaimed using this technique, they
have not been confirmed and so it has yet to prove its success.

The above methods use indirect techniques to infer the mpresaf a planet as well as its
properties and those of the parent star. The final mettlioect imaging has found it diicult to
detect planets in the past as the brightness of the star beémns the brightness of any planets that
it may harbour. However, if the star's luminosity isciently low and if the planet is sficiently
far away such that its brightness may be discerned from thtkiteoparent star, the planet may
be found. With recent improvements in telescope power ijurmtion with the adaptive optics
technique, planets have begun to be imaged directly. Thedfithese planets was Fomalhaut
b (Kalas et al. 2008) which shows the presence of a planet 519 AU. The second system,
also discovered around the same time, was a multiple plgsetra around the A star, HR8799
(Marois et al. 2008). | discuss this system in more detailant®n 1.5. More recently, a low mass
companion £ 8M;) has been detected around the young solar analogue 1RXS2BL.6210524
at~ 330 AU from the parent star (Lafreniére et al. 2008, 2010)anthe young~ 10Myr old, star
B Pictoris has also recently been found to host a giant plaitbtmass~ 9M; close to the parent
star at~ 8 — 15 AU (Lagrange et al. 2009, 2010). The former case is thedowass companion
detected to date at such a large distance, while the lattee islosest planet to the central star to
have been detected by the direct imaging technique. Thisftire emphasises how the detection
limits are continually being revised.

Since the discovery of the first extra-solar planets, plabservations have increased with
time. Each method has developed significantly and each mhéth® been able to detect multiple
planet systems (49 multiple planet systems in total at the tf writing this thesis), the first of
which wasy Andromedae found using the radial velocity technique @ugt al. 1999). A vast
number of stars have planets surrounding them: given théauof extra-solar planet detections
is continually rising, it is almost expected that a star w#irbour a planet. The question is no
longerdoes it harbour a planetBut is insteadvhat are the properties of its planet and how did it
form?

1.3.2 Disc observations

Disc observation began when astronomers questioned hoplathets in our solar system formed
in a single plane around a central star. The observationssog,dwhich measure the excess
emission above that due to the stellar photosphere (as # océghe dust in the discs which
absorb and thermally re-emit), is used to provide us withenaus properties about the structure
of discs and hence the environment in which planets may foBuch properties may include
the disc mass, size, structure and metallicity. Figure h@vs the regions in which fierent
wavebands probe filerent areas of a disc: the optical waveband can only giverirdton about
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Figure 1.3: Schematic diagram showing the regions of a testcdiferent wavebands probe when
observing discs. Scattered optical light only allows thdase to be seen. The various infrared
wavebands probe slightly further. The longer wavelengtiosvethe inner regions of a disc to be
observed. Image used with permission from Carsten Donlitgles Dullemond and Michiel Min.

the surface of the disc since we see the light that is scdttieoen the disc surface. The mid-
infrared waveband probes the region a little below the setfdut still restricts us to the area
close to the surface. Infrared spectroscopy can help usotmepiurther into the disc, vertically,
while the far-infrared probes further out in the disc rdgialThe sub-millimetre waveband, on
the other hand, can probe most of the disc since it is seaditivcold dust and is currently the
best tracer of mass. However, the next generation of ingntsn for example the Atacama Large
Millimeter Array (ALMA), will be much more powerful. This istrument will use the millimetre
waveband to probe even further into the disc interior witbcinhigher resolution and sensitivity
than previous millimetre telescopes. This will provide mdetails on the structure of the discs,
such as the presence of spiral structures and the strudtaréigc which harbours a planet during
its formation phase. Combining thefidirent wavebands together provides a powerful technique
for inferring the various properties of the disc.

Specifically for planet formation, determining the disc s&scritical since it is important
that there is enough matter in the discs to make a planet (hsagv@otentially lose some of
the disc mass to other disc dispersal processes as desgrilSsttion 1.2). The disc radius is
also important since this indicates to us how large the plenmmation environment can be. The
metallicity is also important since this determines the position of the planets that may form.
We know from observations of our own solar system that gidemeis can consist of materials
other than hydrogen and helium (see review by Guillot & Gaui009) and as will be discussed
in Chapter 3, metallicity may determine the method by whiimets may form.
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Figure 1.4: Near infrared image of the spiral structure andisc surrounding the Herbig Ae star,
AB Aurigae, observed by Fukagawa et al. (2004). The spiralctires extend to- 500 AU.
Credit: National Astronomical Observatory of Japan (NAOJ)

In Section 1.4.2, | discuss thgravitational instabilitymethod. One characteristic of the
discs that form planets by this method is that they have gtepiral structures. Figure 1.4 shows
a double spiral structure observed in a disc extending &0 AU around the star AB Aurigae,
a 24Mg, 4 Myr old pre-main sequence Herbig Ae star (Fukagawa et0fl42 The image was
obtained in the near infrared waveband, using the Subaasdepe and was the first near infrared
image of a spiral structure in a disc. Prior to this, similpira structure was observed (&t>
100 AU) in the optical waveband in a disc surrounding the ki¢eBe star, HD 100546 (Grady
et al. 2001). However, such structures are typicalifiailt to see. With the next generation of
instruments (e.g. ALMA) these features will be more easlibniifiable.

For planet formation, a critical inference from disc obsgion is the disc dispersal timescale
which indicates the maximum timescale on which planet fédionacan occur. The timescale
within which the disc is present around the star is a key driwadetermininghow planet for-
mation occurs and it is this parameter that has driven muctheofesearch into planet formation
theory in the recent past. The disc is present around theatestdir for a very short period of the
overall lifetime of the star¥ 0.1% for a solar mass star) which provides only a narrow window
of opportunity during which a planet can form. The timesaatewhich a disc lasts has been
determined by observations: early work by Strom et al. (J3®®wed that solar-type pre-main
sequence stars contained discs that survive for up to 10 Ryisaggested that the disc survival
times were much shortex (1 Myr) for more massive stars. More recently, Bricefio e(2001)
carried out a large scale survey of Orion OB1, consistingrefipain sequence stars with masses
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Figure 1.5: Fraction of sources with infrared excess (iatiie of the presence of a disc) deter-
mined by Haisch et al. (2001b). The lack of excess around @dgcts suggests that discs are
depleted within~ 6 Myr.

M ~ 0.6 - 0.9M, and showed that the amount of near-infrared andehhission (characteristic of
the presence of a disc and disc accretion, respectivel\giderably decreased for stars that have
ages betweer 3 — 10 Myr compared to those betweenl — 3 Myr. Haisch et al. (2001b) com-
bine a number of infrared observational data of circunesteliscs around stars with ages ranging
from 0.3 — 30 Myr and with star masses ranging froml®- 1.3M,. They show (Figure 1.5)
that at young ages, the disc frequency is higt80%). However, by 3 Myr, only 50% of stars
harbour a disc and by 6 Myr, all the discs have been dissipated. Haisch, Lada, &al{@001a)
show that discs around more massive stars (earlier spéygpees than G) dissipate more quickly
(in £ 2 - 3 Myr) than those around less massive stars (spectral typmsdGater) which is also
consistent with the view that mass accretion rates ontoght&al star is faster for discs with high
mass stars. Mamajek et al. (2004) carry out mid-infrared@Ne) observations ef 30 Myr old
stars in the Tucana-Horologium association and find thatxess emission is seen and suggest
that the inner disc dissipates on timescales that coincittetire timescale on which it takes for
accretion to finish. Comparing their results to other N-bsm/eys, they show a similar trend of
decreasing infrared excess as Haisch et al. (2001b).

Carpenter et al. (2006) carry out observations of stars milkses varying between0.1
and 20 M, in the 5 Myr old Upper Scorpius OB association and find thatresiwerable fraction
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(19%) of lower mass (K and M) stars show infrared excessetasito Class Il sources in Taurus,
while more massive (B, A, F and G) stars show little or no irdteexcess. Hernandez et al (2007)
carry out a study of the stars inOrionis, a 3 Myr old cluster with a range of stellar masse$.(
to ~ 7Mg) and confirm that disc evolution is more rapid for higher nmetass & 1My) since disc
fractions are much lower around A-type and intermediatesritaBauri stars. The results suggest
that the discs around more massive stars will disperserftsie those around K and M stars,
thus decreasing the@indow of opportunityfor planet formation. In Chapter 3, | discuss theets
of metallicity on planet formation by gravitational insiily. Yasui et al. (2009) carry out near-
infrared observations of two young star-forming cluster©6 Myr) in the extreme outer galaxy
which is known to be metal-poor (approximately 10% of solataticity) and suggest that disc
dispersal in a low metallicity environment is very rapid I Myr). This clearly has implications
for giant planet formation because if planets are found mwarhetallicity environment, they will
need to have formed very rapidly, which can then put congsain the formation mechanism.

Itis important to note that in deriving the lifetime of dism®und stars, the dust components
of these discs have been observed. To determine the totalohaglisc one has to assume a value
for the dust to gas ratio. The canonical value assumed @01. This is a value which is an
estimate since the real value is unknown. The solar metgligontent isZ = 0.02, whereZ
is the mass fraction of metals. Given that the metallicitynsde up of dust as well as volatile
materials, then roughly half of this will make up the dust pament i.e. 1%. If we assume that
the composition of the Sun is representative of the matén&l the disc that once surrounded
it was also composed of, we can infer that the dust to gas iratibe disc is~ 0.01. Such an
assumption is reasonable given that much of the materiahib&es up the Sun would have been
accreted onto it from the accretion disc and also becaus&uheand disc were born from the
same molecular cloud. Critically, if the gas component i discs remain longer than the dust
components, this may impact the formation process by whiahegps form. To study the gas in
discs, high resolution spectroscopy is required to meatigraccretion rate onto the central star
(primarily via a measurement of theaHemission line), which is an indicator of the presence of
gas in the disc. Mohanty et al. (2005) find that the disc aimTetite,M, increases with star mass
(WhereM o M2). This is consistent with the view that the lifetime of disrsund more massive
stars is smaller than those around low mass stars. Lada @086) carry out near- and mid-
infrared photometry of the IC 348 cluster and find a corretatbetween the equivalent width of
the Hx emission line and the slope of the infrared excess specteag distribution and deduce
that the gas and dust in discs evolve on similar timescaléh {lae dust more likely to persist for
longer than the gas). Other authors (e.g. Pascucci et ab; Zi6ilia-Aguilar et al. 2006) have
also carried out studies that suggest that gas and dustievobccurs at approximately the same
rate. On the other hand, since terrestrial planets are lHidogorm on much longer timescales
(= 50 Myr), the gas and dust evolution may occur offetent timescales, though this may be
observationally dficult to detect as the grain sizes in the discs become larger.

In addition to the disc dispersal mechanisms discussedealaoiurther evolution between
the Class Il and Class Il phases involves the formation tiridediscs, which are gasless discs
made up of the remnants of planetesimals. These discs iadicat a planet forming process
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(whether successfully or unsuccessfully) has occurrediléignimordial discs consist of grains
which grow over time, debris discs consist of grains thatre&se in size over time since the
collisions of planetesimals that have not been able to gawge them to break up.

1.4 Planet formation theory

There are two ways in which giant planets have been hypado form in situ: core accre-
tion (Safronov 1969; Goldreich & Ward 1973; Pollack et al9@Pand gravitational instability
(Cameron 1978; Boss 1997; review by Durisen et al. 2007). sltkeof planet formation is com-
mon for both methods i.e. the gas and dust disc that formsdrthe central star.

1.4.1 Core accretion

Thecore accretiormethod was first introduced by Safronov (1969) and latelistLid more detalil
by Goldreich & Ward (1973), Perri & Cameron (1974), Harri918) and Mizuno (1980) (see
Pollack (1984) and Lissauer & Stevenson (2007) for revieuisinvolves the sub-micron sized
dust particles in the disc colliding, coalescing and granarger by gravitationally attracting the
dust material in its surrounding region to form a solid cofex0100 km in size. This method
is how terrestrial planets are hypothesised to form. As thhe becomes larger, the gravitational
force becomes more important than the gas drag (Pollack #896). The escape velocity of the
gas surrounding the solid core (typicaMqore 10— 15Mg) becomes so large that the gas cannot
escape and instead, a phase of runaway gas accretion owtur¢himkes place, ultimately forming
a gas giant planet. This happens when the gas and solid iaaocrates onto the core become
comparable. This method has typically been favoured for gasons: firstly, observations of
giant planets in our own solar system suggest that a solid isolikely (though it is currently
uncertain whether Jupiter does in fact have such a core piGwllot 1999; Saumon & Guillot
2004). Secondly, the majority of extra solar planets thatihaially been discovered were found
very close to the central star. Gas giant planets are typittadught to form beyond the snow line
so that there is enough mass available to make up a large odralso because their formation
must take place beyond the dust sublimation radius. Whiléth Jupiters that have been observed
inside the snow line would not have formed there in situ bye@mcretion, this is still a favoured
mechanism since they may have formed reasonably close assibfyothen migrated inwards.
However, the earlier planets were discovered by radialcigi@nd transiting methods which are
typically biased towards close-in planets.

On the other hand, core accretion has historically predeme key problems. The first
problem is a temporal issue: Pollack et al. (1996) showetttieatimescale on which the gas
giant planets in our solar system could have formed by coceetion may be too large (£0-
108 Myr) such that the gas in the disc is depleted before the gat glanet is fully formed. Also,
since the formation timescale increases with radius, pdaaelarger radii may struggle to form
in time. This is known as thémescale problemSecondly, simulations of this method model the
growth of planets typically starting with kilometre-sizethnetesimals, but while the growth of
particles from small grains to metre-sized objects appedog straight-forward, how to get from
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metre-sized objects to kilometre-sized planetesimalsksown. This is the so-calledetre-sized
barrier.

1.4.2 Gravitational instability

Gravitational instability (Kuiper 1951; Cameron 1978; Bd®997; review by Durisen et al. 2007)
typically occurs in early-stage discs that are massive gimguch that the disc’s self-gravity plays
a part in driving its evolution. In contrast to the core atiore method, the key component that is
important in forming the core is the gas, and hence gaseaas tarm. This may well be the case
for Jupiter (Saumon & Guillot 2004), though the capture didsmaterial to form a core after the

fragmenting stage in a gravitationally unstable disc has Been proposed (Helled, Podolak, &
Kovetz 2006)

Since gravitational instability is not thought to operalese to the central star, it has not
been thought to be the dominant mechanism by which gianegddorm as it was unable to de-
scribe the observations of close-in giant planets. Redesergations of planets at large distances
(Kalas et al. 2008; Marois et al. 2008) encourage us to teth theory. Nero & Bjorkman
(2009) have argued analytically that Fomalhaut b and at thkauter planet of the HR 8799 sys-
tem could have formed by gravitational instability as theloay timescales are likely to be small
enough such that fragmentation is possible. Moreoversdistheir early stages are thought to be
massive (Eisner & Carpenter 2006) suggesting that gra@tinstability must play a role in the
evolution of a disc in the late Class | and early Class Il stage

In this method, gravitationally unstable discs are sulifedestabilising gravitational forces
and stabilising pressure and rotational forces. Fofferintially rotating disc, if there are pertur-
bations in the density, velocity and gravitational potaintvhich can be written in the form of an
exponential function such that either the amplitude or thasp is slowly varying (known as the
WKB approximatioror thetight-winding limit discussed below), then substituting into the mass
continuity, momentum and Poisson equations yields a dsgperelation for a gaseous disc of the
following form (see Binney & Tremaine (2008) for a detailegtigation):

(MQ - w)? = kG, — 27GIIK| + k*cZ (1.1)

wheremis the azimuthal wavenumber (or the disturbance madeég, the angular velocityep is
the epicyclic frequencygs is the sound speed in the distjs the surface mass densify,is the
gravitational constant andis the radial wavenumber, related to the wavelengthk by2r/A. For
axisymmetric disturbances) = 0 and the dispersion relation is given by:

w? = K5, — 2nGEIK| + K. (1.2)

If w? > 0, the disc is stable and #? < 0, a perturbation exists whose amplitude grows expo-
nentially such that the disc is unstable. We may now consltedfects of pressure and rotation
separately. If the disc is not rotating such thg = O but pressurefiects are involved so that
Cs > 0, then the disc is stable if
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2nGX

Z
i.e. if the wavelength is small. Therefore, pressure cag stalbilise a disc on short wavelengths.
Now consider the scenario where the disc is not pressureosigpipCs = 0) but is rotationally
supported£ep > 0). The disc is then stable if

K| >

(1.3)

2

Kep
Ikl < S (1.4)

i.e. if the wavelength is large. Consequently, rotation caly stabilise the disc on large wave-
lengths. This shows that neither pressure nor rotation tzbilise the disc against gravitational
collapse by themselves. However, it may be possible for ebamattion of both to maintain stabil-
ity in a disc. Since equation 1.2 is a quadrati;jror stability at all wavelengths, we require that
the minimum value of the right hand side of equation 1.2 istives By a trivial differentiation of

equation 1.2 with respect to the wavenumldler?/dk, we can see that

7Gx

|k|min = ? (1-5)

Substituting this into equation 1.2 and requiring t.laﬁ]lin > 0 for stability, we can show that
Q>1 (1.6)

is required for stability, where
CsKep

= 1.7
Q 72G’ (L.7)

andQ is known as the Toomre stability parameter (Toomre 1964pmire (1964) showed that
for an infinitesimally thin disc to fragment, the stabilitarameter must be less than a critical
value, Qcrit * 1. SinceZX, cs andkep are all functions of the disc radiug is also a function
of radius. ThereforeQQ < 1 is an indication ofocal axisymmetric instability near the radits
Consequently, if a perturbation passes through a regiomen@e< 1, it will grow while it is in
that region.

The WKB, or equivalently, tight-winding approximation meakthe assumption that the
radial wavelength is much smaller than the radius|kg.>> 1 or /R << 1. In the disc scenario,
the phase of the perturbation wave varies with time. Thest&pn relation (equation 1.2) assumes
that the WKB approximation is valid. The largest wavelengissible in a disc ia = /H, where
H is the disc scaleheight anflis a constant with valu¢ = O(1). We therefore, require that
the disc aspect ratibl/R << 1, i.e. that the disc is thin, for this stability criterion be valid.
Protoplanetary discs are indeed thin with typical valuesigiR ~ 0.05 so the Toomre stability
criterion is valid for these discs.

In reality, since discs do have a finite thickness, the variomponent of gravity is es-
sentially diluted causing the disc to stabilise. Goldre8chynden-Bell (1965) show analytically
that a uniformly rotating isothermal disc considering thed dimension iss 30% more stable
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than the equivalent razor-thin disc. It is important to nibtat this analytical work was carried
out considering a uniformly rotating disc rather than fiedentially rotating disc but nevertheless,
illustrates the ffect of disc thickness. However, the thin disc approximatsostill valid in these
analyses. In addition, the equation of state alecss the critical value of the Toomre stability
parameter, with lower values of the ratio of specific hegt§i,e. a softer equation of state) requir-
ing a higher value of the critical Toomre stability paramegad hence making it easier to form
fragments: Johnson & Gammie (2003) carry out local numksicaulations of isothermal discs
and show that fragmentation can occur @k 1.4.

The above stability criterion can be explained physicallyonre 1964; Binney & Tremaine
2008) by considering the stability of a circular region @ted anywhere in a disc) of radiudR
with mass My, = nZo(AR)?. The pressure acting on the region is givenggyand the spin angular
momentumS ~ Q(AR)?. If the area of the patch is reduced to a fraction-(1) of the original
area, wheref << 1, the pressure, rotational and gravitational forces orptiteh will change.
The pressure and gravitational potential of the region whitinge byp; ~ fp, ~ fc2X, and
fG I\/Ip/(AR)Z, respectively. Since the magnitude of the pressure andtgtianal forces per unit

mass are given b, = | - Vp/Z| andFg = | - V¢| = GMp/RZ, then the additional pressure force
acting on the region (in an outwards direction) is given by:
fcg
PL~ 3R (1.8)

while the additional gravitational force acting on the mg(in an inwards direction) is

fGMp
%1~ (AR)2
If only these two forces existed (i.e. neglecting the rotadi force), then the region is stable if

~ fGnX,. (2.9)

C2
AR < —
7GXq

This shows that stability can be achieved on small scalegreissure forces. Since the region will
also consist of motions due to the rotation of the disc, thatianal forces cannot be neglected.
The magnitude of the centrifugal force per unit mass (in thisvards direction)|F¢| ~ Q?AR ~
S?/(AR)3, changes since the spin angular momentum per unit mass oégien is conserved
around its own centre. Therefore the additional centriffig&e is given by:

=R, (1.10)

fS2
Fer G (1.12)
The region is therefore also stablght 1| > |[Fg 1l i.e.
)y
AR > ”220 =R, (1.12)

which shows that stability can be achieved on large scaesaritrifugal forces. Figure 1.6 shows
a schematic diagram of the regions over which the pressurecgational forces stabilise the disc
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Figure 1.6: Schematic diagram showing the lengthscalesvavieh pressure and rotational forces
act to stabilise a disc. Pressure forces stabilise a disov@ail scales while rotational forces
stabilise a disc on large scales. If the largest scale ovatwiressure forces stabilise a di&,

is larger than the smallest scale over which rotationalgeistabilise the dis®&, then the disc is
stable against collapse. On the other hanR;if R, the disc may fragment into clumps.

against gravitational collapse. B, < R. then a region of wavelength space exists where the disc
is not stabilised and gravitational collapse occurs. H@xefon the other hanR, > R, then the
disc is stabilised on all wavelengths. This is provided if

csQ
1 1.1
P 9INE] > (1.13)

which once again is the Toomre stability criterion derivdub\ae using the dispersion relation,
though this time with more physical arguments. Note thaeghieyclic frequency in equation 1.7
is replaced by the angular frequency here. Pringle (197GWset that in an accretion disc around
a star where the aspect ratio of the disc is small, the ciratdbocity is almost Keplerian right
down to a narrow boundary layer on the surface of a star. Singeplerian discs, the epicyclic
frequency is approximately equal to the angular frequethiy,replacement is adequate.

Linear stability theory requires that the Toomre conditi®satisfied for fragmentation to
occur. Gravitational forces are key to whether the discypkation structure appears in the first
place. However, it does not indicate what the intensity ef structures are, nor how long they
will last. For non-linear evolution of gravitational insilty, the amount of thermal energy is
important and therefore the cooling in a disc must also besidened. Gammie (2001) showed
that in addition to the stability criterion above, the disashcool at a fast enough rate. Using
shearing sheet simulations, he showed that if the coolinggcale can be parameterised as

:8 = tcool€2, (1- 14)

where
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dt

u is the internal energy andigho/dt is the total cooling rate, then for fragmentation we regjui
B < 3, for a ratio of specific heatg = 2 (in two dimensions). Rice, Lodato, & Armitage (2005)
carried out three-dimensional simulations using a SmabReeticle Hydrodynamics (SPH) code
and showed that this cooling parameter is dependent on tretieq of state. They showed that
fragmentation can occur ff < Bcit whereBgit ~ 6 — 7 for discs withy = 5/3 andBeir ~ 12— 13
for discs withy = 7/5.

Viscosity may drive the evolution of a disc by causing the sntms spread and accrete
onto the central star on the viscous timescale. ObserwubrClassical T Tauri stars (com-
bining measurements of the accretion luminosity from the éX¢ess with the mass, radius and

du |_:L
tcoo|=U( C°°) : (1.15)

temperature of the star) suggest that the accretion ratas thie discs onto the central stars are
~ 1072 — 10" "M, /yr (Hartigan et al. 1995; Gullbring et al. 1998). Studies wiigsion lines from
infalling gas onto the star suggest that the accretion ra@sbe as low as a few1012M,, /yr,
though these are the accretion rates for smaller stars (fdilzet al. 2003; Mohanty et al. 2005).
The question that requires answeringaiBat drives this evolution® inematic viscosity due to
collisions between molecules of gas would cause the maiiar the disc to accrete onto the cen-
tral star very slowly and is too low to describe the observegietion rates. Therefore, the source
of the viscosity is not known. Given the unknown nature of\tseosity, a parametrisatiom, is
introduced so that the stress tensor of the unknown visc@sivritten in terms of the vertically
integrated pressure (Pringle & Rees 1972; Shakura & Syu/@e3)

Try = ’Z'I"% azc2, (1.16)
whereTg, is the only non-vanishing component of the stress tensdreratcretion disc. Since
this component of the stress tensor can also be written ifothe

4o
Try = VIR o 117
R =V ‘dR’ (1.17)

the kinematic viscosityy, can also be written in the form

v = aCgH, (1.18)

whereH = ¢5/Q is the isothermal scaleheight in the disc. The viscosity owye from turbulent
motions which are likely to be subsonic. Since the largest sf the turbulent eddies are given
by the disc scaleheight, the constant of proportionalitythat describes the magnitude of the
viscosity will be smaller than unity.

Assuming the mass accretion rates onto the central staedj@aitove are indicative of the
mass accretion rate through a disc whose temperaturel K, an order of magnitude estimate
can relate the mass accretion raik to the viscosity parameter via the Toomre equation (assymi
Q ~ 1 for a gravitationally unstable disc) and
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M = 31z, (1.19)

which suggests that theparameter in real discs i 104 — 1072, Alternatively, thea parameter
in real discs can be approximated using the viscous timgscal

t, = —, (1.20)

and comparing this to the disc dispersal timescales. Fasawdth aspect ratidi/R ~ 0.05, and
assuming the temperature of the dise:i40 K, considering disc lifetimes o¢ 1 — 10 Myr, the
value of thea parameter at 50 AU iss 3 x 102 — 3 x 10°3. A number of possibilities for the
source of the viscosity have been suggested such as turlwigensity and magneto-rotational-
instability. Gravitational instability may provide onectusource of turbulent viscosity since this
causes torques and hence gravitational stresses in a distoBhe above approximations assume
that the disc disperses viscously, but the former methaagsumes that the source of viscosity
is gravitational torques. The only relevant non-zero congmb of the gravitational stress in a disc
is given by (Lynden-Bell & Kalnajs 1972; Lodato & Rice 2004)

g¢ = 3"% VeIQE = z4nGp. (1.21)
whereg, andg, are the radial and azimuthal components of the gravitatiaoeeleration due
to the disc self-gravityyg) = agiCsH is the viscosity associated with the turbulence caused by
gravitational instability andg, is the gravitational stress. The resulting dissipatioe pr unit
area as a result of this is given by

Ords

+ _ 719 ’
Q = Ty IRQY'L. (1.22)
In a disc where the cooling rate per unit area is given by

U =d

- @ - ¥(y = Dtcool’
Gammie (2001) and Rice et al. (2005) showed that in a steatky disc where the dominant form
of heating is that due to gravitational instabilities sucatQ* = Q~, the gravitational stress in a
disc can be linked to the cooling timescale by

(1.23)

4 1 1
T 9y -1
Therefore, the rapid cooling required for fragmentation etso be interpreted as a maximum
gravitational stress that a disc can support without fraging, which Gammie (2001) and Rice
et al. (2005) show to beg|max ~ 0.06.

The concept of a fast cooling needed for fragmentation ig gkgar from previous work.
However, the value of the critical cooling timescag;: (and therefore, by equation 1.24;) max),
does not appear to be too clear cut: Rice et al. (2003a) fduatdfar a 01LM,, disc with surface
mass density profile, o« R"/4, extending to a radius,y = 25 AU around a 1M star, the disc

@G (1.24)
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fragments usingg = 3 but not for@ = 5, whereas for a disc with maddgsc = 0.25M,, the
disc fragments fog = 5. On the other hand, Rice et al. (2005) suggest that the fatation
boundary is independent of the disc to star mass ratio. €|laflarper-Clark, & Lodato (2007)
showed that the critical value gf(below which fragmentation will occur if the stability eition

is met) may depend on the disc’s thermal history: if the ticaés on which the disc’s cooling
timescale is decreased is slower than the cooling timegisalé(i.e. a gradual decreaseghthen
the critical value may decrease by up to a factor of 2. Moremtg, Cossins, Lodato, & Clarke
(2010) showed that the critical value varies with the terapge dependence of the cooling law.
In addition, they carry out a simulation of a self-gravitgtidisc with surface mass density profile,
T o« R%/2 (c.f. Rice et al. (2005) who usexl «« R™1), with ratio of specific heatsy = 5/3, and
show that the critical valuggir ~ 4. Using equation 1.24, this is equivalenil@ max ~ 0.1 which
brings the result ok g max & 0.06 described above into question. Yet a number of papersiesre
produced which base their work on the concept of a singleativalue ofg (or equivalently, a
maximum gravitational stress value) (e.g. Clarke 2009;K@&af2009; Cossins et al. 2010; Kratter
et al. 2010).

The above fragmentation criteria are based on the assumibiéd the dominant form of
dissipation in the disc is due to internal heating procesBesvious simulations without external
irradiation have considered isolated discs with simpldinggrescriptions (e.g. Lodato & Rice
2004) and with radiative transfer (e.g. Boss 2001; Cai €2@06; Mayer et al. 2007). Johnson &
Gammie (2003) suggested that discs with external irraiatie likely to be fectively isothermal
and can therefore be treated as such. Matzner & Levin (20@dytically considered externally
irradiated discs and concluded that stellar irradiatioenghes fragmentation. Cai et al. (2008)
carried out simulations with external irradiation and fduhat their discs are more resistant to
fragmentation and proposed that these results may be exteaonddiscs with stellar irradiation.
Stamatellos & Whitworth (2008) also carried out simulasidaking into account theffects of
stellar irradiation and found this to be a stabilising factBafikov (2009) analytically explored
fragmentation in gravitationally unstable discs inclglthe dfects of stellar irradiation and sug-
gested that fragmentation can only occur beysrfi?0AU. Dodson-Robinson et al. (2009) carried
out a linear stability analysis on irradiated discs to shbat gravitational instability takes place
for systems with a large disc to star mass ratio. Howeverleftagmentation in gravitationally
unstable discs may be less likely than previously thougbtsii do not know inwhat situations
discs may fragment when modelling them realistically walbiative transfer and by considering
the dfects of stellar irradiation. It is therefore important taldee when fragmentation may occur
when simulating discs with more detailed energetic cooddtj and just how realistic or unrealistic
fragmentation is in real discs.

Boss (2002) carried out simulations of gravitationally tab¢e discs and varied the opacity
from 0.1x to 10x the Rosseland mean opacities and found that the fragmamtasults were
insensitive to the dust grain opacity. However, given thaduced opacity is more likely to allow
energy to stream out of a disc more easily causing it to calaomote fragmentation, while in a
high opacity disc the converse is true, it is interestingaisider what opacity values allow and do
not allow fragmentation. Given that a disc’s opacity givesiewhat an indication of how metal-
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rich it is or how large or small the grain sizes are, we may tiake preliminary conclusions on
the disc conditions that are likely to promote fragmentatighich is one focus of this thesis.

1.4.3 Other secondary ffects

For completeness, | also briefly describe the secondary anésths by which planets may end
up in the location at which they are observed. These inclod#esing and migration. Scattering
involves a highly dynamical process through which planetsract by close encounters causing
smaller planets to be ejected from a system or even destithyedgh collision. Rasio & Ford
(1996) carried out numerical simulations of two planetsyst and found that is 50% of cases,
direct collisions occurred. In the remaining simulatiohattdid not involve collisions, one planet
was typically ejected, leaving the other planet in an ecéentbit at a smaller radius. If the two
planets were of similar mass, the outer planet was typicggted while if the planets were of
unequal mass, the lower mass planet was ejected.

Independently, Weidenschilling & Marzari (1996) carriagt simulations of three Jupiter-
mass planets on circular orbits in a single system and fduadniost common result was that one
planet was ejected on a hyperbolic trajectory. The ejedtbpwas not necessarily the outermost
planet. In addition, some of their simulations showed tlwdlistons and ejections of two planets
did also occur. Following the scattering process, the raimgiplanets were on eccentric orbits
and moved to both smaller and larger radii compared to thigimal radii.

Following a highly dynamical phase where multiple planets@esent, ejections and col-
lisions will still occur and the remaining more massive @snwill stabilise by orbiting in mean
motion resonances. Scattering may be a process by whickrigtier mean motion resonances
are achieved (Raymond et al. 2008), or a process which may dgnamically stable planetary
systems at large radii(10% — 10° AU; Veras et al. 2009).

Migration, on the other hand, involves the interaction keswa planet (or multiple planets)
and the disc and has primarily been used to explain the langdar of hot Jupiters that have been
observed. The earlier migration study was in fact carriedvdth reference to the interactions
between the satellite, Mimas, and the Cassini Division & fings around Saturn: Goldreich
& Tremaine (1978) studied the properties of the gap and fahadl the inner edge of the gap
coincided with the inner Lindblad radius.

The planet in the disc exerts a torque on the gas and the gasxdsts a torque onto
the planet. This gives rise to Lindblad torques interior amterior to the planet’s orbit which
have diferent magnitudes, thus causing a net torque. In additi@nbtion of the gas in the
horseshoe region of the planet’s orbit also exerts a cévot@brque onto the planet. Goldreich
& Tremaine (1980) investigated the angular momentum andygrieansfer between a disc and a
satellite and considered thé&ects on the eccentricity due to the Lindblad and corotatiogutes.
With specific application to Jupiter, they suggested thatahgular momentum transfer would
have been very rapid causing significant changes to Jupitebit and to the disc structure in
~ O(1C%) yrs. Migration regimes have been studied extensively,tte main areas being the
Type | and Type Il regimes, originally determined throughaaalytical model by Ward (1997).

As well as the interaction between the planet and the gastiststhe interaction between
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Figure 1.7: The HR 8799 planetary system observed in theinfrared waveband (Marois et al.
2008). This planetary system was the first multiple planstesy detected using the direct imaging
technique.

the planet and the planetesimal disc has also been studigdayv/et al. (1998) showed that if the
solid surface mass density is larger than a critical valogh{at the mass interior to the planet is
approximately the same mass as the planet itself), longerarward migration can take place. In
addition, Trilling et al. (1998) consider the mass loss framigrating planet as it approaches the
central star (due to the planet filling its Roche lobe). Thaggest that planets may lose only a
little or no mass as they approach the central star and tirerehigration may explain the large
number of detections of hot Jupiters. They also suggestttzge number of planets may end up
close to the central star. The details of the interactioreéen the planet and the disc are highly
dependent on the mass of the planet (see review by Lubow &Qdif)2 Typically, migration acts
to move the planet inwards to smaller radii (Ward 1997), gioautward migration of a pair of
planets in mean motion resonance has also been suggeste(ala et al. 2009).

1.5 Formation of the HR 8799 planetary system

The HR 8799 planetary system (Marois et al. 2008) is a regeligcovered system and was the
first multiple-planet system detected by the direct imadeahnique (Figure 1.7). It consists of
planets at projected separations=024, 38 and 68 AU arounda 1.5M,, (Gray & Kaye 1999) A
star with current luminosity of ~ 4.9L, (Gray & Kaye 1999) and is located 39 parsecs away
(van Leeuwen 2007). Estimates of the star’'s age range bet@@end 160 Myr (Marois et al.
2008).

Currently, its formation mechanism is unknown. Dodson-Retn et al. (2009) show that
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even in the most favourable scenarios (where the mass oéthdanis high), the maximum radius
at which core accretion may form a planet in this system istB%&ssuming a disc lifetime of

5 Myr), and therefore this method may only explain the foiorabf the innermost planet. In
addition, it is important to note that the core accretiomse® is less likely in systems with low
metallicities (Kornet et al. 2005). The HR 8799 star is knawrbe a metal-poord Bootis star
with metallicity [M/H] = —-0.47 (Gray & Kaye 1999) so it is reasonable to assume that its dis
was similarly metal-poor. Therefore, core accretion ixdess likely to have formed the HR 8799
planetary system.

Dodson-Robinson et al. (2009) also rule out the possibiiitthe planets being formed in
the inner regions by core accretion and then moving outwlaydslanetesimal-driven migration.
This is because for this to have a significaffeet, the planet must interact with planetesimals
whose combined mass is of the order of the planet mass and #iat estimates of the com-
bined mass was much smaller than the HR 8799 planet massasifethe most favourable of
scenarios), this possibility was ruled out. In additiorgyttalso rule out the possibility of Type
Il migration based on previous work that suggests that atdvifype Il migration reverses and
becomes inwards migration, as well as the requirement ligapkanet is near the inner edge of
the disc. Crida et al. (2009) suggest that outward migratioa pair of planets in mean motion
resonance may be possible, but currently, outward migratidhree planets in a gas disc has not
been considered.

Dodson-Robinson et al. (2009) also consider the possilbfitthe planets being formed
close in by core accretion and then being scattered outwaltiie they do not rule this method
out, they suggest that obtaining a stable system would netibg (also suggested by Veras et al.
2009) and that if this was the mechanism by which HR 8799 fdintigen the system has been
observed at a particular phase in its evolution where it afgpt® be dynamically stable. Further
observations of other multiple-planet systems at largé vaalld be required to advocate or rule
out this mechanism.

The other in-situ mechanism that may describe the formaifotme HR 8799 planets is
gravitational instability. Analytical estimates suggésat gravitational instability is unable to
describe the formation of planets insiBe~ 70— 120 AU (for a 1M, star and using interstellar
Rosseland mean opacities (Rafikov 2009; Clarke 2009)). Meryvéor lower opacities, the radius
outside of which fragments form moves inwards to smalleii.rddhis may occur if grain growth
has occurred or if the metallicity is reduced, which as idiext, is certainly likely to be the case
for this system.

Nero & Bjorkman (2009) have argued analytically that at ie¢ag outer planet of the
HR 8799 system could have formed by gravitational instighélnd this may occur for disc masses
of between~ 0.1 and 06M,, but that HR 8799 c and d (the inner two planets) are too faoin t
form by gravitational instability. The HR 8799 system isréfere an interesting case because at
first, no one formation mechanism appeatrs to fully desctbfimation.

In addition, the subsequent evolution of the planets may gige some clues as to the
formation mechanism of this system. Fabrycky & Murray-C{2910) suggest that the timescale
for dynamical stability of this system (assuming it is cleouand viewed face-on) is two orders
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of magnitude smaller than the estimated age of the star ththay do suggest that the system
may be stable if the inner two planets are locked in a mearomotisonance of 2:1 and either the
outermost planet is smalk(10M;j) and not in resonance with the middle planet, or if a double
resonance exists such that the outer two planets are als@:ih l@sonance. Furthermore, the
evolution and growth of the planets has been discussed hyeKet al. (2010) who suggest that
the formation of the HR 8799 system may not have occurred hyitgtional instability as the
growth of the fragments would cause the planets to be morsiveathan the observations suggest.
Such studies on the subsequent evolution of the planetsvioly) the formation stage is important
to understand what formation mechanisms may be possib@hapter 4, | revisit this system by
considering both the formation and evolution of the fragtedn deduce whether the HR 8799
system could have formed by gravitational instability.

1.6 Core accretion, gravitational instability, or both?

The current literature suggests no single method can thestre formation of all the extra-solar
planets discovered. In addition, the scenarios in whicth @aechanism is more likely to be
dominant, are somewhat mutually exclusive. Firstly, careretion typically acts closer to the
central star, while gravitational instability is thoughtform planets at larger radii. Secondly, core
accretion is less likely in a low metallicity environment @rkas the current literature does not
suggest any preference for where gravitational instghitight act (though the opacity arguments
presented in Section 1.4.2 suggest that gravitationahliiigy may be more likely to take place
in low metallicity environments). Thirdly, since less miaesdiscs typically deplete slower than
those that are more massive, and since it is expected tisaniassive stars would only be able to
support less massive discs, it may be expected that plarmtadalate-type stars are formed by
core accretion since the discs last longer (and are alsdikeds to be gravitationally unstable).
Conversely, early-type stars are more likely to harbouremoassive discs which may open up the
door for gravitational instability to act in such an envinoent. On the other hand, the planetesi-
mal accretion rate onto a core is proportional to the solifiase mass density (Safronov 1969).
Therefore, while more massive discs have shorter lifetioogs accretion may still be a possible
formation mechanism in such discs.

Boley (2009) proposed that core accretion may be a methodhighvplanets may form at
small radii ¢ O(10)AU) while gravitational instability may be the mecksan by which planets
may form at larger radii¥ O(100)AU) though a hybrid scenario of forming gas gianthmsame
system by both core accretion and gravitational instaitids yet to be modelled.

I have suggested here that the two in situ planet formatiochar@sms may not be com-
peting mechanisms, as has been proposed in the past, but,nmfay be complementary (and
may even be further complemented by the prospect of othendacy éfects such as migration
or scattering).
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1.7 Thesis focus

The focus of this thesis is on the historically less domindabet formation mechanism, gravita-
tional instability, with a focus on the fragmentation cdatis in protoplanetary discs. The recent
observations of extra-solar planets at large radii fromdéetral star make this method more
appealing and in light of recent observations of planetsaiel radii, a re-investigation of the
gravitational instability method is warranted. In thisgtsg | do this largely by way of numerical
simulations, though some analytical work is also carried ou

Chapter 3 explores thetects of opacity on the fragmentation of a gravitational alnkst
disc. | carry out three-dimensional radiation hydrodyraahsimulations of self-gravitating discs
to determine whether discs that are modelled realisticeigg radiative transfer can be subject to
fragmentation. | investigate th&ects that the opacity has on the cooling and hence fragniwamtat
conditions. In Chapter 4 | consider what disc conditions rhaye been required for a disc to
fragment and form the HR 8799 system.

Concurrently, in Chapter 5, | also explore the fragmentationditions in discs simulated
without radiative transfer, but using a simpler paramségticooling technique, as has been done
so in the past (e.g. Rice et al. 2005). | consider in more klétaivay of analytical work as well as
a wide parameter space of simulations, what disc and stalitawrs as well as cooling conditions
are required for fragmentation. While past work has comeil¢he fragmentation boundary, a
wide parameter study has not been carried out. To deteriménedgmentation conditions in more
detail it is first important to understand the conditionsimgified disc models and use these as
a basis for building in more complex physics. Consequehtfipose to carry out the simulations
without including radiative transfer. Given that Chapteantl 5 were done in parallel, | use some
findings from the results of Chapter 5 in Chapter 4.

Finally, previous work on the fragmentation criteria haw# oarried out significant res-
olution tests so it is unclear whether the results have md®averged. | therefore carry out a
resolution test in Chapter 6 to test the reliability of pastuits.

In Chapter 7 | make conclusions on the work presented in fi@si$ and discuss how the
thesis could be extended further.



Chapter 2

Numerical Method

In this chapter, | describe the numerical and physical tetaincerning the methods employed to
carry out the simulations presented in this thesis.

2.1 Numerical detalls

For hydrodynamical simulations, there are two fundamegfas of method that are usually em-
ployed to carry out the simulations: grid-based hydrodyicahtodes and particle based hydrody-
namical codes. Grid-based codes generally use an Eulexgmigtion which essentially considers
the properties (and change in properties) of the fluid at a fsgatial position on a grid. In each
grid cell, the fluid equations are solved at the grid bouragarParticle-based codes, on the other
hand, use a Lagrangian method to solve the fluid equationsirtispand generally do not have a
specific structure. This method involves using dynamic fa@chponents where the fluid proper-
ties are determined in the comoving frame of a fluid elemeaherahan considering the properties
at a fixed spatial position. Both method§ey advantages and disadvantages. In the work car-
ried out for this thesis, | have used a Smoothed Particle dthdramics (SPH) method primarily
because it fiers an advantage over grid-based codes for problems withd&igsity contrasts. It

is able to provide accurate results for problems involvitigrey shocks and complex geometries
(Steinmetz & Mueller 1993). Given the nature of this reskanvolves gravitationally unstable
discs with strong spiral density contrasts as well as stibcgions and more importantly, frag-
menting regions, SPH is well suited to this problem as coatfartal time is significantly reduced
in low density regions allowing more computational time tfbcused on high density regions.
Furthermore, SPH deals with free boundaries much moreydasih grid-based codes. In all the
simulations carried out for this thesis, the outer radialrimtaries of the discs are free boundaries,
as are the vertical boundaries for the simulations predent€hapters 5 and 6.

2.1.1 Smoothed Particle Hydrodynamics

SPH was originally developed by Gingold & Monaghan (19774 aocy (1977) to simulate as-
trophysical hydrodynamical scenarios. The simulatiomsexzhout in this thesis use a version that
was originally developed by Benz (1990) and further devetbipy Bate, Bonnell, & Price (1995),

45
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Whitehouse, Bate, & Monaghan (2005), Whitehouse & Bate §2@hd Price & Bate (2007).
SPH is closely related to N-body codes in that both are partiodes. While both consider long-
range gravity forces, SPH also considers pressure andsiigcdrarticle based codes compute
variables at a particular spatial point. However, eachigarin an SPH code represents a volume
of fluid with variables that are representative of the sumnding region (as opposed to the values
at a particular point), such as density and pressure. SRidlatds the properties of the volume of
fluid by considering thamoothing lengtlof each particle, which | discuss in more detail below.
P. Bodenheimer, G. P. Laughlin, M. Rézyczka, & H. W. Yorke0@2) state that a simple SPH
method requires the following:

1. Initial conditions of the particles (co-ordinates, \@ties and mass) such that the particle
density can be calculated.

2. Calculation of the gravitational force

3. A physical law relating the pressure and density

4. A time advancing scheme to advance the co-ordinates docities of the particles

5. A scheme for determining the ratio of the change in pressuthe densityyP/p

6. A method for determining the smoothing length.

In this chapter, | will cover these aspects in more detail.

The concept obmoothingessentially calculates an average of a particular quarifithe
variableA is being calculated for a particle, its approximate valupaaitionr can be expressed
as

Alr) = fv A - r)d3r’. (2.1)

wherer’ is a location within a smoothing length, around positiorr. If the smoothing kernel,
W(r —r’, h), which describes the mass distribution around a partildefined as

LimOW(r —r',h)y=6( -r"), (2.2)

with the kernel normalised so that

f W(r -1, h)yd® =1, (2.3)
0

then

<Alr) > = f A(rYW(r — ', hyd®r". (2.4)
\Y%

If the kernel is even, equation 2.4 is approximately

< A(r) >~ A(r) + O(h?) (2.5)
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and therefore it is accurate to second order in space.

The SPH equations also require the us&bfand perhap®V” in addition toW and so the
kernel must be of a form where these are continuous. In the &feld used for this thesis, the
kernel is based on a cubic spline (Monaghan & Lattanzio 1888)has the following form:

1-3g?+3g® for0<q<1,
W(g, h) = h% 12-q)p° forl<q<2 (2.6)
0 otherwise

whered is the number of dimensions; is the normalisation constant equal 18 2.0/(7x) and ¥/n
in one, two and three dimensions respectively, @adr /h. All the simulations presented here are
carried out in three dimensions. The smoothing length isré&dly the width of the smoothing
kernel.

Expression 2.4 shows the approximate value of the quaftéypressed in the form of an
integral. However, for computational purposes, this ndedse in discrete form. This is carried
out via a density-weighted form:

=N

<A>=Y %A(rj)W(rij,h) 2.7)

=1 "
whererjj = r;i —rj and N is the number of particles within a smoothing length of udeti.
Therefore, the first quantity that is calculated in the SPHecis the density of a particle from
which other quantities (such as the pressure) are calduldt®calculate the average density, the
variablep can be substituted fgk into equation 2.7 to give:

j=N
<pi>= ) mW(rij, h). (2.8)
=1
It can also be shown (using Stokes’ theorem and vector idesjtithat for the scalar quantit,
and the vector quantity, that

<VA(r) > = f A(r)YW(r —r’, h)d®r’ (2.9)
\Y%

and

<V-A(r) > :fA(r’)-VW(r—r’,h)d3r’ (2.10)
\

which in discrete form, become

< VA(r) >i= pi Z mj(% + izj)vivvij (2.11)
] i P

and
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1 A A
<V -A(I’) >i= - Z mj(Ai - Aj) : ViVVij = 0i Z m; (_2| + —21) : ViVVij, (2.12)
P TP
respectively, wher&;W; is the gradient of the kernel. Other forms suchvaé andV A A can
also be derived. Using equations 2.7- 2.8 and 2.11- 2.12y miatie physical quantities required
to model the fluid can be calculated.

2.1.2 Smoothing length

The smoothing length is a very important variable to considé&SPH simulations. It defines the
lengthscale of the region surrounding the particle beingsiered, over which the properties of
the particle are calculated. Clarke & Carswell (2003) disctihe concept of a region over which
local variables (i.e. most variables other than gravityhsais pressure, temperature and density)
are defined. They state that the size of the region must be

(i) much smaller than the lengthscale over which a variablnges its property,

(ii) large enough that it contains enough particles to regmé a fluid rather than a small,
discrete number of particles, and

(iii) for a collisionless system, the lengthscale must bbgdathan the mean free path of the
system.

In SPH, these criteria determine the smoothing length. T@oshing length is the length-
scale over which there are enough particles to allow an giregaof a particle’s variable to take
place, or equivalently, it can be described as the resoldiiioce for a fixed number of particles in
a smoothing length, a smaller smoothing length indicatesget overall number of particles in
any one simulation, and hence a higher resolution in thesysking modelled.

There are many implementations for the smoothing lengtth bme dependent and in-
dependent. The smoothing length used in these simulat®mastime independent smoothing
length that is spatially adaptive to the density but alsontads energy and entropy conservation
(Springel & Hernquist 2002; Monaghan 2002; Price & MonagB@a4, 2007). It is important to
note, however, that though the smoothing length is not eitlylitime-dependent, since it varies
with the density which is time-dependent, the smoothingtlers implicitly also time-dependent.
The implementation used for the three-dimensional sirariatpresented in this thesis, described
in detail in Price & Bate (2007), sets the smoothing lengitoading to

m )% (2.13)

hi=n (—_
Pi
wherem andp; are the mass and density of partickespectively, and the dimensionless param-
eter,n = 1.2, such that the average number of neighbours that eacltlpams is~ 60. The
simulations carried out in Chapters 5 and 6 extend the wolRicé et al. (2005) and | compare
my simulations to theirs. It is important to note that Ricalkei(2005) set their smoothing length

using a dfferent time-dependent method which approximately fixes tinelxer of neighbours that
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each particle has te 50 but their implementation does not conserve entropy. riyaaut some
initial benchmarking simulations in an attempt to repragltieeir results and discuss the impact of
this in Chapters 5 and 6.

The resolution is important to consider in numerical siriates involving gravitational
collapse. If an adequate resolution is not used, simulatishich should show fragmentation
may not show this and incorrect conclusions may form. Bateu8Brt (1997) carried out SPH
resolution tests and provided two key conclusions

() They showed that since the smoothing and gravitationfiesing lengths are spatially
varying, it is not possible to have a fixed spatial resolutionit but it is possible to have a fixed
mass resolution limit. They showed that the minimum reddb/anass, given by

(2.14)

must be less than the Jeans mass, given by

o (B (4] 219

such that the density of the region to be resolved must gatisf

3 SRQT)S( Not 1 )2
<|— . 2.16
p (477)( 2Gu 2Nneigh Mtot ( )

This is equivalent to saying that the smoothing length masnhiaich smaller than the Jeans length.
Since the smoothing length is spatially varying, this ctindiis satisfied provided the total number
of particles is adequate.

(ii) For codes that allow dierent values of the gravitational softening lengthand the
smoothing lengthh, the relative values of these lengths are important. Theyst that for
a marginally stable Jeans mass clump, if the lengthscale whiech gravity is softenede, is
greater than the hydrodynamical smoothing lenbthhe pressure force,, may be higher than
the gravitational forceskg, and fragmentation may be inhibited. Converselye ik h, then
Fg > Fp and fragmentation may be artificially enhanced. To avoichquoblems, it is required
thate ~ h. Since the implementation used here involves the same viedthoth the smoothing
and gravitational softening kernels, this condition isa met.

To illustrate the &ects of a diferent gravitational softening length (as well as the use of
different viscosity prescriptions), | carry out the “Wengen datéplanetary disk test” (available at
httpy/www.astrosim.ng¢todg¢doku.php?igchome:codetest:hydrotest:wengen:wengen4). Thisis a
code comparison test for a gravitationally unstable digih wet initial conditions. However, it
is important to note that the creators of the Wengen test dadnhstate that the results may
be dependent on the softening used. Mayer & Gawryszczal8j2(8ry out this test using a
fixed number of neighbours and a fixed gravitational softgitémgth. Using the Balsara (1995)
switch implementation of the artificial viscosity (see $@tt2.1.5) the authors find that the disc
fragments. Using the SPH code with spatially adaptive shogtlengths used for this thesis
with a fixed viscosity, | carry out the same Wengen test and tvad fragmentation does not
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Figure 2.1: Final image of the Wengen test disc. Previousaastwho have simulated this disc
with a fixed gravitational softening and using a Balsara dwitnplementation for the artificial
viscosity, find that a fragment forms. However, the same kitimn carried out here with a spa-

tially adaptive softening and a fixed viscosity shows norinagtation. Thus, fragmentation results
may be numerically dependent.

occur (Figure 2.1). This illustrates that the fragmentatiesults may befgected by numerical
effects such as the softening lengths as well as the artifigabsity prescription and therefore it
is important to consider such numerical aspects carefBilyce the code used for the simulations
in this thesis is spatially varying so that condition 2.1&dhered to and since the gravitational
softening and smoothing lengths are equivalent, provileccorrect number of particles is used,
the method employed here tackles the resolution issues Wak Wengen test shows that my
calculations are more resistant to fragmentation than siher codes employed within the planet
formation community and so any fragmentation that is seenyirtalculations is more certain.

In a particular spatial range, if the number of particlesnisréased by a factorf, the
resolution, and hence the smoothing length, is increasewlfhytorfé, whered is the number of
dimensions. In Chapter 6, | carry out a resolution test onesearlier work carried out by Rice
et al. (2005). Their simulations used 250,000 particleshénresolution test, | decrease the linear
resolution by a factor of 2 (i.e. using 31,250 particles) alsb increase the linear resolution by a
factor of 2 and 4 (using 2 million and 16 million particlesspectively).

2.1.3 Hydrodynamical equations

There are three main equations that need to be solved in dhyolmical simulations. These are
the mass continuity, momentum and thermal energy equatives in Lagrangian form by
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Dp
a-l‘pV‘V—O, (217)
Dv vp
— =——"_ VO, 2.18
Dt . (2.18)
and
Du p
—=_Ly.y, 2.19
bt~ » v (2.19)

wherev is the velocity vectorp is the thermal pressur@ is the gravitational potential andis
the internal energy. The internal energy equation is dériv@m the first law of thermodynamics
in the absence of external heating or cooling.

To put these fluid equations into a discrete SPH format, the cses a Lagrangian for the
self-gravitating gas (Price & Monaghan 2007),

i=N 1

L=) m (Evﬁ—q>i —ui), (2.20)

i=1

(wherei denotes any one particle), the first law of thermodynamicsamethod by which the
total density can be estimated. Firstly, a particle’s dgnsicalculated using equation 2.8 using
its current smoothing length. However at the same time, @s seequation 2.13, the smoothing
length is calculated using the particle’s current dendityis is therefore carried out iteratively us-
ing a Newton-Raphson iterative method and if necessarypgong this with a bisection scheme.
Once the density and smoothing length have been obtainegrdperties of the fluid particles are
then evolved over time using the discrete forms of the fluigh¢igns. Using the method described
by Price & Monaghan (2007), the mass continuity equationsardte form is

Dpi 1
Ftl = al Z m;Vij - ViWij (rij, hy) (2.21)
where
oh 0
Q=|1-— i— Wi (rii, hi 2.22
i ( o, Zj:mjahi i (ri J))’ (2.22)

andvijj = v; — vj. The momentum equation (without the gravitational ternj anergy equation
are

DVi hydro Pi Pi
: =— [ —= ViWi (i, hy) + —= ViWGi (1, h; 2.23
Dt Zm] (lelz i |J(r|J’ I)+ijf [ |J(r|J’ J) ( )
and
Duj Pi
Bt - ?/IJ? ZJ: mjvij - ViWg; (rij, hi), (2.24)

respectively.
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Since the Lagrangian has been used, these forms of the mamerantinuity and energy
equations are conserved. In order to model shocks wellicativiscosity is required to convert
bulk motion into heat. This requires the momentum and energyation to be modified, the
description of which is in Section 2.1.5. Furthermore, aditi@h of the gravitational force term
requires equation 2.23 to be modified further (see Sectibd .

The calculations carried out for this thesis simulate thergetics in two dferent ways. In
all of the simulations, the heatindgfects due to work done on the gas and due to viscous heating
(through the inclusion of artificial viscosity to captureosks) is included. In Chapters 5 and 6,
the cooling in the disc is taken into account using the cgotiarameter3 (equation 1.14), which
cools the gas on a timescale given by equation 1.15 while ap@ns 3 and 4, radiative transfer is
used. | discuss thefect that these two techniques have on the energy equaticeciioSs 2.2.1
and 2.2.2, respectively.

2.1.4 Gravitational force calculations

The gravitational force calculation carried out in the SRidecadopted here is in principle similar
to a force calculation carried out in an N-body code. In digeform, the gravitational force (per
unit mass) between particland all other particles in the system is given by:

2. N Gmr:
DT _ 3 D~ _ve, (2.25)

where @; is the gravitational potential for particle The force calculations may prove to be
problematic if they are carried out between two very closéigas as it will cause the acceleration,
given by equation 2.25, to become very large. The problenmiglg that the particle is not a point
masses, but iseolumeof fluid of finite size and therefore when two particles coneseltogether,
they should not act as point masses. However equation 202& avould treat the particles as
point masses. The gravitational forces are calculatedgusiaBinary Tree Methodvhich not
only determines which particles are the nearest neighbuparticlei, but also calculates the
gravitational force due to these patrticles individuallgr Fore distant particles (further away than
2h), the gravitational force contributions from individuadnticles is not necessary and instead the
combined contribution is shicient. This is carried out using theode opening criterion The
smallest node possible is a group of two patrticles, each dftwis the nearest neighbour to the
other i.e. they are mutual nearest neighbours. A node domgisf three particles is one where
this pair of particles and another single particle are mutearest neighbours. The mutual nearest
neighbour can be found for this triple to make a node comgjsif four particles. This process can
be repeated until a node ofparticles is produced. In addition, a nodengbarticles can also be
made using two smaller nodes rather than a node and a sintjldgoar he node oh particles has
size hnoge Which is equal to the sum of the maximum separation betweesitialler nodes that
make up the node af particles angbr the individual particles themselves, and the greatdskva
of 2h; of the particles that make up the nodengfarticles.

To calculate the gravitational force on a parti¢léhe separatiom,;jhode between particlg
and a node is considered. If the separation is less thadyed.e. if hnode/Tjnode > 0.5, then the
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node will either be split into a single particle and a nodenef 1 particles, or into two smaller
nodes. The gravitational force between partichnd the single particle is calculated directly. For
the node that now consistsiof 1 particles, or for the two smaller nodes, the node openiibgrimm
is repeated. If at any stage the node opening criterion isatigfied, then the gravitational force
between particlg and the node is calculated.

The gravitational potential is given by (Price & Monagha®2p

() = =G > mig(rij, hy) (2.26)
j

where ¢ is the gravitational softening kernel which avoids the peols outlined above and is
related to the smoothing kernel by

1 0 0
W(rij, hil) = —mg[rzgﬂlrijl, hi)]- (2.27)

This results in an additional gravity term added to equa®i@3:

DVi gravi ¢i; (hi) + ¢, (hy) G
$:_G;mj[% J]_Ezjlmj[ VV\/,J(h,)+ vvv,,(h) (2.28)

whereg; = d/dri, €; = rij/Irij| and

(2.29)

oh o¢ij(hi
o=y ),

Opi oh;
The first term in equation 2.28 is due to the gravitationatéaerm that has been softened while
the second is required to ensure energy conservation aed tato account the gradient in the
smoothing length. In the past, the second term has not b&en tato account thus resulting in
only one of entropy or energy being conserved (usually gnsrgonserved). The contributions to
the gravitational force on particldrom its neighbours (within a distance di}As considered from
each individual particle. For the more distant particlbg, gravitational force between individual
particles is simply that of two point masses.

2.1.5 Artificial viscosity

In a fluid, as particles approach a shock front, bulk kinetiergy is converted to heat which
causes a discontinuity in the density, pressure and enetifne ahock front. However, such dis-
continuities cannot be treated exactly in numerical sclseamel consequently, some smearing of
the discontinuous density, pressure and energy profiles tplace at the shock front. The dis-
continuities are on the smallest lengthscales (the smapiength) and since this is not resolved,
particle oscillation may result which is a numerical ar¢¢faTo convert bulk motions into heat
and dampen these oscillations, SPH requires the use ofiaitifiscosity which spreads the shock
front so that it can be resolved. A number of forms of artifigigcosities have been proposed
(Lucy 1977; Wood 1981; Monaghan & Gingold 1983; Loewensi&iMathews 1986; Evrard
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1988; Hernquist & Katz 1989). We use a common form of artifigiacosity by Monaghan &
Gingold (1983) which is a time-independent fixed artificisloosity. This adds an additional term
to the momentum equation:

DVi,V
Dt _; m; T ViV, (2:30
where
—a ij Hij i
@SPH Csjj ;j”l + BspH Hjj Vij - Tij < 0
- (2.31)
0 vij - rij > 0,
hVij - i
Hij = rz—+,7z’ (232

Csij = (Ci+Cj)/2,pij = (pi+pj)/2,n = 0.01h? and ensures equation 2.32 does not divergexapd
andpBspy are the SPH viscosity parameters. This form includes adifigscosity when particles
are approaching each other (i.e. at a shock front) but nobwheeparticles are moving away from
each other. Viscosity comes in the form of bulk and shearogitg. aspy provides a bulk term
which dissipates kinetic energy as particles approach ethehn at the shock front to avoid particle
oscillations once they have passed through the shock fims term dominates when velocity
differences between particles are small. The rofgsgf;is to stop particle interpenetration which
may occur if the velocity dierences between particles are highly supersonic and isntipastant
for high Mach numbers. The additional term in the energy Bguas a result of this is

Dui,,, 1

Dt = > Z m;ITijvij - ViWij (rij, hi). (2.33)
j

In the discs modelled in this thesis, artificial viscositaplied everywhere, not only at the shock
front, and therefore a corollary of including it is that itdsdshear viscosity and causes dissipation
in the form of a Shakura & Syunyaev (197®@)Viscosity given by (equation 1.18)

Yav = CZVCSH (234)

wherevyy, is the shear viscosity in the disc due to artificial viscqsitys the sound speett = %
is the scaleheight in the disc set by the condition of vertaathermality andy, is the turbulent
viscosity parameter which describes the stress tensorrirstef the gas pressure given by

o, = 0.050s pH<£> (2.35)

Equation 2.35 is the form of the artificial viscosity in thendauum limit using the SPH kernel
adopted in this code (Meglicki et al. 1993, M. R. Bate, pgvabmmunication). The dissipation
as a result of this is given by (using equations 1.17 and 2.34)

dinQ

D(R) = Tgy/RQ'| = ’W @, C5ZIRY| (2.36)
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Figure 2.2: Plot showing the dissipation rate per unit mgs&et radius for a disc simulated with
various diferent artificial viscosity parameters. The black solid lises ¢spp, SspH) = (0.1,0.2)

as done so by Lodato & Rice (2004) and Rice et al. (2005). Bhas Irefer to values afspy < 0.1
((aspm Bspr) = (0.014,0.02) and &spr BspH) = (0.07,0.14) are the blue solid and dotted lines,
respectively). Green lines represent a viscosity highan time (0.1, 0.2) by up to a factor of
10 ((@sprBspH) = (0.13 0.26), (@sprBspr) = (0.3,0.6) and @rspn SspH) = (1.0,2.0) are the
green dotted, dashed and solid lines, respectively). Madires represent even higher viscosities
(aspr BspH) = (3.0,6.0) and @spr BspH) = (10.0,20.0) are the magenta solid and dotted lines,
respectively). The red lines represent no changssj but3spy = 0.01 and Q0 for the solid and
dotted lines, respectively. A simulations witliser, Bspr) = (0.0, 0.0) was also carried which, as
expected, produced no dissipation at all.

whereTg,(p is the resulting stress tensor due to the artificial visgosihe additional term in the
energy equation as a result of this is

Du, 1
Dlt, = > Z m; I vij - ViVVij(I’ij, hy) (2.37)
j

If the artificial viscosity is too large, the hydrodynamieablution of the disc may be driven
by it, while if it is too small, it will lead to inaccurate motlieg of shocks (Bate 1995). Numeri-
cal modelling of hydrodynamical astrophysical situatitimsrefore requires careful thought as to
what the artificial viscosity parameters should be so thatleh are modelled correctly without
significant contributions to the energetics due to theilusion.

The values ofrspyandBsppare typically~ 1 and 2, respectively, as these values reduce the
root mean square velocity dispersion of the particles agphss through the shock (Bate 1995).
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A number of studies have used lower values to ensure thatritpglaa momentum transport in
discs modelled using SPH is due to the gravitational inktalsind not due to artificial viscosity
(Lodato & Rice 2004, 2005). | have tested various values efSRH artificial viscosity param-
eters. Figure 2.2 shows the viscous dissipation rate (icsdsgmulated with radiative transfer
without self-gravity) resulting from dierent values o spy andBspr. It can be seen that a change
in Bspy does not significantly féect the dissipation rate while a changexigpy does: using very
high or very low values ofrspn causes the viscous dissipation rate to increase. Whiletnease
in dissipation rate is expected for high valuesrgpy, the increase with very low values is some-
what counterintuitive. Since the artificial viscosity als@mpens random particle motions, using
a low value ofaspy will mean that the particles will have too much kinetic enefgrovided by
the bulk motions) which will then be dissipated by the arigfiwiscosity (the resulting dissipation
being more than the dissipation if the artificial viscosiglue was slightly higher). This is purely
a numerical #ect. Therefore, another careful balance is required hegeiré-2.2 shows that the
minimum viscous dissipation due to artificial viscosity occwhenaspy ~ 0.1. Since my thesis
is concerned with the energetics in discs, reducing thepdigsn rate is important and hence |
choose this value. Bate (1995) shows that low valuesspfy and Sspy are reasonable for low
Mach number shocks# < 2). In these simulations, | expect the shocks to have low Mearh-
bers and so the value atp chosen here provides a good compromise between requirdgksh
to be modelled correctly as well as low dissipation rateac&typically,BspH ~ 2asp, | choose
aspy andBspy to be 0.1 and 0.2, respectively. These are the same valubssesimplemented
by Lodato & Rice (2004) and Rice et al. (2005) which is impottsince the work in this thesis
involves some comparison with these authors.

A number of methods have been devised to decrease the anfoantifioial viscosity in
regions where they are not required. One such method is tsaidag1995) switch which reduces
the artificial viscosity in places where the ratio of the djy@nce to the curl of the velocity field is
smalli.e. in regions of strong vorticity. This uses a modifierm of they;; term in equation 2.32:

hvii -1 [ f + f
pij = ) ‘(#) (2.38)

2 2
re+n 2

where

- |V - vl '

[V - V] + |V A V| + 0.000Xcs; /hy
This is a form of the viscosity used by Lodato & Rice (2004).oftrer method is a time depen-
dent method by Morris & Monaghan (1996) which assigns a @isg@arameteraspy, to each
individual particle. This viscosity parameter decays faclte particle over time, but increases as
the particle approaches a shock front.

I have chosen not to include the Balsara (1995) switch sihceduces the viscosity in
shearing flows but given that my simulations involve bothcéisaand shearing flows, the reduction
may not handle the shocks well. In addition, a reason agasisg both the Balsara (1995) and
Morris & Monaghan (1996) methods is that | want to ensure @rotied test which is not possible
if the numerical viscosity is constantly changing. | haver#iore chosen the fixed viscosity

(2.39)
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method of Monaghan & Gingold (1983).

2.1.6 Timestepping

To integrate the second order ordinanffeliential force equation given by the sum of equa-
tions 2.23, 2.28 and 2.30, one can decompose it into two fider@rdinary diferential equations:

Dr;
o = Vi (2.40)
and

% B % _ DVihydro  DVi gravity + Dvi,
Dt2 Dt Dt Dt Dt

A first order ordinary dferential equation can be solved either explicitly or imiglic An
explicit method uses the values of a variabfe,and its diterential with respect to time, at a

(2.41)

particular timestepn, to determine its value at the next timestap; 1, as follows:

A = AN + dt (%)n. (2.42)

An implicit scheme solves the ordinaryfidirential equation using the Backwards Euler method
as follows:

n+1
AL = AN 4 dt (%) (2.43)

Explicit schemes are typically easier and less computaliwdemanding but they can far from
numerical instability. Most of the equations in the SPH caded here are solved explicitly. At
each timestep, the velocities and positions of the pastiate updated using a form of the second
order Runge-Kutta-Fehlberg (Fehlberg 1968) integratareme developed by Benz (1984). This
scheme carries out two force calculations per timestep.iftportant to ensure that the code is not
only accurate but also numerically stable i.e. such thaethars introduced due to the numerical
scheme used to solve theffdrential equations explicitly do not grow exponentiallyhi§ may
occur if the timestepAt, is limited to a value smaller than a certain critical valssaciated
with the typical timescale of the problem being considertedhydrodynamical simulations, one
such typical timescale is the timescale on which sound gaigs. The Courant-Friedrichs-Lewy
(CFL) condition (Courant et al. 1928) is the most common sioade condition in hydrodynamical
simulations and states that

A A
At < CCFLEX' (2.44)

whereCcpy is a constant less than unity, which for SPH becomes

h
At < CCFLC—IS. (2.45)

The constanCcr, is typically taken to b&CcF = 0.3. In addition, since viscosity is included, the
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timestepping is also limited by the viscous timescale. ;$PH code employed here, these two
timestepping conditions are combined to give (Hernquist&z<1989):

C0h|
hilV - vi| + ¢ + 1.2(acC + SmMax;|uij N’

Atey = (2.46)

whereC, = 0.3 andu;; = 0 for diverging particles (i.ev;jj - rij > 0). The termhj|V - vi| is an
additional term used to improve the accuracy whgvi- vi| > ¢; i.e. when supersonic motions are
involved.

In addition, the SPH code also limits the timestep due to eef@ondition to ensure that
smaller timesteps are used if particlesfeularge accelerations (Monaghan 1992):

1
Atg; < (ﬂ)z (2.47)
- \ail
Finally, in the non-radiative transfer calculations cadriout in Chapters 5 and 6, since |
apply an explicit cooling rate given by equations 1.14 arid lit is important to ensure that the

following timestep criteria is also met:

B
Q’
whereCg is a constant less than unigy,is the cooling timescale in units of the orbital timescale
andQ is the angular velocity. In Chapter 5, | investigate tifieets of varying the constaflg in
equation 2.48 on the critical cooling timescalg: by testing values o€z = 0.3, 0.03 and 0.003.

Combining the timestep criteria from equations 2.46 to 28 timestep for each individ-
ual particle is determined by

Ati = min (Ate,j, Atgi, Atgj). (2.49)

and therefore, the SPH code does not advance all the paniclthe same timestep. The radiation
hydrodynamic equations are solved using an implicit scheimee the electromagnetic radiation
propagates much faster than the speed of sound (and treafaxplicit scheme would require
very small timesteps). Though implicit schemes are notesuitip numerical instability it is still
important to limit the timestep to ensure numerical acourabe timestepping that is used above
is more than adequate to ensure the numerical accuracy otsiudts and has been tested by
Whitehouse et al. (2005).

2.1.7 Particle types

The simulations presented in this thesis are of discs tlatrardelled using SPH particles to
represent the gas in the discs. These are particles thaiphaperties associated with them such
as mass, spatial and velocity co-ordinates, density anddeature. However, they do not have a
specified radius (hence the need for smoothing and grarittisoftening lengths). The central
stars are modelled using a sink particle (Bate et al. 19953wbnly have the property of mass
and spatial and velocity co-ordinates associated with themmk particles are able to accrete gas
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particles subject to particular boundary conditions: ip$ are accreted onto the sink particle
if they move within a radiu®}j; of the sink particle or if they move withiR, and R, (Where
Racc > Rin) and are gravitationally bound to the sink particle.

In regions of high density, the calculations are carried@utvery small timesteps. This
means that for discs which have fragmented into high denkityps, the simulations will progress
very slowly due to the high computational requirements. réfoge, it would not be possible to
follow the simulations past the fragmentation stage. Haxen very high density regions where
the fragments are not likely to shear apart during the enwiubf the disc, the fragments can be
turned into sink particles, thus allowing the discs to egdiurther on reasonable computational
timescales. In Chapter 4, | follow the evolution of protaptary discs following the fragmenta-
tion stage by turning a clump of particles that are denser ¢heritical value (see Table 4.2) into
sink particles. As with the sink particles used for the cardtars, the newly formed sink particles
also carry the same accreting conditions as described above

2.1.8 Speeding up the SPH code

As described in Section 2.1.4, since gravity is a long-raiogee, the calculation of the gravita-
tional force on any one particle needs to consider not jusgtiavitational &ects of the particles
within its locality, but also the gravitationalfects of the particles that are further away. To cal
culate the force on particle the summation, given by equation 2.25 has to take place aler
particles. To do this the computational time taken wouldesea ON?), whereN is the number
of particles used in the simulation. The method adopteddaae this computational expense is
termed aBinary Tree Methoddescribed in Section 2.1.4. The binary tree is determingtiea
start of the simulation. It is then updated at each timesigpke into account the changes due to
particle movement and is rebuilt at every longest times&pce it does not have to be reproduced
from the start at each and every timestep, it is a veligient method. The tree method reduces
the computational time from ®) to O(NlogN) as it identifies regions to be discarded (such as
if a large sink particle exists in between particland j, the gravitational fect of particlej on

i will be negligible). This reduction in computational exgenthus allows much higher resolu-
tion simulations to be possible. For simulations that uskative transfer, it is unclear what the
computational time scaling is with the number of partictesugh it is more computationally ex-
pensive since there are additional equations that need $olbed iteratively (see Section 2.2.2).
Nevertheless, even in these simulations, the tree fornips e reduce the computational time.

In addition, since increasing the number of particles catke smoothing length to de-
crease, the timesteps on which the particles can be advamestchlso decrease since the particles
cannot be advanced by more than a smoothing length in a emeSince the smoothing length
scales ad~V/9, whered is the number of dimensions, the timesteps taken decreatesipctor.
Therefore, not only does the computational time increasg@an increase in number of particles,
it also increases further due to the smaller timesteps. eftwey, the SPH code can be speeded up
by decreasing the number of particles, but one must ensatetfta resolution requirements are
adequate enough as discussed in Section 2.1.2.

Another computationally demanding component is the regudad to evaluate the kernel
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and its derivatives. To save time, this is evaluated for geaof values at the start of a simulation
and stored in a table. When it is required, the value of theédes obtained by interpolating
within the table, thus avoiding the need for heavy comporetii efort too frequently.

The SPH code also carries out the timestepping of the pesticl set blocks such that
the timesteps are integer powers of 2 times the smallesstapgBate 1995). As mentioned in
Section 2.1.6, the SPH code does not advance all the parbddhe same timestep. Particles
in lower density regions are advanced on longer timestepshwdaves computational time. In
addition, particles are not advanced individually, butetbgr with all the particles that are being
moved on that same timestep.

The SPH code used here is fully parallelised using OpenMRV#PId All the simulations
use OpenMP which is a form of the code that allows it to be acedin a parallel way on all the
processes on any one computer node (cores that share thgdralememory). Each computer
node on the University of Exeter supercomputer consists cbr@pute cores. For the higher
resolution simulations, | used MPI as well as OpenMP whifflers the advantage that many
computer nodes (and the processes that exist on those reaaesg combined and used together
to increase the parallel power. However, as the number oésxoded increases, the overheads
associated with combining these nodes also increase, thkimgna large number of nodes only
adequate if the number of particles being used in any ondaiiom is high. For some simulations
where 2 million particles were used, | carried out the siroies using MPIl on a maximum of 2
nodes. For simulations involving 16 million particles, hgad out a number of timing tests which
showed that generally, if 8 computer nodes were used (wii@dniadequate number of nodes
given the computational demands by all the users of the Wsityés supercomputer), the most
optimum number of processes is 16 i.e. so that 4 OpenMP thie@a&dused per MPI process.

In addition, | found that as the discs evolved, some patgigiay have moved far away from
the bulk of the disc such that the gravitationélieets are minimal. For simulations consisting of
16 million particles, this proved to slow the code down sitiesmoothing lengths become large
and many neighbours may be found. However, since theiribotittns from such a large distance
was not significant, in order to speed up the computing tincbpke to remove any particles that
moved out to further than twice the original disc radius. sTimeant that not only did the code
speed up due to not needing to incorporate these far-awéglpaiinto the calculations, but it also
speeded up as the reduced number of particles meant thdesarahy sizes and hence smaller
executables could be used, reducing the memory requirsibns saving overall computational
time through better cache use.

2.2 Thermodynamics

The simulations presented in this thesis employ one of tywedyof thermodynamics. Chapters 3
and 4 employ radiative transfer, which considers the teansff energy between individual parti-

cles. I also carry out simulations with a parameterisedingohethod in Chapters 5 and 6, which
simplifies the disc thermodynamics and can be used to uaserstome of the concepts behind
fragmentation that would otherwise be moréidult to understand if complex thermodynamics
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are employed.

2.2.1 Parameterised cooling

Parts of this thesis (Chapters 5 and 6) involve simulatiohihvare very closely related to those
of Rice et al. (2005). As mentioned in Section 2.1.3, theihgadfects due to work done on the
gas as well as the viscous heating is included in these diimga The cooling in the disc is taken
into account using the cooling parameigriequation 1.14), which cools the gas on a timescale
given by equation 1.15. This requires an additional ternménenergy equation (2.19):

DUcool U uQ

—_— = 2.50
Dt teool ﬂ ( )

2.2.2 Radiative transfer

In Chapters 3 and 4 | carry out simulations which incorporattative transfer. The version of
SPH used to carry out the simulations presented in theseersdpcludes time-dependent radia-
tive transfer using the flux-limited flusion approximation (Whitehouse et al. 2005; Whitehouse
& Bate 2006) with two temperatures: that of the gas and thahefradiation field. The radia-
tive transfer code has undergone significant testing by &kbilise et al. (2005). As mentioned in
Section 2.1.3, this requires additional terms in the moomardnd internal energy equations:

Dvrt X
- AF, 2.51
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and
D
;fT — —4rkpB + CokiE. (2.52)

wherey is the total frequency-independent opacity (includingosption and scattering}; is the

is the total frequency-integrated radiation flikis the Planck functiorkg and«p are the energy
mean and Planck mean absorption opacities. Equation 2sgtibles the increase in momentum of
the gas due to the radiation flux. The first and second termiseonight hand side of equation 2.52
are due to the emission and absorption of energy by the gaseatvely, i.e. correspond to the
energy transfer between the radiation field and the gas. ditiawl, there is a further radiation
hydrodynamical equation which is the change in the energgitieof the radiation field given by:

D(E
pﬁ(;) =-V.-F-Vv:P+4rkppB — ckgpE, (2.53)

whereP andE are the total frequency-integrated radiation pressursoteand radiation energy
density. The change in the radiation momentum density aggkpre are described by the first two
terms whereas the final two terms correspond to the emissidm@lasorption of the energy by the
gas (i.e. these are directly correlated with the two termthemight hand side of equation 2.52 ).

The method employed to simulate the radiative transfer igxaliinited diffusion method
which uses Fick’s law of diusion:
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F=-DVE (2.54)

where the dtusion constantD, is given by

D= StF (2.55)
Xp
whereAg is the flux limiter given by
2+ RF
AFRE) = —— 2.56
F( F) 6+ 3R|: i RIZ: ( )

andRr is a dimensionless quantity given B¢ = |[VE|/(xpE). The flux limiter ensures that in
the optically thin regions whergo — 0, the radiation flux does not become unphysical (i.e. it
does not move faster than the speed of light). The methodagmglhere uses the flux limiter
of Levermore & Pomraning (1981). It ensures that in the @fiicthick limit, A — 1/3, which
assumes that the radiation field is isotropic and that thidsheverywhere in the optically thick
region (the Eddington approximation). In the opticallyntimit Ar — 1/Rg so that the radiation
moves at the speed of light. In these two limits, flux limitedfdsion works very well as it
describes the transfer of energy byfdsion in the optically thick region and the streaming out of
energy at the speed of light in the optically thin region. Hwer, while it maintains the correct
rate of energy transportation in the optically thin regimoes not maintain directionality since
the energy transport process ifdsion rather than free-streaming. The boundary betweemthe
regions is not as well described as it is in the extremes hsitifportant to note that to describe
these regions well enough, the full time-dependent raalidtiansport equations need to be solved
which is very computationally expensive. It is thereforeessary to make this tradéftetween
computational expense and physical accuracy.

2.2.3 Opacity

The discs simulated are assumed to be in local thermal bquith and the opacities are assumed
to be grey Rosseland mean values. The opacities are basé@ opdcity tables of interstellar
molecular dust grains produced by Pollack, McKay, & Chffgison (1985), and on Alexander
(1975) for the higher temperature gaseous contributionisctlg speaking, the Rosseland mean
opacity should be used in optically thick regions since tlsdeland mean is an average ¢f,1
over all frequencies, while the Planck mean opacity averagdirectly over all frequencies and
should be used in the optically thin regions. However, sBemenov et al. (2003) shows that both
the Rosseland and Planck mean opacities give very similaeyan the temperature range being
considered for the simulations in this thesis400 K), | use the Rosseland mean opacities for all
regions of the disc.

Figure 2.3 shows the change in Rosseland mean opacity withetature for a density
p = 1x108g/cmd. Though the exact values at which the features of this grajsih may change
with density, the overall shape of the opacity curve is thaes#or all density values. Table 2.1
summarises how the opacity scales with temperature in thimes dominated by fferent types
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Figure 2.3: Plot showing the change in opacity with tempeeafor a density = 1 x 10-8g/cm?.

The Rosseland mean interstellar opacity tables used ie 8igsilations include the dust opacities
produced by Pollack, McKay, & Chrisfi@rson (1985), as well as the gas opacities produced by
Alexander (1975).

Opacity Ko a b Minimum Maximum
regime [cnd/g] temperature [K] temperature [K]
Ice 2x10% 0 2 0 16681x 107

Ice sublimes X 10' 0 -7 16681x 10? 2.02677x 107
Dust grains X101 0 1/2 202677x 10 2.28677x 10°p?/4°
Dust grains sublime 2107 1 -24  228677x 10°p%4°  2.02976x 10°pY/8!
Molecules 1x 1078 23 3 202976x 10PpY/81 1 x 10%pY/%1
Hydrogen scattering % 10736 /3 10  1x10%Y%% 3.11952x 10%p*™
Bound-free & free-free scattering .BIx 10?°° 1 -52  311952x 10°p*7®  1.79393x 10Pp?/°
Electron scattering 38x101 0 0 179393x 108p?5 -

Table 2.1: Opacity scaling with density and temperatureaicheof the dominant regimes. The
opacity is given by = xop®TP. The temperature range in which each regime applies is alsn.g
The scaling with temperature is illustrated in Figure 2.3.
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of particles (reproduced from Cossins et al. (2010); odbitata from Bell & Lin (1994)). The
initial increase in opacity with temperaturé (g 100 K ) is a regime dominated by ice grains.
The sharp decrease in opacity=atl00 K is due to the sublimation of ice grains. Following this,
the opacity becomes dust dominated and increases agaitemigierature until the temperature
becomes so largex( 1000 K) that the dust grains sublime at what is termeddpacity gap
Following the dust sublimation, the dominant contributionthe opacity is due to the gas and
once again the opacity begins to increase. When simulatstg,dhe opacity plays an important
role in whether the discs cool or not as it essentially deiteemhow quickly energy can leave the
disc and as explained in Chapter 1, the cooling in a disc i®itapt for fragmentation. Therefore,
sudden drops in the opacity play an important role, and itiqudar, the opacity gap is where
major changes to fragmentation results may take place.sdoh& Gammie (2003) and Cossins
et al. (2010) discuss the importance of the energetics wieetetperature reaches that associated
with the opacity gap. However, in the simulations presehiee, the temperature of the discs are
too low for this to be considered.

For the temperature range being considered in the discdatidun this thesis{ 400 K),
the key contribution to the opacity is from the dust. Semeetoal. (2003) compared the opacity
tables produced by a number of authors and showed that faethgerature range being inves-
tigated here, the Rosseland mean opacity tables of Pollaak €985), Bell & Lin (1994) and
Semenov et al. (2003) agree very well.

The opacity values correspond to density and temperatdingg t 1g/cm® and 10000K,
respectively. The exact values used in the simulationslateereed by interpolating between values
in logarithmic space. A summary of how the opacity tablesenesed is available in Whitehouse
& Bate (2006). For non-interstellar opacity simulationschle these values by the required factor
(see Chapters 3 and 4 for simulation details). Reducing plaeity may be equivalent to decreas-
ing the metallicity or increasing the grain sizes which veboihly have an #ect on the dust opacity
and not on the gas opacity. Therefore, the scaling is onigjechout on the dust opacity values
(the details of how the opacity is reduced can be found ini@e&.4 of Ayliffe & Bate (2009)).
The models assume that the presence of dust dfdgta the value of the opacity in the disc and
do not include the féects of dust on the disc dynamics. In reality, dust dynamiesraportant:
since dust does not feel a pressure force, it moves with agiiaplvelocity, while gas moves at a
sub-Keplerian velocity since it feels the pressure forceeduction in opacity may also represent
increased grain sizes. As grains grow to large sizes, tlagtstdecouple from the gas. Rice et al.
(2004) show that: 100 cm sized particles in self-gravitating discs that ary toosely coupled
to the gas may concentrate into the regions of pressure naaxémin the spiral structures, thus
potentially promoting the growth of planetesimals by careration. They discuss that for objects
with sizes between 1-100cm, the maximum radial drift vajoeiay be séiciently large (Weiden-
schilling 1977) so that the dust dynamics may be importaotvéVer, in the simulations presented
in this thesis, the grain sizes in the discs may only be ae lasgnillimetre or centimetre-sized and
so the dynamicalfects of the dust may not be too critical. Such smaller padialre likely to be
coupled to the gas and therefore the presence of the partictet likely to d@ect the dynamics.
Therefore this assumption is valid.
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2.2.4 Equation of state

| carry out investigations using a parameterised coolinghote as well as using more detailed
thermodynamics by way of radiative transfer. For both daltons, | use the ideal gas equation
of state

P= &pT, (2.57)
u

whereRy is the gas constant is the mean molecular weight apdand T are the density and
temperature of the gas, respectively. For the parametecisaling method, the internal energy is
given by

_ RgT  3RyT
-1 2
wherey = 5/3 andy, the mean molecular weight; 2.38. For the simulations using radiative
transfer, the equation of state assumes that the gas is seahpd hydrogen (70%) and helium
(28%) and includes the rotational and vibrational modes ofecular hydrogen, dissociation of
molecular hydrogen and ionisation of both hydrogen anduhelias done so by Whitehouse &
Bate (2006), though the equation of state has been corréaflediing Boley et al. (2007). It
omits the contribution due to metals and assumes an gptira-hydrogen ratio of 3:1. The discs
are cold enoughg 400 K) such that the rotational and vibrational degrees eédom are not
excited so thatféectively,y = 5/3 (which is required only to convert between the specificrirdae
energy,u, and the sound speed). The models assume that the presence of dust doedtaot a
the equation of state. For simulations which change theitypdoe to increased grain sizes, the
equation of state is uifi@cted.

For those simulations which use interstellar opacity \&loaly 2% of the gas is composed
of metals and so theffect due to the metal content on the equation of state is stRal those
simulations that use a reduced opacity (and therefore atiedun metallicity) the metal content
would be even lower and would not have a significdfie@ on the equation of state and therefore
this assumption is justified. However, for those simulaiarnich increase the metallicity by way
of increasing the opacity (by a factor of 10), the metaljicibntent will increase such that it has a
significant €fect on the relative amounts of non-metal to metal conterttérdisc. This increase
in metallicity would dfect the specific heat capacity, which in turn wouléat the pressure forces
and hence the disc stability. However, the details of thesd@pendent on the specific metal content
and a detailed investigation into this is beyond the scophisthesis.

u

(2.58)

2.2.5 Boundaries

Previous work involving simulations of self-gravitatingsds have discussed the concept of bound-
aries at great length. It is thought that, particularly idiadive transfer simulations, the boundaries
may play a key role in the fragmentation results. Cai et &1 carry out a radiative transfer
code comparative study by simulating the same disc that B%7) simulated with the same
initial conditions. Despite attempting to remove all pbssidifferences between the two codes,
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Cai et al. (2010) find that fragmentation inside tens of AUas possible while Boss (2007) does
find that fragmentation occurs. The suggestion for the lddonvergence between the two codes
was attributed to dierent treatments of the optically thin boundaries.

Radial boundaries

The radial boundaries are modelled in exactly the same wajl the simulations carried out in
this thesis. As mentioned in Section 2.1.7, particles aceeted onto the star if they move within
a radiusR,¢c of the star or if they move withiR,.c < R < R, and are gravitationally bound to the
star. The detailed values &.. andR;, are described in each chapter. For simulations involving
the formation of sink particles part way through the simolatthe boundaries between the disc
and the new sink patrticles are treated in exactly the sameawdlye boundary between the disc
and the central star. At the outer edge, the disc is free tarekp

Vertical boundaries and stellar irradiation

In all the simulations, the particles are free to move veltycaway from the disc (though the
gravitational &ects of the star and disc will keep most of it close to the dibt}the simulations
carried out without radiative transfer, there is no needafaertical boundary to deal with the
energetics as the heating and cooling in the discs is purgtalinternal processes and does not
rely on an external source or sink of energy into or out of tise.d

For the radiative transfer calculations, a flux-limitedfusion approximation is used to
simulate the transfer of energy between particles. | useaaldyer approach to simulate the
midplane and surface regions. To model the energy loss fnerdisc surface, a boundary layer of
particles maintains a fixed temperature profile such thataeygy that is passed to these boundary
particles is &ectively radiated away. Physically, | assume that the gpimexe temperature is not
set by the disc itself but by some other process such asrsteketernal irradiation. The particles
forming the disc boundary are variable since some partiol@g move across the boundary from
the optically thin to the optically thick region and vice sar

In Chapter 3, the vertical location of the boundary betwéendptically thick part of the
disc and the optically thin atmosphere is located at the mai of: the height above the midplane
where the optical depth, = 1, or the height above the midplane whegg = 1.75H, whichever
is greater, i.e.

2 = ma><1.75H, \/EH’erf‘l[l - %”) (2.59)
K
where erf! is the inverse error function. Appendix A shows the detadedvation of ther = 1
boundary heightz ;-1:
1 1
Zo.o1 = V2H |erf [1— —2]. (2.60)
K.

The reason for imposing the restriction that the boundarghtes the maximum out of
the height at whichr = 1 or 1.79 is because in the outer radial regions of the discs, theeentir
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radius

Figure 2.4: Plot showing the vertical height against raditia simulated disc. The red particles
are the boundary particles while the black particles aredhbat make up the bulk of the disc.
The boundary particles have been determined by comparaigubrtical height to equation 2.59.

vertical extent of the disc may be optically thin. Since | aweistigating the evolution of the disc
as a result of the radiative transfer processes in the discnot reasonable to set the temperature
of the entire vertical extent of the disc, even if it is opligdhin. Nevertheless, in these regions |
expect that the disc will be nearly vertically isothermatidgherefore, the temperature that is set
at the boundary would be the temperature that the disc ad@pis choice of 1.78 is made to
ensure that a reasonable number of particles exist in thedaoy region at all times during the
simulation (betweer: 7 — 15%) so that there are an adequate number of particles tdederthe
effects of energy transfer from the disc to the external mediuneibsuring that too many particles
are not present so that the entire evolution of the disc isrdehed by the temperature profile of
the boundary particles.

The calculation of the boundary height using equation 2r&iees that the boundary is at
the vertical position where the optical depthg 1, and the choice ensures that the “bulk” of the
disc (i.e. consisting of particles that lie closer to thecdisidplane) is simulated using radiative
transfer, rather than simplified energetic calculationbhe Temaining “boundary” particles have
their temperature held at a constant temperature profilgur&i2.4 gives an example of a disc
simulated in this way and shows the vertical height agaeuius of all the particles used in this
particular disc setup. The boundary particles are higtdighn red and the particles making up
the bulk of the disc are highlighted in black.

| have carried out tests to see what tifieets of the exact location of the vertical boundary
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Figure 2.5: Toomre stability profiles of alM,, 25 AU disc (around a 1M star) evolved with
the boundary height scaled t& (solid line), Q75x (dotted line), 10x (short-dashed line),.1x
(long-dashed line),.25x (dot-short dashed line andsk (dot-long dashed line) the location of the
boundary height calculated using equation 2.59. Movingbiiendary height higher up into the
optically thin region does nottect the results significantly, but moving it down into theioally
thick region causes the disc temperature to become atifitosv.
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has on the disc energetics. | scaled the calculated bouhe#git by factors of 0.5, 0.75, 1.0, 1.1,
1.25 and 1.5. Figure 2.5 shows the resulting Toomre stalpiibfiles of each of these simulations
and shows that decreasing the boundary height into theadigtibick region causes the Toomre
stability profile to decrease as it causes the overall dispézature to decrease. However, increas-
ing the boundary height does ndfexct the stability profiles significantly. Therefore, | haeaifid
that provided the boundary is located in the optically thirface region of the disc and provided
that a layer of boundary particles exists over the entire slisface (such that the energy can be
radiated away from the surface), the disc energetics rearaihanged.

The boundary calculation in Chapter 3 calculates the bayratdhe start of the simulation
and does not re-evaluate the boundary as the simulatiomgs®es. This is a reasonable assump-
tion to make since the boundary is high up in the disc and doeglay a part in the fragmentation
of the disc since in these regions the density is low and feadation typically occurs in the mid-
plane. Nevertheless, the boundary calculation in Chaptese4 an improved method so that the
7 = 1 boundary is periodically re-evaluated during the simafat This is carried out after each
largest particle timestep which typically takes place aslel0 times each outer rotation period.
In Appendix A, | show that to calculate the boundary heighe, dpacity and surface mass density
need to be evaluated. In cases where the boundary heightigatad after the start of the simu-
lation, these values will change and so initial values cabeaused. Appendix B shows how the
7 = 1 boundary is calculated part way through a simulation.



Chapter 3

Opacity effects on fragmentation

3.1 Introduction

In this chapter, | model the evolution of massive self-gring discs using a global three-dimensional
SPH code including radiative transfer and tlkeets of stellar irradiation. In particular, | explore
the parameter space in terms of dust opacity, disc temperatd size in order to scope out if, and
under what conditions, a self-gravitating disc may fragmen Section 3.2, | describe the code
used. In Section 3.3, | outline my simulations, including thisc setup and discuss the parameter
space. | present my results and compare with previous stirdigections 3.4 and 3.5, respectively.

3.2 Numerical setup

My simulations are carried out using an SPH code originatiyetbped by Benz (1990) and further
developed by Bate, Bonnell, & Price (1995), WhitehousegB&tMonaghan (2005), Whitehouse
& Bate (2006) and Price & Bate (2007). It is a Lagrangian hggramics code, ideal for sim-
ulations that require a large range of densities to be fabbwsuch as fragmentation scenarios.
The version used to carry out the simulations presentediheligles radiative transfer using the
flux-limited diffusion approximation (Whitehouse et al. 2005; WhitehouseageB006) with two
temperatures: that of the gas and that of the radiation field.

In order to model shocks, SPH requires artificial viscositise a common form of artificial
viscosity by Monaghan & Gingold (1983), which uses the patemsaspy andBspn. A corollary
of including artificial viscosity is that it adds shear visitg and causes dissipation. If this vis-
cosity is too large, the evolution of the disc may be driveifiaially, while if it is too small, it
will lead to inaccurate modelling of shocks (Bate 1995). Véhtested various values of the SPH
parameters and find that a valuengfy ~ 0.1 provides a good compromise between these factors.
Since typically,8spy ~ 2aspr, | choosexspy andBsprto be 0.1 and 0.2, respectively. These are
the same values as those implemented by Lodato & Rice (2@0a)\ever, | have chosen to fix
the artificial viscosity parameters whereas Lodato & Rid@) used the Balsara (1995) switch
which reduces the artificial viscosity in places where th@raf the divergence to the curl of
the velocity field is small i.e. in regions of strong vorticitThe reasoning behind my choice is
two-fold: (i) the Balsara switch reduces the viscosity ieating flows but given that | have both

70
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shocks and shearing flows, the reduction does not handlentioks well; (ii) | want to ensure a
controlled test which is not possible if the numerical vsitpis constantly changing.

3.2.1 Opacity & equation of state

The discs simulated are assumed to be in local thermal bquith and the opacities are assumed
to be grey Rosseland mean values. The opacities are basée opdcity tables of interstellar
molecular dust grains produced by Pollack, McKay, & Chffigtison (1985), and on Alexander
(1975) for the higher temperature gaseous contributionsurmary of how the opacity tables
were used is available in Whitehouse & Bate (2006). For mberstellar opacity simulations, |
scale these values by the required factor (see Table 3.infafation details). The details of how
this was done can be found in Section 2.4 of &gli& Bate (2009).

The equation of state used in these simulations assumeththgas is composed of hy-
drogen (70%) and helium (28%) and includes dissociation @eoular hydrogen, ionisation of
both hydrogen and helium, and the rotational and vibratiomades of molecular hydrogen, as
done so by Whitehouse & Bate (2006), though the equatioraté $tas been corrected following
Boley et al. (2007). It omits the contribution due to metay discs are cold enough such that
the rotational and vibrational degrees of freedom are noitexk so that fectively,y = 5/3. My
models assume that the presence of dust offigcts the value of the opacity in the disc. | do not
include the #ects of dust on the disc dynamics, nor do | consider filsces on the equation of
state.

3.2.2 Stellar irradiation

As mentioned earlier, radiative transfer is simulated gigive flux-limited ditusion approxima-
tion. | use a two-layer approach to simulate the midplanesamthce regions. In order to model
the energy loss from the disc surface, a boundary layer ¢icpes maintains a fixed temperature
profile such that any energy that is passed to these bounddigles is &ectively radiated away.
The vertical location of the boundary between the optictillgk part of the disc and the optically
thin atmosphere is located at the maximum of: the height @lbloe midplane where the optical
depth,r = 1, or the height above the midplane whege= 1.75H, whereH is the isothermal scale
height given byH = c5/Q. Therefore, the boundary is at the vertical position whiaeedptical
depth,r < 1, and my choice ensures that the “bulk” of the disc (i.e. =timg of particles that
lie closer to the disc midplane) is simulated using radetiansfer, rather than simplified ener-
getic calculations. The remaining “boundary” particlesén¢heir temperature held at a constant
temperature profile. Physically, | assume that the atmaspieenperature is not set by the disc
itself but by some other process such as stellar or extemaaliation. The particles forming the
disc boundary are variable since some particles may moesstihe boundary from the optically
thin to the optically thick region and vice versa. | have eatout tests to see what thffexts of
the exact location of the vertical boundary has on the discgatics and have found that provided
the boundary is located in the optically thin surface regibthe disc and provided that a layer of
boundary particles exists over the entire disc surfacedigeenergetics remain unchanged.
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Simulation Disc radius  Opacity Qmin Fragment?  Fragmentation
name [AU] scaling factor time
Reference 25 1 2 n

Kappal0 25 10 2 n

Kappa0.1 25 0.1 2 n

Kappa0.01 25 0.01 2 n -

Qminl 25 1 1 n -

Qmin0.75 25 1 0.75 n -
Qmin0.75-Kappa0.1 25 0.1 075 n -
Qmin0.75-Kappa0.01 25 0.01 075 vy 9.7 ORPs
Qmin0.5 25 1 0.5 y 1.8 ORPs
L-Qminl 300 1 1 n -
L-Qminl-KappalO 300 10 1 n -
L-Qminl-KappaO.1l 300 0.1 1 y 1.5 ORPs
L-Qmin0.75 300 1 0.75 vy <1ORPs

Table 3.1: Summary of the simulations carried out. The dpasgalings refer to multiples of
interstellar Rosseland mean opacity values as descritfgeldition 3.2 Qnin refers to the minimum
value of the Toomre parameter (at the outer edge of the dislg atart of the simulation.

3.3 Simulations

Table 3.1 summarises the parameters and fragmentatioltsrethe simulations presented here.
Each simulation was run either beyond the point at which the attained a steady state (for6
outer rotation periods, ORPs), or until it fragmented (dedias regions which are at least three
orders of magnitude denser than their surroundings). Tigniale and profile of the boundary
temperatures are the same as those of the initial discs sthéhdiscs start in thermal equilibrium
with their vertical boundaries (atmospheres). | expectdises to heat up initially due to work
done and viscous heating. Following an initial transierage) the bulk of the disc may or may not
cool to re-establish thermal equilibrium with the bounddnjiscuss a Reference case first before
turning my attention to exploring the parameter space.

3.3.1 Reference case

The reference disc is set up in exactly the same way as a disteded by Lodato & Rice (2004):
a 1l M, star with a 0.1 M disc made of 250,000 SPH particles, spannirBb& R < 25AU. The
initial surface mass density and temperature profiles oflibeareX « R™* andT « RZ, respec-
tively. The magnitudes of these are set such that the Tootabdity parameter (equation 1.7) at
the outer edge of the disQmin = 2. This gives an aspect ratibl/R ~ 0.05. | model the 1 M
star in the centre of the disc using a sink particle (Bate .€1395). At the inner disc boundary,
particles are accreted onto the star if they move within &ugadf 0.025 AU of the star or if they
move into 0025 < R < 0.25AU and are gravitationally bound to the star. At the outiges the
disc is free to expand.

The initial Reference disc is a Toomre stable disc. Given tie boundary temperature
profile is the same as that of the initial disc and tati, = 2, | do not expect this disc to
fragment. However, | use the Reference disc as a fiducial tagarticular, | am concerned with
the cooling rates that are present in the disc once it is irgaililerium state. | emphasize my use
of terminology here: when referring to the disc beinghermal equilibrium with the boundayy
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| am describing the bulk of the disc being a similar tempemato the disc boundary (which is
assumed to be determined by stellar irradiation), wheraagailibrium statedisc refers to the
dissipative and cooling rates being balanced such thatdbeile stability profiles do not change
with time.

3.3.2 Exploring the parameter space

Given that a motivation of this work is to determine if, andlanwhat circumstances, fragmenta-
tion in realistically modelled self-gravitating discs magcur, | explore the parameter space in a
number of ways. One parameter is the opacity: | re-run the@ate simulation with opacity val-
ues scaled to 20 0.1x and 001x the interstellar opacity values (simulations KappalO, pédpl
and Kappa0.01, respectively). This may be equivalent ts@wlith difering metallicities or grain
sizes. | make two assumptions here: i) the change in métylioes not &ect the equation of
state (as described in Section 3.2.1) and ii) there are n@bpatemporal variations in the grain
size distributions. As with the Reference case, these disesimulated purely to analyse the
energetics since | do not expect these discs to fragment.

| then choose to explore the initial and boundary tempesatanditions by decreasing
the magnitude of the disc temperature whilst maintainirgydame surface mass density as the
Reference case. | do this by changing the initial Toomreilgtalparameter profiles such that
Qmin = 1,0.75 and (6 (simulations Qminl, Qmin0.75 and Qmin0.5, respectivelyjis is equiv-
alent to reducing the disc aspect ratio$#tR ~ 2.2x 1072, 1.7x1072 and 11x 1072, respectively.
| reiterate that the boundary temperature is the same agrtipetrature of the initial disc and hence
this setup not only changes the disc temperature profildf bigo changes the boundary temper-
ature profile.

Furthermore, | consider a combination of the above factpisidoulating discs wittQmin =
0.75 and opacities that arel and 001x the interstellar opacity values.

The unfavourable conditions for fragmentation at smallitaave been discussed at great
length in the past (e.g. Rafikov 2005; Stamatellos & Whitiwv@®08; Boley 2009; Rafikov 2009;
Clarke 2009). | therefore expand my parameter space todactliscs that are a factor of 12
larger with a radii range of ¥ R < 300AU. These discs have the same mass as the 25AU discs
and are set up so th&min = 1. | simulate three dierent opacity values &, 10x and Q1x the
interstellar Rosseland mean opacities). In addition,d almulate a large disc witQmi, = 0.75
with interstellar opacity values.

In order to keep these disc masses and initial Toomre dtalpitofiles the same as the
smaller 25AU discs, | require both the surface mass densitlyadsolute temperature to be re-
duced. These discs are therefore not only larger, but alsercthan their equivalent (in terms of
initial Toomre stability profiles) small discs.

3.4 Results

The simulations have been analysed in three main ways:
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Figure 3.1: Azimuthally averaged values of the Toomre patamat the start (solid line) and at a
timet = 6.4 ORPs (dotted line) for the Reference simulation. The dismable to cool rapidly
due to the internal heating and hence its end state is mdyke gkan the initial disc. Also shown
is the equivalent disc simulated by Lodato & Rice (2004, sdashed line) which cools using
simplified cooling (withg = 7.5) rather than by radiative cooling, and also does not cendlte
effects of stellar irradiation. The critical value @it = 1 is also marked.

(i) 1 compare the azimuthally averaged Toomre stabilityfipge of the initial and final
(or in the case of fragmenting discs, shortly before fragiatéom) discs which indicates whether
the bulk of the discs were able to reach a state of thermalileguin with their boundary. The
surface mass density does not change significantly thraghe simulations and hence changes
in the Toomre stability parameter are due to changes in $wetdmperature. This enables us to
determine which discs are more likely to fragment. Note Hassumecep = Q in equation 1.7.

(i) I examine the timescale on which the discs cool (by cdesng the energy passed from
the gas to the radiation within the disc as well as that whschssumed to be instantly radiated
away from the disc surface by the boundary particles). In pasulations that have neglected
the heating ffects of stellar irradiation (e.g. Gammie 2001; Rice et ab®)0the coolingC, in
a steady-state disc balances the heating due to gravaasimessestg,, and the heating due to
artificial viscosity,H,,, such that

C = Hg + H,. (3.1)
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Figure 3.2: Logarithm of the gas temperature (in K) rendeéredross-sectional views of the
Reference (top panel) and Kappa0.01 (bottom panel) diszéimiet = 6.4 ORPs. The surface of
the Reference disc is clearly colder than the midplane wihits midplane of the Kappa0.01 disc
is closer to a state of thermal equilibrium with the boundais units are in AU.

If the artificial viscosity is low,C ~ Hg. In this case, the cooling timescale in units of the
orbital timescale, can be related to the gravitational stress in the digg, (Gammie 2001,
Section 1.4.2):

4 1 1
T 9y -1

Gammie (2001) and Rice et al. (2005) have shown that the mawigravitational stress
that a disc can support igg; = 0.06, beyond which fragmentation will occur. In discs that do
not take into account heating due to external irradiatibis ¢ondition is equivalent to requiring
the cooling timescale in terms of the orbital timesc@eto be smaller than the critical values,
described in Section 1.4.2, for fragmentation.

In my steady-state discs, not only does the cooling have lanba the heating due to the
gravitational instabilities and the numerical viscosiiyt it also has to balance the heating due to
stellar irradiationHg,, such that:

aG| (3.2)

C =Hg +H, +Hs. (3.3)

In what follows, | calculate the parameter, which | define to be the timescale on which the disc
cools in units of the orbital timescale. Without irradiatjey = 8. When including heating due
to stellar irradiation, theé parameter does not specifically tell us about the fractiah@tooling
that balances the gravitational instabilities and thee=t@nnot be used directly to decide whether
a disc should fragment or not. Howeverddesstill give an indication as to what the cooling rate
is in the discs which has been shown to be important whenrdetgrg whether a disc is likely to
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Figure 3.3: Azimuthally averaged values of the Toomre §tglparameter at the start (solid line)
and at atime = 6.4 ORPs, for the Reference (dotted line), KappalO (shortethishe), KappaO.1
(long dashed line) and Kappa0.01 (dot-dashed line) simonlat The critical value 0Qcit = 1 is
also marked. Decreasing the opacity causes the disc to awel dficiently.

fragment or not (Gammie 2001; Rice et al. 2005).
(iii) 1 examine images of the discs for signs of fragmentatwhich | define as clumps in
the disc which are at least three orders of magnitude denaertieir surroundings.

3.4.1 Reference case

Figure 3.1 shows the Toomre stability profile of the initialdafinal Reference disc. The disc
is not able to cool rapidly enough in response to the intelnealting and consequently the disc
midplane becomes hotter than the boundary (top panel of&igi2). Figure 3.1 also shows the
final Toomre stability profile for the equivalent disc simeld by Lodato & Rice (2004) which used
simplified cooling rather than radiative cooling. | havelired this comparison to emphasize how
significant the dierences can be between discs simulated using simplifiethgqudrameters and
discs modelled not only with more detailed radiative caplhut also incorporating thefects of
stellar irradiation.
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Figure 3.4: Cooling timescal@g, profiles for the Reference (dotted line), KappalO (shoshdd
line), KappaO.1 (long dashed line) and Kappa0.01 (dot-eddine) simulations at a time= 6.4
ORPs. Decreasing the opacity causes the cooling rate inghdalincrease (angt to decrease),
but only until the disc can reach thermal equilibrium withldloundary.

3.4.2 Opacity dfects

Figure 3.3 shows thefiect on the Toomre stability parameter of changing the opatithe discs
to 10x, 0.1x and Q01x the interstellar Rosseland mean values (simulations Kepp&appa0.1
and Kappa0.01, respectively). | see that decreasing tb& dipacity enhances its ability to reach
a state of thermal equilibrium with the boundary since thiiation leaves the disc far more ef-
fectively and hence the disc cools faster. This is partitplevident in the cross-sectional plots
showing the temperature structure in the vertical direc{iigure 3.2). Figure 3.4 shows tije
profile of these simulations. This figure shows that a low dpalisc has a greater ability to radi-
ate away the disc’s energy. The decrease in the cooling ¢eteg, does not continue at very low
opacities because the stellar irradiation sets the boyndarperature and therefore, the minimum
disc temperature.

Figures 3.3 and 3.4 particularly show that the low opacisgsliare able to cool fast enough
to reach a state of thermal equilibrium with their boundari&@hus, if the conditions were right
(i.e. the boundary temperature was lower so that the Tootabdisy parameter was able to reach
Q < 1), the low opacity disc may fragment. | therefore turn mymtion to the disc absolute
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Figure 3.5: Initial (thin lines) and final (at= 6.4 ORPs; heavy lines) Toomre stability profiles
for the Reference (solid line), Qminl (dotted line) and Qi (dashed line) simulations. The
critical value ofQgi = 1 is also marked. None of the three discs which have intéastepacity
values can cool rapidly enough to maintain thermal equilibrwith their boundaries.

temperature.

3.4.3 Colder discs

Figure 3.5 shows the initial and final Toomre stability pesilfor the Reference, Qminl and
Qmin0.75 simulations. The interesting aspect about thenQmb and Qminl cases are that
though the initial and boundary conditions are either Wbistar marginally stable, the discs still
do not fragment because they are unable to cool rapidly aatdupeso that they end up being
at or above the marginal state (e.g. Figure 3.6). The codiingscalesy, for the discs are as
low as~ 20 (Figure 3.7) suggesting that for the discs to fragmengfiacient energy removing
mechanism is needed such that the cooling timescale is lthaarthe Qmin0.75 (dashed line)
curve in Figure 3.7.
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Figure 3.6: Surface density rendered image of the QminOsthat a timet = 6.4 ORPs. At the
end of the simulation, the disc has not fragmented despttalip being in a critical state because
with interstellar opacities, it heats up.
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Figure 3.7: Cooling timescal@;, profiles for the Reference (solid line), Qminl (dotted Jinad
Qmin0.75 (dashed line) simulations at time 6.4 ORPs. With interstellar opacities, these discs
are simply not able to cool rapidly enough to obtainealue that is low enough for fragmentation.
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Figure 3.8: Toomre stability profiles &t= 6.4 ORPs for the Qmin0.75 (short dashed line) and
Qmin0.75-Kappa0.1 (long dashed line) simulations and-at8 ORPs (just before it begins to
fragment) for the Qmin0.75-Kappa0.01 (dotted line) sirtiatain comparison to the initial (solid
line) Toomre stability profile for these discs. The critivalue of Qcit = 1 is also marked. The
lower opacity disc cools rapidly enough to attain a statdefrnal equilibrium with its boundary.

It eventually fragments dt= 9.7 ORPs

3.4.4 Low temperature, low opacity discs

For completeness, | also simulate a disc Wihin = 0.5 and find that though this disc also
heats up, it cannot heat fast enough to become Toomre stefloieshit fragments (due to its initial
conditions).

Until now, | have identified under what conditions discs arere likelyto fragment (i.e.
sub-interstellar opacities and cooler temperatures). lhung these conditions, | simulate two
further discs with outer Toomre stability parameters ob@with 0.1x and 001x interstellar opac-
ity values (simulations Qmin0.75-Kappa0.1 and Qmin0. @&pa0.01, respectively). With such
low opacity values, the Qmin0.75-Kappa0.01 disc would hévedent to a low metallicity disc
or a disc with grain sizes ranging between millimetre andio@tre sizes which is realistic given
current observations (Calvet et al. 2002; Testi et al. 2608Imann et al. 2006; Lommen et al.
2007).

Figure 3.8 shows that the disc withl® interstellar opacity values is slightly cooler than
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Figure 3.9: Surface density rendered image of the fragrde@tein0.75-Kappa0.01 disc at a time
of t = 105 ORPs. The disc not only requires reduced irradiation, &g bbow opacities are
essential for it to cool rapidly enough to fragment.
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Figure 3.10: Cooling timescalg, profiles for the Qmin0.75-Kappa0.01 simulation (dottee)iat
t = 8 ORPs, just before it begins to fragment, in comparison¢dQmin0.75 (short dashed line),
Kappa0.01 (long dashed line) and Qmin0.75-Kappal.l (dshed line) simulations at= 6.4

ORPs. The fragmenting disc has a lgwalue & 15) in the outer part of the disc where it
fragments.
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Figure 3.11: Toomre stability profiles for simulations L-@h (dotted line), L-Qminl-KappalO
(short dashed line) and L-Qminl-Kappa0.1 (long dashed hba time oft = 6.4 ORPs as well
as the boundary profile for these discs (solid line). Thecatditvalue ofQi; = 1 is also marked.
Larger discs do not require as low opacities as smaller tiisatain a state of thermal equilibrium
with their boundaries.

the case with interstellar opacities, but is still unabledol rapidly enough to maintain a state of
thermal equilibrium with its boundary. However, the dis¢iwd.01x interstellar opacity values is
able to since its Toomre stability profile at the end of thewation is close to its initial value. |
find that the disc in the latter simulation does indeed fragini€igure 3.9), though it takes 9.7
ORPs to do so. This is because:

(i) the disc goes through a transient phase where it heatsiop the initial disc is not quite
in hydrostatic equilibrium.

(i) although the radiation is able to leave quickly, thecdsenveloped in thermal blanket
due to the #ects of stellar irradiation, thus causing the disc to cootarsowly.

(iii) as the disc midplane cools, its cooling rate also dases since the temperature gradient
between the disc midplane and surface becomes smaller.

Figure 3.10 shows the cooling timescale of simulation Qmin0.75-Kappa0.01 (1.7 ORPs
prior to fragmentation) in comparison to simulations Ke@pa (which ha®Qmin = 2), Qmin0.75
(which uses interstellar opacities) and Qmin0.75-Kaphad/ith a reduced opacity, the Qmin0.75-
Kappa0.01 disc cools on a timescale fast enough such thaigitnents i.e. it cools fast enough
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Figure 3.12: Surface density rendered image of the largepfmacity disc, L-Qminl-Kappa0.1,
at a time oft = 2.9 ORPs. A low opacity is also required for a large disc to fragtnthough the
opacity does not have to be as low as the 25AU discs.

so that the heating due to gravitational instabilities, etioal viscosity and stellar irradiation do
not heat the disc significantly above the boundary temperaithis figure shows that the cooling
timescaley ~ 15 in the outer parts of the disc, where fragmentation ocdwemphasise the need
to express caution when considering the absolute valuge iofa non-steady state fragmenting
disc, since it is dependent on the disc temperature whicbristantly changing. | discuss this in
detail in Section 3.5. A key interesting aspect about tisutation is that the fragments form even
though the disc is smalR < 25 AU), a result contrary to what has been suggested in thd e
Section 3.5 for further discussion).

3.4.5 300 AU discs

I now turn my attention to larger discs that are usually cdertd more likely to promote frag-
mentation.

Simulations L-Qminl-KappalO, L-Qminl and L-Qminl-Kapda6how that though it is
easier for larger discs to maintain a state of thermal dzjuiin with their boundaries (Fig-
ure 3.11), higher opacity discs still struggle to do so, tmplying that low opacities are still
important for discs to fragment.

However, despite simulating a large disc with a marginaliisostability profile Qmin = 1;
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simulation L-Qmin1), fragmentation still does not occur diiscs with interstellar opacities except
for discs whose fragmentation is determined by the inithalditions (e.g. Simulation L-Qmin0.75
which fragments it < 1 ORP). I find that though the opacities do not have to be asl smal
those in the 25AU discs (01x interstellar values), nevertheless, | still require diggth sub-
interstellar opacities (@x interstellar values). Figure 3.12 shows the disc of sinnutalt-Qminl-
Kappa0.1 which fragmented after more than an outer rotgiemod of evolving. Though for
fragmentation to occur, the opacity in this disc does noehtavbe decreased as much as for the
smaller disc simulated in Qmin0.75-Kappa0.01, since iblder, the grain sizes still correspond to
sizes ranging between millimetre and centimetre which, astimned earlier, is entirely realistic.

3.5 Comparison with previous work

My simulations show that contrary to past studies, it is fidegor discs to fragment at small radii
(< 25AU) if the disc temperature and the opacity are low enougie latter point may be the
case if the disc is metal-poor or if grain growth has occutoeproduce grains that are larger than
interstellar sizes. The larger grain size is certainly aoeable assumption since there is evidence
for grains of up to centimetre sizes in discs (Calvet et ad20esti et al. 2003; Rodmann et al.
2006; Lommen et al. 2007), which could provide the low opesihecessary for my fragmenting
discs. With respect to disc metallicity, it is well known th@ore accretion is not adfient

in metal-poor environments (Kornet et al. 2005). Howevdind that gravitational instability

is enhanced in such conditions. Boss (2002) carried outlations of gravitationally unstable
discs with varying opacities (from 0<lto 10x the interstellar Rosseland mean values) in order to
explore fragmentation in fferent metallicity discs and found that the fragmentaticsulte were
insensitive to the dust grain opacity. He also found thatlike midplanes could radiate energy to
the disc surfaces very rapidly as the timescale for temperaquilibration by radiative ffusion
between the disc midplane and the surface was smaller tleaartfital timescale regardless of
the opacity scaling. However, for my discs the converseus &nd | find that the opacity, and
hence metallicity, does play a part in the likelihood of frentation. My results suggest that
gravitational instability may be the dominant giant plafoetation mechanism in low metallicity
discs.

The results of the small fragmenting discs are also in cenhtmaprevious work which has
suggested via simulations (e.g. Stamatellos & Whitworte&®®Boley 2009) and analytical work
(e.g. Rafikov 2005, 2009; Clarke 2009) that fragmentatiosueh small radii is not possible.
However, this is due to the lower opacities in my discs. Raf(2®09) analytically explored self-
gravitating discs including theffects of stellar irradiation and suggested that fragmentatiside
of ~ 120AU is not possible. However, firstly he uses interstélasseland mean opacities (which
is not an unreasonable assumption to initially make) andrg#g he assumes that the fragmenta-
tion boundary occurs when theffectivea parameter” (of the form of Shakura & Syunyaev 1973)
due to the gravitational torquess; ~ 1. Other authors (e.g. Clarke 2009) assume the fragmenta-
tion boundary occurs whanrg, ~ 0.06 (Gammie 2001; Rice et al. 2005) which occurs at a radius
R ~ 70 AU. This is still at a larger radii than my small fragmegtidisc, though Clarke (2009)
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also assumes interstellar Rosseland mean opacities. i&métl-A5 of Clarke (2009) show that
if the opacity is decreased by two orders of magnitude, dsesase for my small fragmenting
disc, and usingrg; ~ 0.06 as the value at which fragmentation can occur, the raditsde of
which fragmentation occurs is B~ 24 AU (a similarly small radius was also found by Kratter
et al. 2010). This is much smaller than the canonical value @D AU, although still not quite
as small aik ~ 15 AU at which | find fragmentation. Given that the works of R&(2009) and
Kratter et al. (2010) were analytical and while we have genfed direct global three-dimensional
radiation hydrodynamical simulations, this level of agneat is reasonable

| can also compare my results to the analytical work of Rafi{@d05). Based on a com-
bination of the stability and cooling criteria of Toomre §#) and Gammie (2001), respectively,
Rafikov (2005) analytically derived a constraint on the désuperature that is required for planet
formation via gravitational instability. Using this corant (equation 5 of Rafikov 2005) and tak-
ing into account the reduced opacity in my discs, the Rafikagrhentation conditions for the
surface mass density and temperature in the disc become

2> gl (o] 4
and
= (= @5

respectively, wherd is the Boltzmann constant; is the mean particle mass; is the Stefan-
Boltzmann constankg is the constant of proportionality for the Rosseland meaacity expres-
sion for this temperature and low opacity regime giverkby x,T2 and has a valug, = 2 x
108g cm? K2, and¢ = 28(y—1) and also absorbs any O(1) factors that have not been &eigura
considered in a proper calculation of the cooling time. RafiR005) assumes thét~ 1. | find
that my fragmenting disc is in agreement with these conuitim within a factor of~ 2. As with
the Clarke (2009) comparison, this level of agreement isaeable given that my simulations are
global, three-dimensional and use a realistic radiati@asier method. Consequently, my simu-
lation results are consistent with previous analytical kytwut they emphasise the importance of
opacity in determining the radius outside of which fragnaéinh may occur.

Another diference between my simulations and those in the past thatusade simpli-
fied cooling is that the heating in previous simulations hasnbdominated by internal heating
processes i.e. heating due to gravitational instability @Bscous processes, whereas my simula-
tions involve additional external heating due to stelleadiation. This additionahermal blanket
causes the Toomre stability parameter to remain high, thiibiting fragmentation (consistent
with the results of Cai et al. 2008 and Stamatellos & Whitwd@2008). However, in scenarios
where the stellar irradiation is not so strong such that thenire stability parameter is small,
fragmentation is possible, but only if the opacity is alserdased such that the disc can cool
easily.

The cooling timescaley, parameter cannot give any indication as to what the graosiial
stress in a disc is since it incorporates the cooling in nespto the heating due to stellar irradiation
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as well as the gravitational stresses. However, it is stidriesting to compare the values in my
discs to the critical values gffor fragmentation obtained from simulations using moremified
energetics. Previous simulations using simplified cooliage suggested that for discs with=
5/3, fragmentation requires that the total cooling timesaalanits of the orbital timescal@ < 7
(Rice et al. 2005). My non-fragmenting discs which have nedca steady state are consistent
with this result since for these disgs > 7. For my fragmenting disc, | find that the cooling
timescale in units of the orbital timescale can be as muah asl5. However, | express caution
when interpreting this result. It is important to note thiag tGammie (2001) and Rice et al.
(2005) conditions indicate the minimum cooling time (andd¢ea maximum gravitational stress)
that a disc can suppowtithout fragmenting. In my fragmenting disc, the temperature comes

to change as the disc cools, and hence the cooling rate isongtant since it is temperature
dependent.



Chapter 4

Formation of the HR 8799 planetary
system by gravitational instability

4.1 Introduction

In Chapter 3, | showed that the opacity in a disc can have dfisignt efect on whether it can
fragment. In particular, | showed that a lower opacity (whinay be due to a low metallicity
environment or due to the presence of larger grains) allowis@ to cool more rapidly since
energy can stream out of the disc easily. This allows a di$@gment at smaller radii than that
expected if higher opacities are used. | showed that whilénterstellar opacities a.0M,, disc

is unable to fragment at small radii, the same disc can fragraea radius oR ~ 15 AU for
opacities that are two orders of magnitude smaller thamstekar Rosseland mean values. | also
suggested that since HR 8799 is a metal pa@opotis star with metallicity M/H] = —-0.47 (Gray

& Kaye 1999), it is reasonable to assume that the disc tha saounded the star, out of which
the planets formed, was also metal-poor and therefore theafion of this planetary system may
well have been by gravitational instability.

In this chapter, | explore the possibility of the formatiohtlee HR 8799 system by grav-
itational instability in detail. | carry out numerical sitations to determine firstlyf fragments
can form in situ, by gravitational instability, at the radiiwhich the planets in this system are ob-
served and secondly, what disc conditions are requiredro fioese fragments. In addition, | also
consider the subsequent growth and radial movement of éigenfents in the disc. In Section 4.2,
| outline the changes to the numerical method used in thelations presented in this chapter
compared to those presented in Chapter 3. In Section 4.3jn@the simulations performed and
present the results in Section 4.4. Finally, | discuss tkaltg in Section 4.5.

4.2 Numerical details

The numerical method adopted in the simulations presentétdis chapter is almost exactly the
same as that used in Chapter 3. The vertical location of thedsry between the optically thick
part of the disc and the optically thin atmosphere is deteechislightly diterently to Chapter 3:

87
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previously, the boundary location was determined at the stdhe simulation and then kept fixed
throughout while the new method re-evaluates the boundegtibn at least 40 times per outer
rotation period (ORP). The boundary height is the maximubo@uhe height above the midplane
where the optical depth; = 1, or the height above the midplane where 10% of the parteties
any radius are in the boundary. Therefore, the boundary ikeavertical position where the
optical depthy < 1, and the choice ensures that the “bulk” of the disc (i.e sistimg of particles
that lie closer to the disc midplane) is simulated usingatik transfer, rather than simplified
energetic calculations. The detailed calculations of inendary height location are presented in
Section 2.2.5 and Appendix B.

For some of the simulations presented in this chapter,dviothe mass and radial evolution
of the fragments after they have formed. As discussed irn@e2tl.7, the computational expense
increases in high density regions. For these simulatiahgréfore follow the evolution by turning
a clump of particles that are denser than a critical value {&ble 4.2) into sink particles. The
newly formed sink particles also carry the same accretimglitions as those used for the central
stars (see Section 2.1.7 for details). In these calculstitire central star and other sink particles
formed are modelled using an accretion radius of 1 AU i.e.sbase that any gas within 1 AU
of the sink particle can potentially be accreted onto it. ©farmed, a planetary core typically
accretes from a radius on the order of the Hill radius,

_ .3/ M
Ry ‘a‘/sm*’ (4.1)

wherem, anda are the mass and semi-major axis of the protoplanet, regplgctandM, is the
mass of the central star. As will be shown in Section 4.42 ntlasses of the fragmenting clumps
are initially ~ O(1)M;. The first fragments that form in a disc (that | eventuallydizte using sink
particles) form between 20 and 70 AU. For.&Nl, star and a 1Mfragment forming between 20
and 70 AU,Ry ~ 1 -4 AU. Therefore using an accretion radius of 1 AU is reasanablt also
conservative enough so that the final mass of the fragmeatsodioverestimated. Note that | also
carry out simulations with lower star masses such Mat~ 0.7 — 0.9M,. However, the Hill
radius is still similar to the above estimate since the stassns cube-rooted in equation 4.1.

4.3 Simulations

4.3.1 Disc setup

The HR 8799 system has been observed to have a debris dis@amvitiner warm component
between~ 6 — 15 AU, a planetesimal disc between90 — 300 AU and an outer halo between
~ 300- 1000 AU (Su et al. 2009). Since the planets are observed pgped separations of 24,
38 and 68 AU (Marois et al. 2008), | carry out simulations aodi whose radial extent is<dR <
100 AU using 250,000 SPH particles. Since the metallicitiiBf8799 is a factor of three smaller
than that of the Sun, | simulate discs with opacities thatareaximum of 0.3 times the interstellar
Rosseland mean values. | also carry out simulations whereghcities are 0.1 and 0.2 times the
interstellar Rosseland mean values which may be the casailif growth has also occurred in the
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Simulation Qmin My Mdisc Mgisc L p Opacity Fragment  Sink?  Fragment
name ] [Me] /My [Le] scaling radius time
factor [AU] [yrs]
Mstarl.5-Q1.1-p1.75-0.3IS 1.1 15 1.2 0.8 4.3 1.75 0.3 - -
Mstarl.5-Q1.1-p1.75-0.1IS 1.1 15 1.2 0.8 4.3 1.75 01 <15AU 390
Mstarl.5-Q1-p1.75-0.3IS 1 15 1.3 0.9 4.3 1.75 0.3 - -
Mstarl.5-Q1-p1.75-0.11S 1 15 1.3 0.9 4.3 1.75 0.1 <15AU 388
Mstarl.5-Q0.9-p1.75-0.3IS 0.9 15 1.4 0.9 4.3 1.75 03 <20AU 723
Mstarl.5-Q0.9-p1.75-0.2IS 0.9 15 14 0.9 4.3 175 0.2 <15AU 325
Mstarl.5-Q0.9-p1.75-0.1IS 0.9 15 1.4 0.9 4.3 1.75 01 <15AU 297
Mstarl.5-Q1.1-p1.5-0.1IS 11 15 0.8 0.5 4.3 1.5 0.1 - -
Mstarl.5-Q1-p1.5-0.1IS 1 15 0.9 0.6 4.3 15 0.1 - -

Mstar1.5-Q0.9-p1.5-0.3IS 0.9 15 0.9 0.6 4.3 15 0.3 - -
Mstar1.5-Q0.9-p1.5-0.11S 0.9 15 0.9 0.6 4.3 15 0.1 - -
Mstar1.5-Q0.8-p1.5-0.3IS 0.8 15 11 0.7 4.3 15 0.3 8-30 AU 2274

Mstarl.5-Q0.7-p1.5-0.3IS 0.7 15 1.2 0.8 4.3 15 0.3 2580 AY 700
Mstarl.5-Q0.7-p1.5-0.11S 0.7 15 1.2 0.8 4.3 15 0.1 55-85 AY 700

Mstarl.5-Q0.9-p1.25-0.11S 0.9 15 0.7 0.5 4.3 125 0.1 - -
Mstarl.5-Q0.7-p1.25-0.11S 0.7 15 0.9 0.6 4.3 125 0.1 - -

Mstar0.8-Q1-p1.75-0.3IS 1 0.8 0.8 1.0 145 175 03 - -
Mstar0.8-Q1-p1.75-0.1IS 1 0.8 0.8 1.0 145 175 01 <15AU 348
Mstar0.7-Q0.9-p1.75-0.3IS 0.9 0.7 0.9 13 145 175 03 - -
Mstar0.7-Q0.9-p1.75-0.11S 0.9 0.7 0.9 1.3 145 175 01 <10AU 243
Mstar0.9-Q0.9-p1.5-0.11S 0.9 0.9 0.7 0.8 2 15 0.1 - -

Mstar0.8-Q0.8-p1.5-0.11S 0.8 0.8 0.7 0.9 17 15 0.1 - -
Mstar0.8-Q0.7-p1.5-0.3IS 0.7 0.8 0.8 1.0 1.7 15 0.3 - -
Mstar0.8-Q0.7-p1.5-0.11S 0.7 0.8 0.8 1.0 1.7 1.5 0.1 50-85 AY 1275

Mstar0.9-Q0.7-p1.25-0.11S 0.7 0.9 0.7 0.8 2 125 01 - -
Mstar0.9-Q0.6-p1.25-0.11S 0.6 0.9 0.6 0.7 2 125 0.1 - -

Table 4.1: Summary of the simulations carried out. The dpagtalings refer to multiples of
interstellar Rosseland mean opacity values as describ8ddtion 3.2.1Qmin refers to the mini-
mum value of the Toomre parameter (at the outer edge of tleg aithe start of the simulation.
The luminosity has been determined using the stellar eéeoluhodels of Siess et al. (2000, Ap-
pendix C). p refers to the initial surface mass densify, profile in the disc wher& « RP.
The penultimate column indicates if the simulation has lre@nwith sink particles to follow the
evolution of the fragments further (more details of theseusations can be found in Table 4.2).
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Figure 4.1: Initial Toomre stability profiles for the simtins carried out with a constant star
mass,M, = 1.5M,, and a surface mass density profiexc R™3/2 set up so that the minimum
value of the Toomre parameter at the outer ed@g,, = 1.1 (solid line), 1.0 (dotted line), 0.9
(short dashed line), 0.8 (long dashed line) and 0.7 (dottsteshed line). The critical value of
Qqrit ~ 1is also marked. Many of these discs are so massive thattbayitzally Toomre unstable.
However, the internal heating processes cause the diseatap so that rapid fragmentation due
to the unstable initial conditions does not occur.

disc. | assume the initial and boundary temperature prafileefT « R™1/2, and set the absolute
value of the temperature from the luminosity,of the central star (using = 47R?c'T#, whereo is

the Stefan-Boltzmann constant). | carry out two separdatedesimulations: the first simulations
assume that the mass of the central star remained constaritroe (i.e. the mass of the star when
the planets formed was similar to its observed mass toddyijethe second approach assumes
that the star mass will have grown over time. Table 4.1 suris@sthe simulations presented in
this chapter and the key results in terms of fragmentatiérithel HR 8799 system was to have
formed by gravitational instability, the disc would havealha have been Toomre unstable. | have
therefore chosen initial disc setups with low Toomre sif3bitalues to allow the discs to have
some chance of fragmenting. However, this does not guadragmentation since the cooling
rate also needs to be high (Gammie 2001; Rice et al. 2005;t@h3)p

4.3.2 Constant star mass

The simulations with a constant star mass assume that theafide star when the planets formed
was similar to its current mass (and therefore aside fromegpléormation, | assume that the re-



4.3. SIMULATIONS 91

mainder of the disc is dispersed and not accreted onto theatstar). Using the stellar evolution
models of Siess et al. (2000, Appendix C) for metallickys 0.01, | find that the star’s luminosity
at an age of 1 Myr would have beén= 4.3L,. Note that | choose not to use the outcome of
the stellar evolution model at a time earlier than 1 Myr beseathe result from the model may
be very dependent on initial model conditions. | initialt sip discs with a uniform Toomre sta-
bility profile over the entire radial range of the disc (sotthax R~7/4) with Q = 1.1 and 1.0.
The luminosity and the Toomre stability value sets these kliasses tdlgisc = 1.2 and 13M,
respectively, and | run these simulations with opacity galthat are 0.3 and 0.1 times the interstel-
lar Rosseland mean values (simulations Mstar1.5-Q1.750.3IS, Mstar1.5-Q1.1-p1.75-0.11S,
Mstarl.5-Q1-p1.75-0.3IS and Mstarl.5-Q1-p1.75-0.118)so set up another disc with the same
surface mass density profile but wigh = 0.9 over the entire radial extent of the disc such that
Mgisc = 1.4Mg, and evolve this disc with opacity values of 0.1, 0.2 and r@$ the interstellar
Rosseland mean values (simulations Mstar1.5-Q0.9-pl 7%, Mstarl.5-Q0.9-p1.75-0.2IS and
Mstarl.5-Q0.9-p1.75-0.3IS, respectively).

Concurrently to the simulations carried out for this chgpit@lso carried out the simula-
tions in Chapter 5. These show that the surface mass densifjeplays a key role in where
fragmentation occurs in a disc, with steeper surface massitgieprofiles promoting fragmenta-
tion in the inner regions. | therefore also simulate disahwio different shallower surface mass
density profilesg o« R"¥/?2 andX «« R"%/4, (keeping the initial and boundary absolute temperature
and profile the same, usirig= 4.3L). This results in an initial Toomre stability profile that-de
creases with radius such that« R4 andQ « R™/2, respectively. For the intermediate surface
mass density profilg; «« R"%/2, | set up two discs with minimum values fat the outer edge of
the discsQnmin = 1.1 and 1.0 (with disc massédgisc = 0.8 and 09M,,, respectively) which | run
using opacity values that are 0.1 times the interstellasBasd mean values. | also set up two
discs withQmin = 0.9 and 0.7 such that the disc masses are 0.9 &id] respectively, and | run
these for opacity values of 0.1 and 0.3 times the interstBltzsseland mean values. In addition,
| simulate a disc withQmin = 0.8 (Mgisc = 1.1My) using a value of Bx the interstellar opacity
values. Figure 4.1 shows the initial Toomre stability pesfifor the discs witlt «« R™3/2 and
various values oQnin. It can be seen that many of the discs stéiffiroa state such that they are
Toomre unstable in the outer regions of many of the discs $8tan in Chapter 3, the discs heat
up due to the internal heating processes. It is therefor@litapt to note that the fragmentation
that is seen does not take place immediately as a result @iittzé conditions.

Finally, | decrease the surface mass density profile fudherset up discs with o« R~>/4
such that the disc mass is more spread out. | set up two disae®hi, = 0.9 and 0.7, which have
disc masses of 0.7 and/,, respectively (simulations Mstarl.5-Q0.9-p1.25-0.1h8 Mstarl.5-
Q0.7-p1.25-0.11S, respectively) which are run using dpecithat are 0.1 times the interstellar
Rosseland mean values.

4.3.3 Evolving star mass

The second approach assumes that 90% of the disc materigvesntually accreted onto the star
while ~ 10% was driven away from the system by jets and outflows (aredjigible amount went
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into forming planets) and hence:

My today = My 1myr + Mdisc — Miets

4.2)
= M, 1myr + 0.9Mygisc.

| setM, today = 1.5M, according to observations of HR 8799 (Gray & Kaye 1999). Tineihosity
at an age of 1 Myr._, determines the mass of the star at that age. For a giverceurfass density
profile and initial Toomre stability value at the outer eddéhe disc,Qmin, the luminosity at an
age of 1 Myr also sets the disc mass. | use the stellar evolutiodels of Siess et al. (2000,
Appendix C) for metallicity,Z = 0.01, to determine the values bf M, 1myr and Mgisc, and do
this by finding the value of the luminosity at an age of 1 Mygnirthe stellar evolution models,
that allows equation 4.2 to be satisfied.

As with the simulations with constant star mass, | carry dutations firstly with surface
mass density profile&, «« R-"/4, such that the initial Toomre stability profile is uniformdlughout
the disc. These are set up so tliatin = 1.0 and 0.9, i.e. withMgsc = 0.8 and 09M,, around
stars with masses 0.8 and’M,,, respectively, so that the disc to star mass ratios>at€. The
stars have luminositie, = 1.45L,. The discs are run for both 0.3 and 0.1 times the interstellar
Rosseland mean opacity values.

| also simulate discs with surface mass density profiies,R"%2. The discs WithQmin =
0.9 and 0.8 Mgisc = 0.7 simulated around star masses of 0.9 a@Q with luminositiesL = 2
and 17L, respectively) are run with opacity values of 0.1 times titeristellar values. | also set
up a further disc wittMgjsc = 0.8M, around a BMy, (With Qmin = 0.7 andL = 1.7L) and run
this for both values of 0.3 and 0.1 times the interstellarcdpaalues.

Finally, | simulate discs with even shallower surface masssiy profiles withe o« R™>/4:

I model a central star wittvl, = 0.9M, (so thatL = 2L) surrounded by discs witMgjsc = 0.7
and 06M,, (such thatQmin = 0.7 and 0.6, respectively). These discs are simulated witlitypa
values of 0.1 times the interstellar Rosseland mean values.

4.4 Results

4.4.1 Fragment locations and required disc masses
Surface mass density profilex «« R=7/4

The initial simulations are carried out with a disc set uphstitat the initial Toomre stability
parameterQ, is constant over the entire radial extent of the disc. | fimat for the discs with
initial Q values of 1.1 and 1.0, the discs arounBiM,, stars do not fragment for opacity values of
0.3 times the interstellar values and instead settle intate svhereQ > 1 (Figure 4.2). Figure 4.3
shows the temperature rendered cross-sectional view disheén simulation Mstarl.5-Q1-p1.75-
0.3IS which clearly shows that the temperature of the distprane is hotter than the boundary
temperature. As observed in Chapter 3, for higher opacitiesenergy is unable to stream out
of the disc very fast and consequently, the disc is unablesbrapidly enough. However, when
both of these discs are simulated using a lower value of theityp(Q1x the interstellar values),
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Figure 4.2: Final Toomre stability profiles of the discs wittitially constant values oQ = 1.1
(solid line, Mgisc = 1.2Mg, simulation Mstarl.5-Q1.1-p1.75-0.31S) and 1.0 (dotied,|Mgisc =
1.3Mg, simulation Mstarl.5-Q1-p1.75-0.31S) for the simulaiararried out with a constant star
massM, = 1.5M,, and a surface mass density profiiex R~"/# and with opacity values that are
0.3x the interstellar values. The internal heating is too hightlie disc to maintain low Toomre
stability values.

N
log gas temperature

—-100 -50 0 50 100
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Figure 4.3: Temperature rendered cross-sectional pldtedfimal disc in simulation Mstarl.5-Q1-
pl.75-0.31S. The internal heating is too high for the dismtontain a state of thermal equilibrium
with the boundary temperature (set by irradiation from th€) s the surface over most of the disc
is colder. The simulation uses opacity values that a8& €he interstellar values and simulates a
1.3M,, disc with a surface mass density profiiex R-"/4, around a BM,, star. Temperature units
are in Kelvin.
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Figure 4.4: Surface mass density (left panel) and temperdtight panel) profiles at the start
(solid line) and a short while before fragmentatian= 373 yrs; dotted line) of simulation
Mstarl.5-Q1.1-p1.75-0.11S (a2M,, disc with: o« R™/4 surrounding a star withl, = 1.5My).
The solid line in the temperature graph also representsdbedary temperature. While the tem-
perature in the disc increases, the restructuring of the (dige to mass transport as a result of
gravitational torques) allows it to attain a low Toomre gdtgbparameter ak 15 AU, thus allow-
ing it to eventually fragment. The fragmenting disc is showRigure 4.5.

the discs are able to cool rapidly enough to fragment (wid®0 yrs). This is also the case
for the equivalent simulation with initia = 1.1 (simulation Mstar1.5-Q1.1-p1.75-0.11S) but is
somewhat unexpected for this disc since as discussed int&@Hapt is expected that the lowest
temperature that the disc can adopt would be the boundapetetture and hence the lowest value
of Q after it has evolved would be 1.1. It is therefore expected tthis disc would not be able to
fragment (though this value is also not too far from the caitivalue,Qcrit ~ 1). However, | find
that the high disc mass causes gravitational torques thaeagaass transport in the disc and hence
results in the disc restructuring itself (Figure 4.4) anegen though the temperature increases in
the disc, the surface mass density increase as matter mmawvasds, causes the value @fto be
reduced enough so that fragmentation occurs. In this p#aticase, the fragments form out of a
single, dense spiral arm (Figure 4.5).

Simulations Mstarl.5-Q0.9-p1.75-0.31S, Mstarl.5-Q@19¢5-0.2IS and Mstarl.5-Q0.9-
pl.75-0.11S, employ the same disc setup as the above degclitcs but are slightly more massive
(1.4My) and are run with values of 0.3, 0.2 and 0.1 times the intéastepacity values. All three
discs fragment but the disc withXx the interstellar opacity values fragments quicker (within
~ 300 yrs, compared te 325 yrs and~ 725 yrs for 02x and 03x, respectively). This is as
expected since lower opacity values allow the energy tastreut of the disc much more rapidly
and therefore, it is able to maintain a state of thermal éxguilm with its boundary much more
quickly. Figure 4.6 illustrates the final state of these slishich shows that as the opacity is
increased, the number of fragments appears to decreasglfthiois important to note that the
simulations have been run forftérent lengths of time).
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Figure 4.5: Surface mass density rendered image of anllyifie2M disc with surface mass

density profile,X o« R~/4 (such thatQ = 1.1), surrounding a .5M,, star (simulation Mstar1.5-

Q1.1-p1.75-0.11S), at time= 398 yrs. The fragments form out of a single dense spiral aime. T
surface mass density and temperature profiles for this dibod while before fragmentation are
shown in Figure 4.4.
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Figure 4.6: Surface mass density rendered images of the gissimulations Mstarl.5-Q0.9-
pl.75-0.11S (left panel), Mstarl.5-Q0.9-p1.75-0.2IS ddhe panel) and Mstarl.5-Q0.9-p1.75-
0.3IS (right panel). The simulations are identical excéyit they have been run with opacity
scalings of 0.1 (left panel), 0.2 (middle panel) and 0.3frjganel). The simulation with the lower
opacity fragments quicker and qualitatively appears tapces more fragments than those with a
higher opacity, though the simulations have also been mudifterent lengths of time.
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Figure 4.7: Final Toomre stability profiles of the discs witltially constant values o = 1 (solid
line, Mgisc = 0.8Mg, simulation Mstar0.8-Q1-p1.75-0.3IS) and 0.9 (dotteé,lMyisc = 0.9M,,
simulation Mstar0.7-Q0.9-p1.75-0.31S) for the simulaia@arried out with an evolved star mass,
M, = 0.8 and 07M,, respectively. The discs have a surface mass density pifiteR"/4, and
are modelled using opacity values that af&the interstellar values. The discs do not fragment
but settle into a state where the Toomre stability paramé&er 1, over a large portion of the disc.

The simulations carried out assuming an evolved star masg stat using opacities with
values Bx the interstellar values, the discs do not fragment at allvéi@r, the Toomre stability
profiles do begin to approach a state wh@re 1 (Figure 4.7). On the other hand, the simulations
with opacity scalings of 0.1 do fragment. Figure 4.8 shoved thhile the temperature increases
in both the discs wittQmin = 0.9 (more so in the case where the opacity scaling is 0.3), B di
modelled using a scaling of 0.1 does not restructure itselit ragments rapidly whereas the
disc modelled using a scaling of 0.3 does not fragment andifm&sto restructure itself. In the
fragmenting case (simulation Mstar0.7-Q1-p1.75-0.11%9,fragments form out of a single spiral
arm (Figure 4.9).

In all the simulations carried out with a surface mass dgrmitfile of X o« R™7/4, the
fragments form at small radiR < 20 AU, regardless of whether the discs were setup assuming
a constant star mass or assuming the star mass evolved.athis is too small for the observed
HR 8799 planetary system.

Surface mass density profilex o« R™3/2

In Chapter 5 (which was carried out concurrently to this ¢bgpl show that a shallower surface
mass density profile promotes fragmentation further outdiisa. Given that the fragments that
form in the discs with surface mass density profiles R-7/4, form at smaller radii than required
for the observed HR 8799 system, | carry out simulations sésliwith a shallower profile; o
R~3/2, | find that while for a steeper surface mass density profiggsiwithQuin = 1.1, 1.0 or 0.9
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Figure 4.8: Surface mass density (left panel) and temperdtight panel) profiles at the start
(solid line) and at a later time for a9M,, disc around a M, star (withQmin = 0.9 andL =
1.45L,) modelled using opacity scalings of 0.3 (dotted line, setioh Mstar0.7-Q0.9-p1.75-
0.3IS) and 0.1 (dashed line, simulation Mstar0.7-Q0.9pD.1IS) for the inner 40 AU of the
disc. The graphs for a scaling of 0.1 have been produced ateasihortly before fragmentation.
The temperature in both discs increases significantly coedpi® the initial and boundary value
(solid line). In the non-fragmenting case, the disc restmgs itself significantly but does not
fragment, while in the fragmenting case, the fragments fimorapidly before much restructuring
can take place.
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Figure 4.9: Surface mass density rendered image of anliyi@eOM,, disc with surface mass
density profile X o« R-"/4 (such thatQ = 1), surrounding a @M, star (simulation Mstar0.7-Q1-
pl.75-0.11S), at timé = 350 yrs. The fragments form out of a single dense spiral arm.
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are able to fragment using opacities that afexGhe interstellar values (assuming a constant star
mass,M, = 1.5M,), for a shallower surface mass density profile with the saatgeg ofQnmin,

the discs are unable to fragment since the combination ofi¢lcecased disc mass as well as the
initial setup of the disc mass being less concentrated iroapyarea (due to the shallower surface

mass density profile) causes fragmentation to be suppressed

Figure 4.10 (top left panel) shows the Toomre stability peofor simulation Mstarl.5-
Q0.9-p1.5-0.11IS which shows th&is marginally less than unity betwe&= 55— 70AU. This
is partly because the disc temperature has decreased Hedobotindary value at radii larger
than~ 60 AU (Figure 4.10, bottom panel), but primarily becausedise has restructured itself.
Figure 4.10 (top right panel) shows a plot of the surface ndassity profile at the start and at
a time,t = 3172 yrs. It can be seen that over time, the mass flows to smatlé causing the
surface mass density to increase in most of the disc. Hoywewde it causes the Toomre stability
parameter to decrease over most of the disc compared toitta jmofile, this is not sfficient
enough to cause it to fragment.

On the other hand, increasing the disc mass suchQhat= 0.8 (i.e. Mgisc = 1.1Mg, sim-
ulation Mstar1.5-Q0.8-p1.5-0.31S) allows fragmentatiorccur (with opacities that are3x the
interstellar values). However, while the fragments formegions further out than for a disc with
a steeper surface mass density profile (simulation Mstap0.9-p1.75-0.31S), the fragments still
form too close to the central stdR & 8—30 AU). Upon increasing the disc masdgisc = 1.2Mg,
such thatQmin = 0.7 (simulation Mstar1.5-Q0.7-p1.5-0.31S), | find that theaddoes fragment,
close to the region where the HR 8799 planets are observdei@ire 4.11 shows an image of
this disc once the first three fragments have formed. Théialigi form at~ 25, 49 and 60 AU
in sequence starting from the outermost fragment first. Tigiwe shows the evolved state of
the disc once the fragments have been replaced by sinklpartiepresented by black stars (see
Section 4.4.2).

For the simulations that assume an evolving star mass, watdisc withQni, = 0.9 frag-
ments ifX o« R™7/4 (with 0.1x the interstellar opacity values), the disc with the sameesaif
Qmin does not fragment with a shallower surface mass densitylg@fiz o« R~3/2 (simulation
Mstar0.9-Q0.9-p1.5-0.1IS). For this simulation as welkasulations Mstar0.8-Q0.8-p1.5-0.11S
and Mstar0.8-Q0.7-p1.5-0.3IS, the Toomre stability valoxger most of the disc are closeQ@o~ 1
(Figure 4.12). For the simulation whe@,i, = 0.9, the Toomre parameter for most of the disc is
smaller than the initial value (Figure 4.13, top left panéligure 4.13 (bottom panel) shows that
the temperature has increased from the initial value fortrofahe disc and therefore, the reduced
Toomre stability values are due to the change in surface dessity due to the movement of the
mass in the disc (Figure 4.13, top right panel).

Comparing simulations Mstar0.8-Q0.7-p1.5-0.31S and Ks&QO0.7-p1.5-0.11S, the discs
used are identical witlQmin = 0.7 (Mgisc = 0.8Mg around a BMg, star withL = 1.7Ly). This
disc is simulated using opacities that are 0.3 and 0.1 tilmegterstellar Rosseland mean values.
| find that the former case does not fragment, but the lattee dmes. The three fragments that
form do so out of a single dense spiral arm. They form closettay at~ 50, 57 and 65 AU
(Figure 4.14, top panel). It is interesting to note that f@ &volving mass cases, the fragmenting
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Figure 4.10: Toomre stability (top left panel), surface mdsnsity (top right panel) and tem-
perature (bottom panel) profiles of the initial (solid lireg)d final (dotted line) state of the disc
in simulation Mstar1.5-Q0.9-p1.5-0.11S which is &M, disc surrounding a.hbMy star (with
Qmin = 0.9). This simulation was carried out using opacity value$ #ra 01x the interstellar
Rosseland mean values. The initial temperature profilesis tile same as the boundary profile
set by the irradiation from the central stap is marginally less than the critical value between
R ~ 55— 70 AU. Though the final temperature (dotted line) is mostlyhleir than the boundary
temperature (solid line), the final Toomre stability profdebelow the initial value since the disc
has restructured itself such that the surface mass densihgeifinal state (dotted line) is higher
than the initial surface mass density (solid line) for mdshe disc. The high gravitational torques
in the disc causes mass transport which results in the odsting. The critical value 08¢t ~ 1

is also marked on the Toomre stability plot.
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Figure 4.11: Surface mass density rendered image of the&rating disc in simulation Mstarl.5-
Q0.7-p1.5-0.3IS at= 1125 yrs. The central star and the fragments are represeyntadck stars.
The fragments form at 25, 49 and 60 AU and evolve to 19, 48 and 77 AU, respectively, i.e. a
little more spread out than the locations of the observed A &lanets.

simulations have all involved large disc to star mass rgtos).

Surface mass density profilex o« R™5/4

A small number of simulations were performed with a surfa@ssndensity profilel o« R4,

| found that none of these simulations showed any signs ghfemtation (regardless of the as-
sumption of the evolution of the mass of the central star). dHparticular value of the minimum
Toomre parameter at the outer edge of the d&g, the total disc mass for a shallower surface
mass density profile will be smaller than for a steeper sarfaass density profile. In Chapter 5, |
show that the disc mass does play a part in whether fragni@mtatcurs, with a higher disc mass
promoting fragmentation. In addition, a steeper surfacesmensity profile allows more mass
to be concentrated in the inner regions thus promoting feadation in those areas. | find that
indeed, the discs modelled with a shallow surface mass tggnsifile, ¥ o R4 are unable to
fragment, even though the minimum values of the Toomre pai@nat the outer edge are as low
asQmin = 0.6 — 0.9. This therefore means that if the disc that surrounded HI® 8ad a shallow

surface mass density profile, then this disc would have begnToomre unstable (with a mass
larger thanMgjsc ~ 0.6 — 0.9My,).
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Figure 4.12: Toomre stability profiles of the final state of tiscs with surface mass density
profiles,Z o« R™%/2, in simulations Mstar0.9-Q0.9-p1.5-0.1I$§isc = 0.7Me, M, = 0.9Mo,
Qmin = 0.9, solid line), Mstar0.8-Q0.8-p1.5-0.11%fisc = 0.7Mg, My = 0.7Mg, Qmin = 0.8,
dotted line) and Mstar0.8-Q0.7-p1.5-0.3IBl{sc = 0.8Mgy, My = 0.8Mg, Qmin = 0.7, dashed
line). The former two simulations are run with opacity segé of 0.1 while the latter simulation
is run with a scaling of 0.3. The discs have settled into a inally stable state witlQ ~ 1. The
critical value ofQgit = 1 is also marked.

Simulation Qmin M. Mgisc Mdise L p Opacity Max. Final Final pgit
name M] [Me] /My [Lo] scaling sink noof sim. Benal
factor mass frag. time
MJ] [yrs]
Mstarl.5-Q0.7-p1.5-0.3IS 0.7 15 1.2 0.8 43 15 03 48 35 2813 1x10™°
Mstarl.5-Q0.7-p1.5-0.11S 0.7 15 1.2 0.8 4.3 15 0.1 22 23 7 90 19x10°
Mstar0.8-Q0.7-p1.5-0.11S 0.7 0.8 0.8 1.0 1.7 15 0.1 58 12 6316 1x10°

Table 4.2: Summary of the simulations carried out with siaktiples. The opacity scalings refer
to multiples of interstellar Rosseland mean opacity valaeslescribed in Section 3.2. Dmin
refers to the minimum value of the Toomre parameter (at theradge of the disc) at the start of
the simulation. The maximum sink mass is the largest makgsirticle that is present at the final
simulation time.
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Figure 4.13: Toomre stability (top left panel), surface sdsnsity (top right panel) and temper-
ature (bottom panel) profiles of the initial (solid line) afiial (dotted line) state of the discs in
simulation Mstar0.9-Q0.9-p1.5-0.1IS. This simulatiomalves a 07M,, disc with surface mass
density profile,X o« R"32 (such thatQnmin = 0.9), around a ®M,, star. The initial temperature
profile is also the same as the boundary profile set by theiatiad from the central star. The
temperature has increased over most of the disc and theriéfisrthe increase in surface mass
density that causes the final Toomre stability profile to balenthan the initial for the majority
of the disc. The critical value di; ~ 1 is also marked on the Toomre stability plot.
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Figure 4.14: Surface mass density rendered images of tip@éating disc in simulation Mstar0.8-
Q0.7-p1.5-0.1IS at= 1300 yrs (top panel) and= 1550 yrs (bottom panel). The three fragments
form close together at 50, 57 and 65 AU in a single dense sgimal(top panel), but then evolve
to radii of 29, 50 and 61 AU, i.e. within the radii range tha¢ tHR 8799 planets are observed

(bottom panel). In the bottom panel, the fragments have begaced by sink particles which,
along with the central star, are represented by black stars.
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Figure 4.15: Surface mass density rendered image of the&ating disc in simulation Mstar1.5-
Q0.7-p1.5-0.3IS (a.2M,, disc surrounding a.BM, star with initial Qnmin = 0.7) att = 1178 yrs.
The simulation was run using an opacity scaling of 0.3. Affter first few fragments form (Fig-
ure 4.11), further fragmentation occurs in a single densmlsarm. The fragments have been
replaced by sink particles which, along with the central, stee represented by black stars.

4.4.2 Growth and radial evolution of fragments

Table 4.2 summarises the results of those simulations that been run beyond the fragmenting
stage using sink particles to follow the evolution of thegfreents. In all the simulations carried
out, | find that the fragments form in the outer regions folkolwby subsequent fragmentation
occurring at a later time in the interior regions of the disda addition, | find that multiple
fragments form out of the same dense spiral arm.

Figure 4.11 shows the fragmenting disc in simulation Ms&Qmin0.7-p1.5-0.3IS (with
the fragments that have been turned into sink particleesgmted by black stars). The first three
fragments form at 25, 49 and 60 AU in sequence starting from the outermost feaugfirst. |
find that they evolve te: 19, 48 and 77 AU, i.e. spanning a radial range greater thdroftthe
planets currently observed in the HR 8799 planetary systemte the presence of fairly strong
spiral structures inside ef 60 AU, particularly at small radii, suggesting that possitlibsequent
fragmentation may take place. Indeed, further fragmeanadoes take place. Figure 4.15 shows
an image of further fragments forming out of one dense spimal, with the fragments that form
having been turned into sink particles). When the first tisiak particles form, they have masses
of approx 1.2, 2 and.@5M;. However, by the time the fourth fragment forms (39 yearsréfie
first fragment), the fragments grow in masst@1, 9.7 and 8M; respectively. With the exception
of the first fragment, these are close to the masses of oluseiRe8799 planets. However, they
all grow to masses larger than 2@QMAt the end of the simulation, the maximum fragment mass is
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Figure 4.16: Surface mass density rendered image of the&ating disc in simulation Mstar1.5-
Q0.7-p1.5-0.3IS (a.2M,, disc surrounding a.BM, star with initial Qmin = 0.7) att = 1328 yrs.
The simulation was run using an opacity scaling of 0.3. kahg the initial formation of the
fragments (Figure 4.11) and subsequent fragmentation(&ig. 15), the formation of many more
fragments causes the disc to be completely disrupted. Bgenents have been replaced by sink
particles which, along with the central star, are represkby black stars.

~ 48M; (at a time of 1328 years) and there is virtually no evidence disc having been present
since it has been completely disrupted by the formation @fpilanets (Figure 4.16).

Figure 4.17 shows the fragmenting disc in simulation Ms&Qmin0.7-p1.5-0.1IS (with
the fragments that have been turned into sink particleesepted by black stars). The first four
fragments form at similar radii out of two spiral arms at 52, 62 and 55 AU at = 692, 708,
710 and 721 yrs, respectively. These fragments have imitgdses of 0.6, 1, 1.4 and9®/;,
respectively. By the time the fifth fragment forms=at44 AU (att = 777 yrs), the first four
fragments have evolved te 50, 63, 68 and 51 AU respectively, i.e. the fragments closer t
the central star have moved to smaller radii whereas thokegar distances from the star have
moved further away from the star. Thiffect is likely to be due to a combination of dynamical
interactions between the planets as well as between thetpland the disc, in addition to gas drag.
Their masses have also grown significantlyt®.4, 7.5, 5.4 and BM;, respectively. Following
this, the spiral arms interior to this region become moresdeand begin to fragment. By the end
of the simulation (907 yrs), the maximum mass that the simkgdes reach is 20and a total of
28 fragments are seen.

The simulations described above are identical to each dilewere run using dierent
opacities. In Section 4.4.1, | suggested that an increasacity causes the number of fragments
to be reduced. However, this does not appear to be the casetihsimulations are run for longer
using sink particles.

In simulation Mstar0.8-Q0.7-p1.5-0.11R)Gin = 0.7 with a disc massMgisc = 0.8Mg
around a BM,, star), the first three fragments that form do so out of a sidglese spiral arm.
They form close together at 50, 57 and 65 AU (Figure 4.14, top panel). | find that they esolv
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Figure 4.17: Surface mass density rendered image of the&ating disc in simulation Mstar1.5-
Q0.7-p1.5-0.11S (a.2ZM, disc surrounding a.hMg, star with initial Qmin, = 0.7) att = 721 yrs.
The simulation was run using an opacity scaling of 0.1. Tret fragments form at similar radii
(R =~ 55— 62 AU) out of two spiral arms. The fragments have been redldgesink particles
which, along with the central star, are represented by ldtais.

to ~ 29, 50 and 61 AU within 250 yrs (Figure 4.14, bottom panel)e Ttasses are initially 3, 2
and 18Mj, respectively, and by the time the fourth fragment forme,tfasses are 17, 37 and
36M;, respectively. Further fragments form at smaller radiirsgimulation progresses and by
the end of the simulatiort € 1663 yrs), the maximum fragment mass is very larg&8M;.

4.5 Discussion

The results presented here show that it is possible for feagsrto form in the radial range of in-
terest of the HR 8799 planetary systefiy 24— 68 AU) but only if the disc masses are as high as
~ 0.8 - 1.2M,, (with disc to star mass ratios of between 0.8 and 1.1). In#ise of the lower mass
disc, for fragmentation to occur, a reduction in the opaistyequired, which is feasible if grain
growth has occurred such that a combination of a low meiiglland larger grain sizes cause the
overall reduced opacity. For the higher mass discs, fragption does occur in the radial range
required for the HR 8799 planetary system for both opacilyesof 01x and 03x the interstellar
Rosseland mean values, though the first fragments that fotheiformer case are typically con-
centrated betweeR ~ 50 and 68 AU. While | expect that more massive stars woulddwartmore
massive discs, these disc masses are much larger than exkpétdwever, quite massive discs
have been observed early in the star formation process vdtises: 0.1M,, (Eisner & Carpenter
2006; Andrews & Williams 2007) and even larger disc masses &00.3M,, (Eisner & Carpenter
2006) (though the stellar masses for these discs are mogtig rangeM, ~ 0.1-1.0M,), so such
large disc masses may be plausible early on. In Chapter 5a et fragmentation is promoted
if the disc to star mass ratio isfectively increased. The results presented here are cemnisigith
this conclusion since high disc to star mass ratios are medyubut it is also important to note
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that this is dependent on the cooling rate (which, for examplay be determined by the opacity
scaling; Chapter 3) and the surface mass density profile disio important to note that | have
only considered theffacts of the stellar luminosity in these simulations. Howgg#en that the
discs are massive, the accretion luminosity is likely torbpartant and may therefordfact the
boundary temperature.

In addition, | find that a moderate surface mass density préilc R"%/? is needed for
fragments to form in the required range. If the surface massity profile is too steep, the frag-
ments form too far in to describe the formation of the HR 87@®@ets, whereas too shallow values
require the discs to be so gravitationally unstable to begfin that it is questionable whether the
discs would be able to reach such a state (without fragngnitmthe first place. However, even
when simulating the discs that show fragmentation in theafadnge of interest, using sink parti-
cles, subsequent fragmentation does occur at small radiinsay be the case that fragmentation
at small radii is unavoidable. This is somewhat countettiw® given that previous work has
suggested that gravitational instability is only able tarigplanets at large distances. However,
previous simulations of gravitationally unstable disgsi¢glly do not consider the evolution be-
yond the fragmentation stage. In addition, this may be aafat of the fact that massive discs
are being used in these simulations whereas previous giongaof gravitationally unstable discs
typically consider low mass discs (O{9M;). Lodato & Rice (2005), however, consider the evo-
lution of massive discs (up tMgisc = 1M around a 1M star so that the disc to star mass ratio
is 1) and find that the surface mass density changes duringvttiation (whereas in low mass
discs, this is not the case, e.g. Lodato & Rice (2004) and &h&). This is evident here (also
discussed later in Chapter 5) and as shown in many of the afiong presented in this chapter,
can even cause a disc to restructure itself such that it géte tmarginally stable state wi ~ 1
and may even fragment (simulation Mstar1.5-Q1.1-p1.758). Therefore, while in the previous
chapter, fragmentation was heavily dependent on the dispdeature and whether the disc is able
to cool enough to allow it to fragment, here, while the coplia clearly important (since some
discs modelled with opacities that arel® the interstellar values fragment while the equivalent
discs modelled with @x do not), an additional factor to be considered is the resiring of the
discs due to the mass transport resulting from the grasiiatitorques caused by the high disc
masses.

In addition, a number of simulations presented here shotntiuétiple fragments form out
of a single spiral arm that is dense enough. This may be degistc of fragmentation in massive
self-gravitating discs. Lodato & Rice (2005) show that masdiscs M > 0.5M,) are dominated
by low order spiral modes. The images of discs presentedsrctapter qualitatively agree with
this since the spirals are typically dominated by a smalleniper of spiral arms than many tightly
wound spirals (as is the case with the simulations presémt€Hapter 3, see Figure 3.6). Since the
densest part of the discs are indeed the spiral arms anchithe idense regions that fragmentation
is likely to occur, it is somewhat unsurprising that mukiffagments form out of the same spiral
arm.

Aside from whether such massive discs exist in reality, $bae of growth of fragments into
planets needs to be investigated further. Kratter et all@8howed analytically that if fragments
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formed, their subsequent evolution would cause them to doomuch larger masses than the
observed masses of the HR 8799 planets (for a disc with valuthe dfective viscosity that are
expected for a gravitationally unstable disc). With sugihhdisc masses, it is certainly feasible
that the fragments may accrete a significant amount of irsittee the Hill radius at such distances
is large. In my simulations, the fragment masses are ilyitgdproximately a few Jupiter masses
but the fragments continue to increase in mass as they adooet the massive disc. In fact, they
grow very rapidly to sizes that are much larger than typiasjeé mass planets and many exceed
the deuterium-burning limit ok 13M; (Spiegel et al. 2010) such that they would be classed as
brown dwarfs. This is in agreement with the simulations @hsdtellos & Whitworth (2009) who
modelled a system with a high disc to star mass ratflg{ = M, = 0.7M) and found that many
more brown dwarfs formed than planetary mass objects and glanetary mass objects do form,
then they accrete mass to end up with a final mass above theridewtburning limit. In addition,
the formation and growth of fragments occurs very rapielyL700 yrs), and it is possible that the
discs do not last for very long if many fragments form.

The radial movement of the fragments is a further importaotugionary aspect to con-
sider. Given the dynamic activity of the disc once fragmdotm due to the movement of spiral
structures and the resulting mass transport, additiomgqés may be exerted onto the fragments
causing them to move toftierent radii, particularly when the fragments have just fdmnand are
not too massive. There is evidence of this behaviour hereddition, such mass transport may
also cause the density in other regions to become enhandesh@anresult in further fragmenta-
tion. This is seen in the simulations carried out using siakiples since the spirals in the inner
regions become dense, after the formation of fragmentsiotiter regions, and later fragment.

For the initial simulations that did not use sink particlib& number of fragments that form
from the higher opacity simulations are fewer than the nunmbehe low opacity simulations,
and these also take more time to form. This is somewhat iveufand also expected from the
results of Chapter 3) since a lower opacity allows energytteas out of a disc much more
rapidly, thus allowing a disc to cool enough to fragment. ldeer, when sink particles are being
considered, this does not necessarily appear to be the Tasesink particles may collectively
accrete so much of the disc mass that the cooling due to a lopagity may not be the dominant
process that determines the evolution of the fragmentgeddsthe evolution may be governed by
how much disc mass there is left to form fragments and therdiga interactions between the
fragments, i.e. for subsequent fragmentation, the codfirtge disc may not be as critical as in
the earlier stages, but this needs to be investigated furthe

Additionally, one might expect the maximum mass of a fragnerbe inversely propor-
tional to the number of fragments (or equivalently, it is exfed that the mass growth rate would
decrease with increasing number of fragments), since adangmber of fragments means that
more of the gas in the disc is subject to being accreted ancehemy one fragment is unlikely to
grow too large compared to the other fragments. This is noessarily the case here (compare
simulations Mstar1.5-Q0.7-p1.5-0.3IS and Mstarl.5-Qf1.5-0.11S though this may also be an
artefact of the dterent values of the critical density used, see Table 4.230 Ahy simulations
show that more massive discs do not necessarily producedsemassive fragments (though they
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do seem to produce more fragments). However, a more thoronghtigation is required since
the simulations have been run foffdrent amounts of time following the fragmentation stage and
using diferent values of the critical density.

Finally, it is important to note that the trends identifiedéhare generally independent of
the evolutionary assumptions of the central star mass.



Chapter 5

Fragmentation criteria extended:
physical factors dfecting the
fragmentation boundary

5.1 Introduction

In Chapters 3 and 4, | carried out radiation hydrodynamizalkations to investigate the condi-
tions under which fragmentation may occur in self-graingudiscs, considering fferent opacity
values and taking into account thffexts of stellar irradiation. In this chapter, | revisit picays
results on the fragmentation criteria of Toomre (1964), Géen(2001) and Rice et al. (2005). In
Section 1.4.2, | review the two quantities that have histily been used to determine whether
a disc is likely to fragment. If the stability parameter (ho® 1964),Q < 1, and if the cooling
timescale in units of the orbital timescale< B, then the disc will fragment. In Section 1.4.2,
| also raise the question of whether a single valug.gf (and therefore by equation 1.24, a single
value ofagmax) indeed exists since the literature suggests that this mayecessarily be the
case for all discs.

However, there is a more fundamental question that arises firevious numerical studies
using a parameterised cooling method. In many simulatiergs Rice et al. 2003a, 2005; Clarke
et al. 2007), the fragments all form in the outer parts of tised If the fragmentation criterion for
a self-gravitating disc only depends gnthen if fragments form, one would expect them to form
at all radii since all radii have the same valugBofThis implies that the cooling timescale is not
the only parameter on which fragmentation depends.

In this chapter, | investigate the criteria for fragmerntatin greater detail. In Section 5.2 |
analytically investigate how fragmentation may be expegtbedepend on various disc parameters.
| test this analytical theory by carrying out global thramensional simulations, the numerical
setup of which | describe in Section 5.3. In Section 5.4 | maké&l comparisons between my
simulations and previous simulations by Rice et al. (20@5)all as discussing the implications
of the disc setup. In Section 5.5, | present my simulatiohs, results of which | describe in
Section 5.6. | finally discuss my results in Section 5.7.

110
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5.2 Analytical view

As discussed in Section 1.4.2, for a disc to fragment oneraiis that the Toomre stability pa-
rameterQ < 1. Making the approximation thag, ~ Q = GM,/R® and usingH = ¢s/Q, where
H is the isothermal scale height of the disc, the Toomre stalsiliterion becomes a condition on
the aspect ratidii/R:

nIR2
My

A

H
— . 51
= (5.2)
Approximating the surface mass density%ss Mgise/(7R?), equation 5.1 becomes (Gammie
2001)
E < I\/Idisc
R™ M,

The surface mass density of a disc can also be written in the dda power-lawX = £,(R,/R)®,

: (5.2)

whereX, is the surface mass density at radRgsandp is a constant for any one disc. Substituting
this into equation 5.1, the condition for fragmentationdrees:

H < ﬁ = @R(Z—p)' (5.3)

R M, GM,
Equations 5.2 and 5.3 show the following:

() Increasing the disc mass or decreasing the star maseig to promote fragmentation
since a greater portion of the disc is likely to fulfill the abcriteria.

(i) The surface mass density profile may play a part in thgrfrantation of a disc. Ip = 2,
the disc is scale-free and each radius is equivalent to duey cadius: the right hand side (RHS) of
equation 5.3 is constant with radius and the ratio of theiogdimescale to the orbital timescajz,
is also a constant. Therefore, if the disc settles into aiegiaady state where the internal heating
due to the gravitational instabilities balances the caplirexpectQ also to be constant with radius
(i.e. the left hand side, LHS, of equation 5B/R, is also a constant). Consequentlypit= 2,
either the entire disc should settle into a quasi-steadg stathe entire disc should fragment. |
note that in a fragmenting disc, because the heating, apalid fragmentation timescales are
all proportional to the dynamical timescale in the disc, fitsgmentation should occur first (in
absolute terms) at small radii.

For p < 2, the RHS of equation 5.3 increases with radius. Althoud[R is likely to
increase with radius as well, sinely R will typically increase more slowly than the RHS of equa-
tion 5.3, this condition is more likely to be satisfied in theer regions of a disc. Conversely, for
p > 2, the RHS of equation 5.3 decreases with radius and hena®tigtion is more likely to be
satisfied at small disc radii.

(i) For a p < 2 disc with a low enougls such that it can fragment, the exact valuggof
may determine how much of the disc satisfies condition 5.81dfcooling in a disc is fast such
thatg is small, the temperature and hence sound spgedill decrease more rapidly than in a
disc whereg is higher. Consequently, sin¢€ « c;, the aspect ratio will be lower at any particular
radius and hence the disc is more likely to satisfy condiidhfor smalleis. Since gravitational
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instability typically develops on a dynamical timescatg, « 1/Q o« R%¥2, the instability will
develop in the inner regions first and therefore fragmemtatvill first occur as close to the inner
regions as possible where the fragmentation criteria difisd. Since more of the disc satisfies
the above criteria for decreasiggthe radius at which the first fragment forms will also deseea

| therefore expect the fragmentation radius to move inwauitts more dficient cooling.

(iv) Crucially, equation 5.3 shows that the radius is impnttand that for a shallow surface
mass density profileg(< 2), there does not appear to be a limit for fragmentatiorh@fdisc cools
fast enough): provided the disc is large enough, conditi@nbll be satisfied (since typically, an
increase irH/R with radius will be much smaller than the increase in the RH&joiation 5.3).

5.3 Numerical setup

My simulations are carried out using am code originally developed by Benz (1990) and further
developed by Bate, Bonnell, & Price (1995) and Price & Ba@d{. It is a Lagrangian hydrody-
namics code, ideal for simulations that require a large easfgdensities to be followed, such as
fragmentation scenarios.

I include the heatingféects in the disc due to work done on the gas and artificial gigco
to capture shocks. The cooling in the disc is taken into attcaging the cooling parametes,
(equation 1.14), which cools the gas on a timescale givergbgteon 1.15.

In order to model shockspu requires artificial viscosity. | use a common form of artaici
viscosity by Monaghan & Gingold (1983), which uses the patmsaspy andBspy. A corol-
lary of including artificial viscosity is that it adds shedsaosity and causes dissipation. If this
viscosity is too large, the evolution of the disc may be driagtificially, while if it is too small,
it will lead to inaccurate modelling of shocks (Bate 1995% discussed in Section 2.1.5, various
values of thepu parameters have been tested and I find that a valaemgf~ 0.1 provides a good
compromise between these factors. Since typicBlipy ~ 2aspp, | chooseaspy andBspy to be
0.1 and 0.2, respectively, which are fixed throughout thaikitrons. Furthermore, my work will
begin with a comparison with Rice et al. (2005) and so | uses#tme values used by them. | use
an adiabatic equation of state with ratio of specific heats5/3.

5.3.1 Numerical dfects on fragmentation results

Rice et al. (2005) showed that for a disc with ratio of spetigats;y = 5/3, the critical value of
the cooling timescale in units of the orbital timescale rsgpifor fragmentation igcit ~ 6 — 7.
The spu code used for the simulations presented in this thesierdiin the way the smoothing
length of the particles is set from that of Rice et al. (2008kilst their code sets the smoothing
length by approximately fixing the number of neighbours #aath particle has te 50, the current
version uses a variable smoothing length which does not éxtimber of neighbours but allows
the smoothing length to be spatially adaptive whilst manitg energy and entropy conservation
(Springel & Hernquist 2002; Monaghan 2002), with my pafcumplementation described by
Price & Bate (2007).
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Simulation B P q Qnin  Initial Q profile  Fragments?
name

Benchmarkl 7 1 05 2 Decreasify n
Benchmark2 65 1 05 2 DecreasiQg n
Benchmark3 6 1 05 2 DecreasiQy n
Benchmark4 58 1 05 2 DecreasiQg n
Benchmark5 57 1 05 2 DecreasiQg n
Benchmark6 56 1 05 2 DecreasiQg n
Benchmark7 55 1 05 2 DecreasiQg vy
Benchmark8 5 1 05 2 Decreasiy vy
Benchmark9 5 1 -1 2 Flad y
Benchmark10 6 1 -1 2 Flap n
Benchmarkll 5 1 -1 1 Flap y

Table 5.1: Summary of the benchmarking simulations desdribh Section 5.4.p andq are the
initial surface mass density and temperature profiies,R"P andT « R™Y, respectively. Simula-
tions Benchmark1-8 have been set up in the same way as Ritg20@b) whereas simulations
Benchmark9-11 have been set up with a uniform Toomre dtabpiiofile over the entire disc.

All explicit hydrodynamical simulations must limit the testep based on the Courant con-
dition. My spu code also applies a force condition and a viscous timestegiitian (see Monaghan
1992 for a review). In the simulations presented here, dimgply an explicit cooling rate, it is
important to ensure that the following timestep criterials met (equation 2.48):

B
o’
whereCg is a constant less than unity. | investigate tifieets of varying the constalls on the
critical cooling timescalg@.i; by testing values o€z = 0.3, 0.03 and 0.003. | find that this does
not have a significantfiect on the fragmentation results and so | Gge= 0.3 for the simulations

At < Cﬁ (5.4)

presented here. However, the timestep criterion may begoore important for smajB or for
particles at small radii. Therefore, for those simulatioasried out with small values ¢ (< 3)

or where fragmentation occurs at small radii% AU), the simulations have been repeated with
Cs = 0.03 to confirm that this does not play a part in the results.

5.4 Benchmarking simulations

Table 5.1 summarises the parameters and fragmentatioltsrethe simulations presented here.
Each simulation was run either beyond the point at which the attained a steady state (fer6
outer rotation periods, ORPSs), or until it fragmented.

The simulations presented by Rice et al. (2005) also usadsacode. However, since the
way the smoothing length is set in my codéelis to the code used by Rice et al. (2005), and since
it is uncertain as to whether their timestepping considéhedcooling timescale, | simulate the
same disc that Rice et al. (2005) simulated in order to Ihjtind the critical cooling timescale
in units of the orbital timescalg.i;. This is done by setting up a 1dvstar with a 0.1 M disc
made of 250,00@pH particles, spanning.B5 < R < 25AU. The initial surface mass density
and temperature profiles of the disc &rec R and T « R‘%, respectively. The magnitudes of
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Figure 5.1: Azimuthally averaged values of the Toomre patamfor the initial discs with de-
creasing Toomre stability profile (simulations Benchma8jlset up in the same way as Rice
et al. (2005, solid line), and with a fl& profile with Q = 2 (simulations Benchmark9-11; dotted
line). The critical value of)qit = 1 is also marked.

these are set such that the Toomre stability parametertiegua?) at the outer edge of the disc,
Qmin = 2. This gives an aspect ratibl/R ~ 0.05. | model the 1 M star in the centre of the disc
using a sink particle (Bate et al. 1995). At the inner discrintauy, particles are accreted onto the
star if they move within a radius of 0.025 AU of the star or €ytmove into 0025 < R < 0.25AU
and are gravitationally bound to the star. At the outer etfgedisc is free to expand.

The simulation was run using a ratio of specific heats,5/3 and hence according to Rice
et al. (2005)8qit ~ 6 — 7. | find that the critical value is- 5.6 since this is the lowest value of
B that the discs can have without fragmenting (compare siiong Benchmark1-8). According
to equation 1.24, this is equivalent to a critical value af gravitational stressyg|max ~ 0.07
which is similar to the value of 0.06 obtained by Rice et al. (2005). Given théeliences be-
tween the codes, | consider this level of agreement acdeptiattnerefore compare my remaining
simulations to this value @i.

Figure 5.1 shows the initial Toomre stability profile of thec®et al. (2005) disc (solid
line) that is replicated here. As a simulation is started,disc heats up due to the heating from
gravitational instability, the resulting compression amstous heating, and cools on the cooling
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Figure 5.2: Surface mass density rendered image of therfagirfents forming in the simulations

using a decreasing Toomre stability profile (simulation &enark8, left image) and a disc set up
with a flat Q profile with Q = 2 (simulation Benchmark9, right image). The discs were rith w

B = 5. In both cases the discs first fragmenRats 20 AU confirming that the initial temperature

profile does not play a part in the evolution of the discs. Tolewr scale is a logarithmic scale
ranging from logt = -7 (dark) to—3 (light) My /AUZ.

timescale defined by the cooling parameger,Consequently, it is expected that the initial disc
temperature profile would not play a part in the resulting@ian of the disc. | therefore test this
by setting up a disc with the same surface mass density prbfieR™1, but with a temperature
profile, T o R, so that its initial Toomre stability profile #at (i.e. constant over the entire disc)
with Q = 2 (Figure 5.1; dotted line). These discs were rundot 5 and 6. Figure 5.2 shows
the images of the evolved disc with decreasing Toomre #abpitofile and the flalQ disc, run
with a cooling time,8 = 5 (simulations Benchmark8 and Benchmark9, respectivelyie first
fragments form at 20 AU in both discs irrespective of the initial temperaturefite. Figure 5.3
shows the final Toomre stability profiles of both discs runwdt= 6 (simulations Benchmark3
and Benchmark10). Neither of these discs fragment and bstls dvolve into a steady-state with
very similar Toomre stability profiles. It can be seen that ¢hange in initial temperature profile
does not make a fierence to the final results since wggh= 5 both discs fragment at the same
radius and in the non-fragmenting cases, the final Toomb&igggprofiles are very similar. Since
the temperature in a disc evolves, it is reassuring thatrthialitemperature profile of the disc
does not play a part in the outcome.

As mentioned in Section 1.4.2, current wisdom is that adogrtb fragmentation theory, if
the Toomre stability parameter is below unity and the timson which the disc cools is faster
than a critical value, then the disc should fragment. Theeefif a disc was set up so that its
initial Toomre stability profile was flat witlQ = 1, it would be expected that fragments would
form everywhere in the disc soon after the simulation iststarFigure 5.4 shows the results of
this simulation (Benchmark11). It can be seen that destatéirgy the simulation in a marginally
stable state where any part of the disc may fragment soonthéesimulation is started, the disc
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Figure 5.3: Azimuthally averaged values of the Toomre patamfor the discs with initially

decreasing (solid line) and flat (dotted line) Toomre sigbprofiles (simulations Benchmark3
and 10, respectively). The discs were run wite 6. Despite having dlierent initial temperature
profiles, both discs reach a steady-state with very simitamire stability profiles, confirming
that the initial temperature does not play a part in the digiwf the discs. The critical value of
Quit = 1 is also marked.
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Figure 5.4: Surface density rendered image of the fragmgrtisc in simulation Benchmark11
with an initial flat Q profile with Q = 1. The simulation was run with = 5. Despite the initial
disc being in a state of marginal stability such that, in tigeany part of the disc may fragment,
the disc only fragments in the outer regions. The colouresisah logarithmic scale ranging from
log = = -8 (dark) to—3 (light) My /AUZ.

only fragments in the outer regions. This illustrates thatdisc fragmenting in the outer regions
cannot be related to the initial value of the Toomre stabilitofile, Q, and more importantly,
fragmentation cannot be a functiongélone.

5.5 Main simulations

In this section, | describe the initial conditions for aletidividual numerical simulations | have
performed to test my analytical predictions from Sectiol STable 5.2 provides a summary of
the initial conditions as well as the radius at which the firagment forms in the discs that do
fragment.

| set up a series dReferencaliscs withMgisc = 0.1Mg, consisting of 250,008pH particles,
spanning @5 < R < 25AU, surrounding a 1M star, modelled using a sink particle. The inner
and outer radial disc boundaries have been set up in the sapnasthe benchmarking discs in
Section 5.4. All the discs in this section have been set up avilatQ profile. Therefore, as the
surface mass density profile is varied, the initial tempeeaprofile,q, is also varied accordingly,
whereT « R 9. The Reference discs have been set up sodhatR ! andT « R, normalised
so thatQ = 2. | highlight where | have dliered from these initial conditions in the remaining
simulations.

The analytical work presented in Section 5.2 suggests thatfallow surface mass den-
sity profiles,p < 2, fragments would form in the outer regions of the discs,levfur discs with
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Simulation B p 2o Mdisc My Mgisc Q  Disc Ry %
name [Mo/(AU)?]  [Mo] Mgl /My radius  [AU]

[AU]
Reference-beta6 6 1 &x10° 0.1 1 0.1 2 25 - -
Reference-betas.5 55 1 4610 0.1 1 0.1 2 25 22 H#x107?
Reference-beta5 5 1 .Bx10* 0.1 1 0.1 2 25 20 Bx 1072
Reference-betas 4 1 &x10* 0.1 1 0.1 2 25 20 Bx 1072
Reference-beta3 3 1 &x10* 0.1 1 0.1 2 25 8 5 x10°3
Reference-beta2 2 1 &x10* 0.1 1 0.1 2 25 3 Px 102
Reference-betal 1 1 .Bx10* 0.1 1 0.1 2 25 25 Bx 108
pl.5-betad 4 15 .8x10° 0.1 1 0.1 2 25 - -
pl.5-beta3.5 35 15 .ax103 0.1 1 0.1 2 25 18 Bx103
pl.5-beta3 3 1.5 .8x10°3 0.1 1 0.1 2 25 1.7 3x10°°
p2-beta3.5 35 2 8x103 0.1 1 0.1 2 25 - -
p2-beta3 3 2 Fx103 0.1 1 0.1 2 25 045 38x10°3
p2-beta2 2 2 Bx 103 0.1 1 0.1 2 25 0.3 3x10°3
p2.5-betad 4 25 4x1073 0.1 1 0.1 2 25 - -
p2.5-beta3.5 35 25 .4x103 0.1 1 0.1 2 25 04 Dx103
p2.5-beta3.5-Q5 35 25 .4x10°3 0.1 1 0.1 5 25 0.3 8x10°8
p2.5-beta3 3 25 4x10°38 0.1 1 0.1 2 25 0.3 ax10°
p2.5-beta2 2 25 4x10°3 0.1 1 0.1 2 25 035 Bx103
pl-Mstar2 5 1 6 x 1074 0.1 2 005 2 25 - -
pl-Mstar0.5 5 1 Blx 10 0.1 0.5 0.2 2 25 13 JIx107?
p1-Mdisc0.2 5 1 Bx10° 0.2 1 0.2 2 25 14 Bx107?
p1-Mdisc0.05 5 1 2x10* 0.05 1 005 2 25 - -
pl-betal-Mdisc0.01 1 1 6x10° 001 1 001 2 25 6.5 .2ax10*
pl-beta2-Mdisc0.01 2 1 4x10° 001 1 001 2 25 15 B8x10*
pl-beta2.5-Mdisc0.01 25 1 .&x10° 001 1 001 2 25 17 1x10°3
pl-beta3-Mdisc0.01 3 1 6x10° 001 1 001 2 25 - -
pl-betas8-Mdisc0.3 8 1 .ax103 0.3 1 0.3 2 25 - -
pl-betal0-Mdisc0.5 10 1 .Bx10°3 0.5 1 0.5 2 25 - -
pl-beta5-Mdiscl 5 1 8x10°3 1 1 1 2 25 55 Fx107?
pl-beta7-Mdiscl 7 1 8x103 1 1 1 2 25 - -
pl-betal0-Mdiscl 10 1 .6x10° 1 1 1 2 25 - -
pl-betal5-Mdiscl 15 1  .6x10°8 1 1 1 2 25 - -
pl-beta6-extended 6 1 sx107 0.2 1 0.2 2 50 245 6x1072
pl-beta7-extended 7 1 bx10* 0.2 1 0.2 2 50 29 Dx 102
pl-betas-extended 8 1 sx10* 0.2 1 0.2 2 50 30 Dx 102
pl.5-betad-extended 4 1.5 8k 103 015 1 015 2 50 33 0x 102
pl-beta6-Mdisc0.1-extended 6 1 2%10* 0.1 1 0.1 2 50 40 Bx1072
pl-beta6-Mdisc0.2-Mstar2-extended 6 1 4810° 0.2 2 0.1 2 50 34 1x102

Table 5.2: Summary of the main simulationsdescribes the initial surface mass density profile,
¥ o« RP, andX, is the normalisation constant required to produce a diskh miassMgisc. The
final column represents the RHS of equation 5.3 for the lonait which the first fragment forms,
R:. The simulations were run with an initial flat Toomre stdifprofile, Q.
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Figure 5.5: Initial surface mass density profiles of the glissed in simulations pl-beta6 (dashed
line) and pl-beta6-extended (dotted line). The extendsd lths the same surface mass density
profile as the smaller disc.

steeper surface mass density profilpsz 2, the disc would fragment in the inner regions. |
therefore test dierent values of the slope of the surface mass density prosiegp = 1 (sim-
ulations Reference-beta5.5 and Reference-beta6), ibilgtions pl.5-beta3.5 and pl.5-betad),
2.0 (simulations p2-beta2, p2-beta3 and p2-beta3.5) d&nsitnulations p2.5-beta2, p2.5-beta3.5
and p2.5-betad). In addition, | also carry out a further $ation which is the same as simulation
p2.5-beta3.5 but with an initial flad profile, Q = 5 (i.e. so that the initial temperature is/25
times hotter than the disc in simulation p2.5-beta3.5)esb the &ects of an initially hotter disc
on the location of fragmentation (simulation p2.5-betaQ5.

The analysis also suggests that for a disc with a fast enoagling timescale such that
it would fragment, the location at which the first fragmentulebform would move inwards
to smaller radii as the cooling timescale is decreased. retbee test the ffect of decreasing
B on the fragment location by simulating the Reference digc (with a surface mass density
profile, p = 1) with different values of the cooling timescalg= 5.5, 5, 4, 3, 2 and 1 (simu-
lations Reference-beta5.5, Reference-beta5, Refelwmted; Reference-beta3, Reference-beta2
and Reference-betal, respectively).

| also argued that varying the disc or star mass wotildcafragmentation. | test the ef-
fects of doubling and halving the star mass in simulationdvisiar2 and pl-Mstar0.5, respec-
tively, and compare these to the Reference-beta5 simaolati@lso carry out extensive tests of
the dfects of varying the disc mass firstly by doubling and halving tlisc mass (simulations
p1l-Mdisc0.2 and p1-Mdisc0.05, respectively) and secomgiyconsidering more extreme disc
masses of @1M, (simulations pl-beta0.3-Mdisc0.01, pl-betal-MdiscQgltbeta2-Mdisc0.01,
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pl-beta2.5-Mdisc0.01 and p1-beta3-Mdisc0.013M), (simulation p1-beta8-Mdisc0.3),.5M
(simulation pl-betal0-Mdisc0.5) and Nsimulations pl-beta5-Mdiscl, pl-betalO-Mdiscl and
pl-betal5-Mdiscl) whilst maintaining a central star mds\vb,.

The analytical work presented in Section 5.2 also showetdféiha shallow surface mass
density profile p < 2), the radius of the disc may be the limiting aspect that esuasdisc not
to fragment. | therefore test a serieseftended discgvhich have outer radiiR,,; = 50AU.
Simulations pl-beta6-extended, pl-beta7-extended asmbiaB-extended are set up so that
andp are the same as in the Reference discs (Figure 5.5). Howewextend the disc &y =
50AU, the disc masses are increasetip,. = 0.2M,,. | run this simulation fog = 6, 7 and 8 (i.e.
values that are larger than the critical values identifie8ation 5.4). (Note that in order to keep
the mass of the individualu particles the same as in the Reference simulations, | us®@@00
particles to make up this disc). In addition | also set up aer@ed disc with a surface mass
density profile,p = 1.5, which has a disc mass of5M, (so thatX, is the same as in simulation
pl.5-betad). I run this simulation usipg= 4 (simulation pl.5-beta4-extended). (As before, since
| wish to keep the mass of then particles the same as in simulation pl.5-beta4, | use 3@5,00
particles in this disc.)

Furthermore, | progress the analysis of extended discsnylating two further discs (us-
ing 500,000 particles): the first is the same as that in paéektended but using a total disc
mass 0fMgyisc = 0.1M, (simulation pl-beta6-Mdisc0.1-extended) so that thd thég mass is the
same as in pl-beta6 bbg is smaller. The second is also the same as in pl-beta6-exdnd the
central star mass is al9d, = 2M,, so that the disc to star mass ratio is kept constant (sinoulati
pl-beta6-Mdisc0.2-Mstar2-extended). Both of these disesun withs = 6.

5.6 Results

For the analysis that follows, the key aspect about the feagsnthat will be considered will be
the first fragment that forms. This is because subsequehitenoof the disc following an initial
fragmentation stage may involve additional complexittest fire beyond the scope of this chapter.
Table 5.2 summarises the key fragmenting results. The sadiwhich the first fragments form,
Rr, has been determined by eye from the disc images. It is impbtd note that as seen in past
simulations (e.g. Lodato & Rice 2004, Chapter 3), the s@rfaass density profile does not change
significantly during the simulations, particularly for lawass discsNlgisc < 0.2Mg). | highlight
where the surface mass density profiles do change significamd discuss thefiects of this.

5.6.1 Fragmentation dependency on the surface mass densgixofile

Figures 5.6-5.9 show that as the surface mass density pstéiépens, the location at which the
first fragment forms moves to smaller radii in the disc. Thalgical theory presented in Sec-
tion 5.2 shows that for a shallow surface mass density falberep < 2, the fragments form

in the outer regions of the disc (provided the cooling cidgteris also satisfied). This is indeed
the case for simulations with = 1 andp = 1.5 (simulations Reference-beta5.5 and pl1.5-beta3.5,
respectively) as Figures 5.6 and 5.7 show that the fragnientsat Ry ~ 20 AU and~ 19 AU,
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Figure 5.6: Surface mass density rendered image of the &ating disc with initial surface mass
density profilez o« R™1. The simulation (Reference-beta5.5) uges 5.5. The fragment forms in
the outer regions of the disc, confirming the analytical tézhs in Section 5.2. The colour scale
is a logarithmic scale ranging from Iag= —6 (dark) to—3 (light) My /AU2.
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Figure 5.7: Surface mass density rendered image of the &ating disc with initial surface mass
density profilez o« R"3/2, The simulation (p1.5-beta3.5) usgs- 3.5. The fragment forms in the

outer regions of the disc, confirming the analytical praditd in Section 5.2. The colour scale is
a logarithmic scale ranging from ldg= —7 (dark) to—2 (light) My /AU?.
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Figure 5.8: Surface mass density rendered image of the &agng disc with initial surface mass
density profileZ o« R2 (simulation p2-beta3). The simulation usge: 3. The fragment forms in
the inner regions of the disc as shown by the zoomed in imatieafisc, confirming the analytical
predictions in Section 5.2. The colour scale is a logarithscale ranging from log = —11 (dark)
to 2 (light) My/AU? in the zoomed out image and from I&g= —3.5 (dark) to 1 (light) M,/AU?

in the zoomed in image.
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Figure 5.9: Surface mass density rendered image of the &agng disc with initial surface mass
density profileZ o« R™5/2 (simulation p2.5-beta3.5). The simulation ugeé 3.5. The fragment
forms in the inner regions of the disc, confirming the anabitpredictions in Section 5.2. The
colour scale is a logarithmic scale ranging from g —12 (dark) to 3 (light) M,/AU? in the
zoomed out image and from la&g= —4 (dark) to 04 (light) My/AU? in the zoomed in image.



5.6. RESULTS 123

006 T T T T T T T T T T T T T T T T T T T T

0.04 -~

0.02 —

O 1 1 1 1 ‘ 1 1 1 1 ‘ 1 1 1 1 ‘ 1 1 1 1 ‘ 1 1 1 1
0 5 10 15 20 25

Radius [AU]

Figure 5.10: Plot of disc aspect ratid/R (solid line), against the RHS of equation 5.3 (dotted
line) for simulation Reference-beta5.5. Condition 5.3a8sdied at~ 20AU where the disc first
fragments, confirming the analytical predictions in Setta.

respectively. Figures 5.10 and 5.11 show the radial profith@aspect ratios (calculated by az-
imuthally averaging the sound speed at each radii and dyity QR at that radii) in the discs
compared to the RHS of equation 5.3 at a time shortly befaalibcs fragment. It can be seen
that condition 5.3 is satisfied at the region in which the firagment forms shortly after. The
oscillations inH/R are due to temperature fluctuations since although thergpaddite in the disc
changes smoothly with radius, the heating of the disc ogounsarily in the spiral shocks. This
therefore confirms the analytical predictions for shallawface mass density profilep (< 2)
presented in Section 5.2. It is important to note that forteQlarofile, the temperature profiles in
the discs are an increasing function of raditisR) for p = 1 and a constant temperature profile
for p = 1.5, yet the discs still fragment in the outer regions (agaremphasising that the initial
temperature profile does not play a part in the disc evolution

The analytical theory fop > 2 suggested that if the disc was to fragment, it would do so
in the inner regions of the disc. Figures 5.8 and 5.9 showtthsiis indeed the case. Figure 5.12
shows that the analytical condition is just satisfied forudation p2-beta3 at the location at which
the fragment forms. Figure 5.13 shows that for simulatiorbifeta3.5, the analytical condition
is also satisfied at the location at which fragmentation mxsaon after.

| therefore show that as the surface mass density profileepehed so that more of the
mass is concentrated in the inner regions of the disc, fragatien moves towards smaller radii.
It is important to note that the trend that fragmentation esoto smaller radii for steeper surface
mass density profiles is valid even when considering a umifeailue ofg (compare simulations
Reference-beta3, pl.5-beta3, p2-beta3 and p2.5-betad are run using = 3 and fragment at
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Figure 5.11: Plot of disc aspect ratld/R (solid line), against the RHS of equation 5.3 (dotted line)
for simulation p1.5-beta3.5. Condition 5.3 is satisfied-d@9AU where the disc first fragments,
confirming the analytical predictions in Section 5.2.

~ 8, 1.7, 0.45 and 0.3 AU, respectively).

In addition, the results summarised in Table 5.2 show thahgles value ofB;i; is not
applicable over all surface mass density profiles since themam value ofg that a disc can have
without fragmenting varies with the surface mass densi¥jilpr

Simulation p2.5-beta3.5-Q5 was the same as simulationlp2a3.5 but had an initial disc
that was hotter by a factor of 26 The results of this simulation show that the disc stiljfreented
in the inner regions.

5.6.2 Hfect of the cooling timescaleg, on the fragment location

In Section 5.2 the analytical work presented suggesteddhat fragmenting disc with a shallow
surface mass density profilp & 2), a decrease in the value@®tvould cause the location at which
the first fragment forms to move inwards to smaller radii.

Figure 5.14 shows the radius at which the first fragment folonslifferent values of
(simulations Reference-betab.5, Reference-betab, &eferbetad, Reference-beta3, Reference-
beta2 and Reference-betal). This shows a clear trend thatathius of fragmentation moves
inwards for more fficient cooling.

5.6.3 The influence of star mass on fragmentation

In Section 5.2, | showed that decreasing the star mass islikeleto cause conditions 5.2 and 5.3
to be satisfied over a larger part of the disc and hence thesthsare likely to fragment. | test three
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Figure 5.12: Plot of disc aspect ratid/R (solid line), against the RHS of equation 5.3 (dotted
line) for simulation p2-beta3 for the radial range of tharerdisc (upper panel) as well as zoomed
into the inner regions (lower panel). Condition 5.3 is maady satisfied atx 0.4AU where the
disc first fragments, confirming the analytical predictiomSection 5.2.
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Figure 5.13: Plot of disc aspect ratid/R (solid line), against the RHS of equation 5.3 (dotted
line) for simulation p2.5-beta3.5 for the radial range & tntire disc (upper panel) as well as
zoomed into the inner regions (lower panel). Condition 5.8atisfied at- 0.4AU where the disc
first fragments, confirming the analytical predictions irci&m 5.2.
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Figure 5.14: The radius at which the first fragment forms enReference simulations. The discs
in these simulations are identical with a surface mass tepsifile, p = 1, but were run with
different values of the cooling timescale in units of the orliitakscale8. The radius at which
the first fragment forms moves inwards with mof&agent cooling.

identical discs with star masses of 0.5, 1 and2(®Imulations p1-Mstar0.5, Reference-beta5 and
pl-Mstar2, respectively) which are run with the same cagptimescale = 5. It can be seen
from Table 5.2 that the Reference-beta5 disc first fragmati® ~ 20 AU. However, when the
star mass is halved, the first fragment forms®Rat~ 13 AU. Since the RHS of condition 5.3
o« R2/M,, if the star mass is halved for the same valug ¢dind hence the same value of the LHS
of condition 5.3), the radius at which the first fragment ferf, decreases by a factor of2.
Conversely, doubling the star mass makes it harder for thditton to be satisfied and indeed the
disc in simulation p1-Mstar2 does not fragment. Insteadtitess into a state of marginal stability
with Q ~ 1.

5.6.4 The influence of disc mass on fragmentation

The analytics presented in Section 5.2 showed that incrgdbke disc mass (and hence increas-
ing X,) allows conditions 5.2 and 5.3 to be satisfied over a larger glathe disc and hence
the disc is more likely to fragment. | initially test this bproparing the results of simulations
p1-Mdisc0.05, Reference-beta5 and pl-Mdisc0.2 which @eatical discs except that the disc
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Figure 5.15: Surface mass density profiles for simulatiof@th7-Mdiscl at the start (solid line)

and at a time more than 4 ORPs later (dotted line). Unlikedhenhass simulations whose surface
mass density profiles do not change throughout the simuokgtithe profile for this disc steepens
causing a change in théective values ok, andp.

masses are.05M,,, 0.1Mg and 02M,,, respectively. Table 5.2 shows that doubling the disc mass
from 0.1M,, to 0.2Mg, does indeed cause the fragmentation conditions derive@dtidh 5.2 to

be satisfied over a larger portion of the disc since the fiejrfrents form aR ~ 20 AU and

~ 14 AU, respectively. Since the RHS of condition 5ZR?, if the disc mass (and hena is
doubled for the same value gfand hence the same value of the LHS of condition 5.3), thesad

at which the first fragment form&;, decreases by a factor of2. However, halving the disc mass
makes it harder for the conditions to be satisfied and comrsglythe disc does not fragment.

In addition, | also simulate a very low mass didé4s. = 0.01M,) and found that it frag-
ments if3 = 1, 2 and 2.5 but not fg8 = 3 (simulations pl-betal-Mdisc0.01, pl-beta2-Mdisc0.01,
pl-beta2.5-Mdisc0.01 and p1-beta3-Mdisc0.01, resplglivAsg increases, the fragment loca-
tion moves out in the disc, as found in Section 5.6.2. It iaicthat, as with varying the star mass,
the disc mass plays a crucial role in the fragmentation aaadmdition for fragmentation cannot
simply be described using a single critical value of the icmptimescale.

In addition, | simulate higher mass dis¢dgisc = 0.3 and 05M, which are run using = 8
and 10 respectively (simulations pl-beta8-Mdisc0.3 andbgia10-Mdisc0.5) as well as discs
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Figure 5.16: Plot of disc aspect ratid/R (solid line), for simulation pl-beta7-Mdiscl, against
the RHS of equation 5.3 using the initial valuesgfand p (dashed line) and the new valuesxyf
and p (dotted line) determined after the disc has evolved>fafORPs by which time its surface
mass density profile has changed. The condition is satis§ied the initial values of, and p but
not using the new values and hence the disc does not fragment.

with Mgisc = 1Mg which | simulate usingg = 5, 10 and 15 (simulations pl-beta5-Mdiscl, p1-
betal0-Mdiscl and pl-betal5-Mdiscl, respectively). | fivad with the exception of simulation
pl-beta5-Mdiscl, the discs do not fragment. Figure 5.1%vsttbe surface mass density profile
of simulation pl-beta7-Mdiscl at the start and more than #©é&ter the start of the simulation.
It can be seen that unlike the lower mass discs, the profisgstes and the value &f increases.
This is the case for all the non-fragmenting high mass diswikitions. Figure 5.16 shows the
plot of the aspect ratio profile of this simulation againsgt RHS of condition 5.3 and shows
that condition 5.3 is just satisfied in the inner regions. ldear, since during the simulation the
disc mass redistributes itself, the surface mass densifiigochanges and consequently, using the
newly obtained values &, and p, condition 5.3 is not satisfied. The only high mass disc that
does fragment (simulation pl-beta5-Mdiscl), does so lsecthe cooling time is so rapid that
fragmentation occurs before the disc has had the chancsttacture itself.
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Figure 5.17: Surface mass density rendered image of thenating disc in simulation p1-beta8-
extended with initial surface mass density profilec R, but extending to 50 AU rather than
25 AU. This simulation was run witf = 8. According to Rice et al. (2005), this disc should not
fragment since the cooling timescal,is larger than the critical value previously obtained with
a radius of 25 AU. This simulation shows that the fragmeatatriterion is more complex than a
single critical cooling parameter. The colour scale is afdgmic scale ranging from log = -8
(dark) to—2 (light) My /AUZ.

5.6.5 The role of the disc radius on fragmentation

In Section 5.2, | showed that for shallow surface mass dempsifiles (p < 2), fragmentation
might occur foranyvalue of the cooling timescale, if the disc is large enough.

Simulation Reference-beta6 (a disc wihy; = 25 AU) did not fragment and though |
did not run the same simulation wigh= 7 or 8, | would expect that they would also not frag-
ment. However, extended discs with the same valués, @nd p as Reference-beta6 do indeed
fragment forg = 6 (simulation pl-beta6-extended,= 7 (pl-beta7-extended) amd= 8 (p1-
beta8-extended; Figure 5.17) with the first fragments fogratR; ~ 25, 29 and 30 AU, respec-
tively. Similarly, 1 also simulate an extended disc wjil= 1.5 andB = 4 (simulation p1.5-beta4-
extended) and show that while the same disc truncatétat= 25AU does not fragment, the
extended disc does indeed fragmentRat 33AU).

In addition, given that in Section 5.6.4 | showed that the disss plays a part in whether
fragmentation occurs or not, | simulate 48l disc which extends t&,,; = 50AU (simulation
pl-beta6-Mdisc0.1-extended). The surface mass dengifilepis the same as in simulation p1-
beta6-extendedd(= 1) butX, is decreased. The results show that the disc fragmeRs-at0AU
(c.f. ~ 25 AU for simulation pl-beta6-extended). Therefore, whike disc massféects where in
the disc the first fragment forms, the conclusion that a sdiatl which does not fragment for a
particular value o may fragment at larger radii for the same valug & still valid. Furthermore,
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| can see that if the disc to star mass ratio is kept constavitjat/ M, = 0.1 for an extended disc,
the disc fragments (d& ~ 34 AU; simulation pl-beta6-Mdisc0.2-Mstar2-extended)ilevkhe
small disc with the same disc to star mass ratio does not fagnfurther corroborates the fact
that the radius of the disc is important.

5.7 Discussion

It has previously been accepted that for a self-gravitadiisg whose only source of heating is in-
ternally generated from the gravitational instabilitye dtisc will fragment if the cooling timescale
is short enough (Gammie 2001). However, | find that fragntemiaat a given radius is not only
dependent on the cooling timescale,but also on the disc surface density (i.e. disc mass and
profile) and the star mass.

This is in contrast to Rice et al. (2005) who suggested thaffridlgmentation criterion is
independent of the disc mass though in agreement with Riae €003a) who found that for a
higher disc mass, fragmentation was easier: ysiag, they found that a.25M,, disc fragmented
while a Q1M, disc did not, but instead required a lower valugoln particular, | highlight that in
the past, it has been thought that a massive disc is requrdthfjmentation to occur. However, |
show that it is indeed possible for low mass disEk;ic ~ O(0.01)M,) to fragment if the cooling
in the discs is rapid enough. On the other hand, for high mass @gisc > 0.3Mg within
Rout = 25 AU), the discs do not fragment, unless the cooling timass fdue to a steepening of the
surface mass density profile and an increasg,imaking condition 5.3 harder to satisfy. Lodato
& Rice (2005) also find that with larger disc masses, matteedsstributed causing the surface
mass density profile to steepen.

In addition, | find that the critical value ¢f found for one particular surface mass density
profile is not applicable to another disc mass distributigly. simulations show that for a steeper
surface mass density profile, the cooling timescale reduioe a disc to fragment is smaller.
Cossins et al. (2010) found that for a disc Witk R-3/2, B¢t ~ 4— 4.5 whereas Rice et al. (2005)
found thatB.i; ~ 6 — 7 for a disc with o« R, In addition, Rice et al. (2003a) found that for a
surface mass density profile Bfee R-7/4, the fragmentation boundary for al®l, disc around a
1M, star is betweep = 3 and 5 which Rice et al. (2005) note is inconsistent withrthesults.
However, my results explain these previous inconsisternmiesent in the literature.

| also find that forp < 2, if a disc does not fragment for a particular cooling tinasadn
units of the orbital timescalg, a larger disc with the same surface mass density profile nedly w
fragment (compare simulations Reference-beta6 and @Ebimttended or pl.5-beta4 and pl.5-
betad-extended, and also pl-beta7-extended or pl-bet@@ded). Therefore, a critical cooling
timescale can only be specified for a particular surface rdassity at a particular disc radius
and can therefore not be a general rule. The previous fraigtiem criterion found by Rice et al.
(2005) was for a disc to star mass ratio of 0.1 wi = 1M, a surface mass density profile of
T o« R andRyyt = 25 AU.

Finally, | also show that the mass of the star plays a part ietihvdr a disc fragments or not.
Therefore, as shown by the RHS of condition 5.3, whether@fdigments or not is essentially a
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Figure 5.18: Logarithmic graph showing the trend betw,éeadesz/M* determined by con-
sidering the location at which the first fragment forms in digcs,R;. The results include those
simulations with a surface mass density profes 1 (filled triangles),p = 1.5 (open triangles),

p = 2 (open squares) arl= 2.5 (crosses). Itis clear that a single critical valug @ not the case
for all discs and that there is a relation betw@eMgisc, M, and the surface mass density profile,
p, that determines whether fragmentation occurs or not. Téraline has been determined by
considering discs with shallow surface mass density psfile: 2 only as those discs with > 2
will always fragment in the innermost regions first. The gstyaded region is where | expect
subsequent fragmentation may take place in discs pith2.

“trade-df” between the local surface mass density and the star mass.

5.7.1 The link betweens, Mgisc, My, the surface mass density profilep, and frag-
mentation

Section 5.6 shows that the fragmentation criterion is gfearcomplex problem which cannot
simply depend on a single critical cooling timescale as hegipusly been thought to be the case.
Equation 5.3 and the results presented here clearly shavitiz is a link between the cooling
timescale (in terms g8), the disc mass (or more accurately, the local surface masstyl) and
the star mass.

Such a link can be explained physically. As a disc cools, itrgonal instability devel-
ops resulting in density fluctuations above and below theettinpbed density§p/p. The spiral
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Simulation B p o Mgisc My Mgisc/Mx«  Qmin  Disc R¢ %

name [My/(AU)2] Mol [Mo] radius [AU]  [AU]

2m-beta5.5 55 1 .8x107° 0.1 1 0.1 2 25 13 &x10°73
2m-beta6 6 1 ex10* 0.1 1 0.1 2 25 15 Bx10°3
2m-beta5.5-Mdisc0.2 55 1 .3x10°3 0.2 1 0.2 2 25 7 Dx103
2m-beta6-Mdisc0.2 6 1 .3x103 0.2 1 0.2 2 25 7 9x10°3
2m-beta6-Mstar2 6 1 6x10* 0.1 2 0.05 2 25 - -

Table 5.3: Summary of the higher resolution simulation$\&i 10° SPH particles.p describes
the initial surface mass density profile,«c R™P, andX, is the normalisation constant required
to produce a disc with maddlgisc. The final column represents the RHS of equation 5.3 for
the location at which the first fragment formig;. The simulations were run with an initially
decreasing Toomre stability profil€, with Q « R™3/4 and minimum value at the outer edge,

Qmin-

Simulation B P X Mgisc My Mgise/Mx  Q  Disc R¢ %

name [My/(AU)3]  [Mo]  [Mo] radius [AU]  [AU]

F-beta8 8 1 @&x10° 0.1 1 0.1 2 25 -

F-beta5 5 1 @&x10* 0.1 1 0.1 2 25 - -
F-beta5-Mdisc0.2 5 1 .3x103 0.2 1 0.2 2 25 9.7 P2x102
F-betad 4 1 @x10* 0.1 1 0.1 2 25 17 1x102
F-beta4-Mdisc0.05 4 1 .3x10* 005 1 0.05 2 25 - -
F-beta4-Mdisc0.2 4 1 .3x10°3 0.2 1 0.2 2 25 7.2 9x103

Table 5.4: Summary of the preliminary simulations carriatiusing the 2-dimensional grid-based
polar hydrodynamics code FARG@ .describes the initial surface mass density protile; RP,
andx, is the normalisation constant required to produce a didt massVgisc. The final column
represents the RHS of equation 5.3 for the location at whiehfitst fragment formsi. (Note
that since the outputs for these particular runs were vérgqaent, the values @& are indicative
and may not be accurate.) The simulations were run with @ialigiflat Toomre stability profile,

Q.

structures involve shocks which produce heat that may baléime disc’s cooling, thus reaching
an equilibrium state. If the disc mass was irrelevant, for@erticular star mass, agl one would
expect the fluctuationsip/p, to be the same in all discs with the same surface densitylgrofi
However, comparing a low mass disc with a high mass disc Wwétsame relative density fluctua-
tions @p/p), the density enhancemenp, in the higher-mass disc will clearly be greater. At some
disc mass, this enhancement will be self-gravitating (tevill become a fragment), while in a
lower-mass disc the density fluctuation will not form a fragrn(unless the value gfis lowered).
Similarly, if the disc is kept the same and the star's masadeeased, a given density enhance-
ment may be sheared apart by thfetiential rotation so that a low value gfwill be required for
fragmentation.

Figure 5.18 shows a graph ﬁfagainstZRfZ/M*, whereR is the radius at which the first
fragment forms, and includes all the fragmenting simufetipresented in this chapter (including
the Benchmarking simulations). When interpreting theseilte, one should also note that an
increase irtR?/M, does not necessarily imply an increased disc to star mass itéis possible
to have a low disc to star mass ratio but using a steeper suriass density profile. | can see that
there is a clear trend that as the RHS of equation 5.3 incseasé¢oo does the value gtthat will
allow a fragment to form. The trendline presents the ratatio
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s
ﬂ=n(2|\f), 5.5)
wheres ~ 1/2 and the constant of proportionality, ~ 47, which | find using a least squares
fit. 1 have also performed a few calculations with higher hesion (2 x 10° SPH particles).
Table 5.3 shows a summary of these simulations. | find thah@glisc mass is increased, the
radius at which the first fragment forms moves to smalleri f@dimpare simulations 2m-beta5.5
and 2m-beta5.5-Mdisc0.2 or 2m-beta6 and 2m-beta6-Md¥abhile increasing the star mass
causes fragmentation to be suppressed (compare simgl&iorbeta6 and 2m-beta6-Mstar2).
Note that in the high star mass case, the simulation is rus ®©ORPs longer than the equivalent
low star mass case and yet no fragmentation occurs. In additihave performed preliminary
calculations using the two-dimensional hydrodynamicse¢d@RGO. This is a polar grid-based
code and | use a fixed grid of 512 and 1536 cells in the radiabaimduthal directions, respectively.
Table 5.4 shows a summary of the simulations carried outdldisimilar trend in that increasing
the disc mass promotes fragmentation at smaller radii (emengimulations F-betad and F-beta4-
Mdisc0.2) or even causes a non-fragmenting disc to fragfeentpare simulations F-beta5 and F-
beta5-Mdisc0.2) while decreasing it causes fragmentatidoe suppressed (compare simulations
F-beta4 and F-beta4-Mdisc0.05). | find that this treng@ imfcreasing witiER?/M, is maintained,
although the exact values gindé may change slightly if | was able to perform all the calculas
with high resolution using SPH or with FARGO.

It is also important to note that the trendline in Figure B8 only been produced using
the results of simulations with < 2. This is because fgo > 2, the disc will always fragment in
the innermost regions first. Consequently, if the resultpfa 2 were included, this would cause
the trendline to be somewhat skewed.

The trendline can give some very useful information for éhesnulations withp < 2. The
grey region is where | predict subsequent fragmentatiosasible. Traversing the plotin a vertical
direction downwards from the trendline into the grey regianhany particular value dctR%/M,
the disc will fragment at all values @ less than the limit given by the trendline (though the
radius being considered will not necessarily be the firsation at which fragmentation occurs).
Similarly, traversing the plot in a horizontal directiomin the trendline to the right side of the plot
into the grey region, for a particular value @ffragmentation is possible at a particular radius if
the disc mass is increased or star mass is decreased. 8inidaga particular value of3 and any
one combination of the disc to star mass rafimgmentation is also possible at larger radii than
the location specified by the trendline i.e. to the right haiud of the trendline. Therefore, the
trendline predicts the minimum possible radius at whiclgrinants could in theory form in discs
with shallow surface mass density profil@ss 2.

For discs withp > 2 which fragment in the inner regions, | expect that subsefuegmen-
tation may take place further out in the disc as far out asnginethe trendline in Figure 5.18. In
other words, for these discs, | expect there to be a maximdimgautside of which fragmentation
will not occur (since the surface mass density fdflis steep, the outer regions of these discs may
struggle to have enough mass for gravitational instaliiditpe significant). However, since | stop
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the simulations soon after the first fragment forms due tartbeeased computational resources
required to follow the simulations further, | am unable tsttihis prediction. Further work needs
to be done in this area and is beyond the scope of this chdpiso note that in real discs, for
fragmentation to occur in the inner regions, the coolingetwould have to be very small since
the dynamical time at small radii would also be very smalictsshort cooling times may not be
possible in real discs.

It is also important to note that these simulations have lmagred out using a ratio of
specific heatsy = 5/3. As shown by Rice et al. (2005), the ratio of specific headggh key role
in the fragmentation boundary. | therefore also anticiatarther dependency on the equation
of state. Furthermore, for high mass distéy: = 0.3My), | find that the initial surface mass
density conditions (i.eX, and p) cannot be used to determine whether the disc will fragment o
not. This is because as the disc evolves, the surface masydamfile steepens causingy and
p to change. Consequently, though parts of the disc may dfaim the grey shaded region of
Figure 5.18 and hence may be expected to fragment, the digscastaucture itself on a timescale
faster than the cooling timescale such that it moves outi®fégion and hence does not fragment.

Following the work of Gammie (2001) and Rice et al. (2005),umber of authors have
used the critical cooling timescalgi; (or gravitational stressyg;max) to predict fragmentation
in realistic discs (e.g. Clarke 2009; Rafikov 2009; Cossired.€010; Kratter et al. 2010). In light
of the new results presented here, | would encourage pregounclusions based on these critical
values to be revisited.

5.7.2 Implications of the new fragmentation criteria on theresults of Clarke (2009)

Clarke (2009) produced an analytical model for the strectira gravitationally unstable disc
which is subject to realistic cooling, and determined a llauy between fragmentation and no
fragmentation for dferent values of the steady state mass accretion rate thtbegiisc (Fig-
ure 5.19). However, the fragmentation boundary was pratlbyeassuming thatg| max = 0.06,
which as shown in this chapter, is only applicable for cerstar and disc conditions. | now
briefly investigate the impact of the new results on the fragtation boundary as deduced by
Clarke (2009).

Figure 5.18 shows that the trend appears to be present atbeseens ~ 1 - 8, or
equivalently, forsR2/M, ~ 4.5 x 104 — 2.9 x 102 (calculated using equation 5.5). Appendix
A of Clarke (2009) shows the steady state analytical saistifor a self-gravitating disc and |
reproduce (without derivation) the key formulae here. Theaity regimes being considered in
this section are the regimes where ice grains are domirtagrains sublime, dust grains dominate
and dust grains sublime. The gravitational stress in eadese four regions are given by

9

R 2
QGl,ice grains= 0-4( 100 AU) ) (5.6)
o R\ M ;
aGl,ice sublimes= 2.5 10 3( 100 AU) (10—6 M yr—l) ) (5.7)
©
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Figure 5.19: Logarithmic plot from Clarke (2009) showing tsteady state mass accretion rate
against radius for a disc around a dMtar. The boundary between fragmentation and no frag-
mentation is the solid line that lies immediately to the tdfthe region markedtag. zone
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Figure 5.20: Variation of the critical radius at which a desound a 1M star will fragment for
mass accretion rates ranging betwée: 10-8-10-3Myyr—1 and for critical values of the cooling
timescale in units of the orbital timescale ranging betw&gn= 1—8. The upper panel shows the
three-dimensional plot whereas the lower panel shows tjeqiion of this onto thél — R plane.
For low accretion rates, the critical radius can vary by ashmas~ 37 AU . The fragmentation
boundary as identified by Clarke (2009) tag max = 0.06 is highlighted in blue.
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o R\ M 3
@e1dust grains= 4.4 > 10° (100 AU) (1&6 M@yr—l) ’ 8

and

R 0.41 M 0.945
100 AU) (1()6 M@yr—l) ’
The boundaries betweére grainsandice grains sublimingice grains subliminginddust graing
anddust grainsanddust grains sublimingre located at

@Gl dust sublimes= 2.1 X 10_4( (5.9

M §
Rice grains-sublime = 27 (W) AU, (5.10)
M §
Rice sublime-dust = 17 (W) AU, (5.11)
and
M 0.24
Rdust grainssublime = 9.9 (W) AU, (5.12)

respectively. | recalculate the location of the fragmeataboundary using the above equations
and vary the critical value ¢f (or equivalentlyXR?/M,), and hencerg;max Figure 5.20 (upper
panel) shows a surface that defines at what radius a disc cii@uM,, star will fragment for
values of the steady state mass accretion rate betieen 108 — 103 and forBeit = 1 -8
(i.e. forZR?/M, ~ 45x 10* — 2.9 x 1072 or agimax = 0.05— 0.4). Figure 5.20 (lower panel)
plots the projection of this graph onto ti — R plane and shows that the critical radius for
fragmentation can vary by as much=a87 AU between the values @i considered here. This
may have significant consequences for conclusions on whethieot certain planets observed
may have formed by the gravitational instability methodisktdss the implications of inaccurately
determining the fragmentation boundary on the interpietabf observational results, in light of
further results, in Chapter 6. In addition, it is importaminiibte that the fragmentation boundaries
presented in this section have used interstellar opacltyesa(as done so by Clarke 2009). The
critical radii presented in this section will also vary widpacities other than interstellar values (as
discussed in Chapter 3).

Following Clarke (2009), Cossins et al. (2010) show thatdbeling timescale in units
of the orbital timescales, is strongly dependent on the local temperature and sirecdifiierent
opacity regimes have fllerent temperature dependencies, this mfégcathe local cooling time.
This in turn dfects the local gravitational stress, and hence may adjusteathe fragmentation
boundary is located. In light of these results by Cossing €@10), the fragmentation boundaries
described in this section would also need to be adjustedlertehis.

Finally, Clarke (2009) discusses that the critical radusffagmentation is also dependent
on the central star mass such tRafi o Mi/g’. Therefore, not only will the star's masfect the
value ofRi; due to this relation discussed by Clarke (2009), but it WibatectR.i; through the
part that it plays in determining the valuegi: for any one system (through equation 5.5).



Chapter 6

Resolution dfects on the fragmentation
boundary

6.1 Introduction

In Chapter 5, | explored the physical factors that méga the critical cooling timescale below
which a disc will fragment into bound obijects if the disc isamlToomre unstable. When carrying
out numerical simulations, it is important to ensure thauhs converge with higher resolution.
This can be computationally demanding if the resolutioméseased significantly. For example,
since the computational time required for the SPH code toycaut the non-radiative transfer
simulations presented in this thesis scaledNawg(N), whereN is the number of particles used
(see Section 2.1.8), an increase in the number of partiglesfactor of 8 would increase the run
time by more than a factor of 9. However, this is assumingithegteps that are used remain the
same. In reality, as shown in Section 2.1.8, the timestequsd®crease by a factdbr /9, whered
is the number of dimensions, since the smoothing lengttdisaed resulting in a run time increase
by more than a factor of 18. Nevertheless, convergencengesstivery critical to ensure accuracy
of results. With recent advances in computational powerhkined with fully MPI-parallelised
codes, higher resolution testing is possible. In this advdxplore the fects of resolution on the
critical cooling timescale for fragmentation (in discsngssimplified cooling rather than radiative
transfer) and explore thdfects this may have on the radius at which fragmentation meyroc

In Section 2.1.2 | showed that the linear resolution scasetiawheref is the factor by
which the number of particles are increased by driglthe number of dimensions. While in the
previous chapter | extended the work of Rice et al. (2005)kictmming the physicalféects on
fragmentation, in this chapter | extend their work to coesithe éfects of resolution. Rice et al.
(2005) carried out a resolution test on one of their discs dgrehsing the number of particles
from 250,000 to 125,000. They found that the fragmentatesults appeared to be ufected
by this. However, given that the simulations were carrietiothree-dimensions, it is important
to note that this resolution test was equivalent to deangattie linear resolution (and hence the
smoothing length) by only 21%, so it is unsurprising that significantigrences were not seen.
In addition, the earlier work by Gammie (2001) carried ouésotution test for simulations that
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agGl Berit Rerit Rerit Rerit
(My =1Mg) (My =15My) (M, = 2.1Mg)

0.018 22.2 50AU 57 AU 64 AU

0.035 11.4 58AU 66 AU 75 AU

0.07 5.6 68 AU 78 AU 87 AU

0.14 2.3 79 AU 90 AU 101 AU

0.28 1.4 92 AU 105 AU 115 AU

Table 6.1: Table showing how the critical radius of fragnag¢inh according to Clarke (2009) may
be dfected for a disc surrounding a 1, 1.5 antiN,, star if the value ofrg|max iS Not correctly
determined. The value afR?/M, is kept constant.

did not fragment but he did not carry out a resolution testrenftagmentation boundary which,
as discussed in Chapter 1, involvesfelient thermodynamics. Most authors who simulate self-
gravitating discs consider the resolution criterion seBhje & Burkert (1997) (see Section 2.1.2;
Mayer et al. 2002; Lodato & Rice 2004; Stamatellos & Whitwd2008; Forgan et al. 2009). Some
authors carry out a resolution test (in addition to ensutimggresolution criterion is satisfied) by
increasing or decreasing the number of particles by a faxft@r(e.g. Lodato et al. 2007; Clarke
et al. 2007; Cossins et al. 2009). However large changesatution have not been tested.

6.2 The impact of inaccurate values ofrg| max ON physical and obser-
vational conclusions

In Section 1.4.2 | showed that in a disc which is dominatednitgrnal heating processes due to
gravitational instability, the cooling timescale in unitthe orbital timescales, can be related to
the gravitational stress in the disc by

4 11
T Y-

The simulations presented in Chapter 5 (Benchmark1-8) stiabat for a LM, disc
simulated using 250,000 particles with surface mass depsifiile, = « R™1, spanning a radial
range of @25 < R < 25AU and surrounding a 1)star, the critical value of the cooling timescale
in units of the orbit timescaled.it ~ 5.6 (for a disc modelled using a ratio of specific heats,
y = 5/3). This critical value is equivalent @g| max ~ 0.07. Clarke (2009) produced an analytical
model for the structure of a gravitationally unstable digtch is subject to realistic cooling. She
showed that for optically thick discs that arefstiently low in temperature that they are dominated
by ice grains,

agGl (6.1)

Nl

R
oo = o.4(—100 AU) , 6.2)

for a disc with interstellar opacities and surrounding ay18far, whereR is the radius being
considered. This relationship shows that for a maximumerafithe gravitational stress, a critical
radius, Rerit, can be found outside of which fragmentation can occur (fdisa with a shallow
surface mass density profile). Since for the disc descrilbedeaag|max ~ 0.07, then, Ryt ~
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Property parameters used
Star mass 1M

Disc mass Mg

Radial range @5 < R< 25AU
Initial surface mass density profileX « R

Initial temperature profile T« R1?

Ratio of specific heats v=5/3

Table 6.2: Table showing the properties of the discs siradlat this chapter.

68 AU. The critical radius also scales ls@/ 3 (as described by Clarke 2009). One might then use
this to compare to observational data and conclude whetsyestam may or may not have formed
via gravitational instability. With reference to our ownaosystem, these values would suggest
that the planets could not have formed via gravitationahioitity.

Table 6.1 shows thelect of varyingag, by a factor of 2 and 4 for central star masses of 1.0,
1.5 and 2.1 M (assuming no change in the valueXi®?/M, for simplicity of illustration). For
HR 8799 M, ~ 1.5Mg), using a value ofrg|max ~ 0.07 which is close to the currently accepted
value ofag|max the fragmentation boundary might be expected to be @B AU. However, if
the value ofeg max is incorrectly determined, one might incorrectly conclwdeether the outer
planet, HR 8799 b, could indeed have formed by gravitatiomgthbility. Similarly, an incorrect
value ofag)max may dtect the conclusions on the formation mechanism of the plaroeind the
~ 2.1My A, Fomalhaut (exo httyexoplanet.eu). Fomalhaut harbours a planet at a distance of
~ 119 AU. Using a large value afg|, one might conclude that the formation of it by gravitatibna
instability is uncertain, while a lower value makes suchratation mechanism more likely.

6.3 Simulations

The disc and star properties used to carry out the simukatiothis chapter are exactly the same
as those used in simulations Benchmark1-8 in Chapter 5 andwanmarised in Table 6.2. In
Chapter 5, | carried out simulations using 250,000 padictee same resolution used by Rice
et al. (2005). In this chapter, | simulate the same disc dtdrigesolutions by using 2 million and
16 million particles (i.e. the smoothing length is decreklsg a factor of 2 and 4, respectively).
In addition, it is important to note that lower resolutiorstiag can also provide interesting con-
vergence results. Therefore, | carry out additional sitha using 31,250 particles (so that the
smoothing length is a factor of 2 higher). | simulate the slissing various values of the cooling
timescale in units of the orbital timescafg,to determine the critical valug, at diferent res-
olutions. Table 6.3 summarises the main simulation pararseind the key fragmenting results.
The simulations were run either for at least 6 ORPs or undildiscs fragmented. These are de-
fined as regions which are at least two orders of magnitudsede¢han their surroundings. At the
time of writing this thesis however, one of the 2 million peld simulations g = 11) and two of
the 16 million particle simulationg3(= 15 and 20) are not complete and | highlight these in the
results.
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Simulation name  No of particles 8 Fragmented?
31k-beta2 31,250 2.0 Yes
31k-beta2.5 31,250 25 Yes
31k-beta3 31,250 3.0 Yes
31k-beta3.5 31,250 3.5 No
31k-betad 31,250 40 No
250k-betas 250,000 50 Yes
250k-betab.5 250,000 55 Yes
250k-beta5.6 250,000 5.6 borderline
250k-beta6 250,000 6.0 No
250k-betab.5 250,000 6.5 No
250k-beta? 250,000 7.0 No
250k-beta7.5 250,000 75 No
2m-betas.5 2 million 55 Yes
2m-beta6 2 million 6 Yes
2m-beta6.5 2 million 6.5 Yes
2m-beta7 2 million 7 Yes
2m-beta8 2 million 8 Yes
2m-betal0 2 million 10 borderline
2m-betal0.5 2 million 10.5 borderline
2m-betall 2 million 11 incomplete
2m-betals 2 million 15 No
16m-betal0 16 million 10 Yes
16m-betal5 16 million 15 incomplete
16m-betal8 16 million 18 borderline
16m-beta20 16 million 20 incomplete

Table 6.3: Table showing the simulations carried out anck#yefragmenting results. Note that
the simulations with 250,000 particles were carried outl@@er 5. The simulations labelled as
borderlineare those that show fragments forming which then shear apkess than 1 ORP. The

simulations that have not finished at the time of writing thissis are labelled ascomplete



6.4. RESULTS 143

] &

£

O

~

e

= >

= Y3

-

> o

©

c

£

35

©

O

[92]

2 ©
=)
=
>

0
-20 0 20 —-20 0 20
x [AU] x [AU]

Figure 6.1: Surface mass density rendered images of theéwaigng discs with 31,250 (upper
left), 250,000 (upper right), 2 million (bottom left) and béllion (bottom right) particles using
values of the cooling timescale in units of the orbital ticee of8 = 3, 5.5, 8 and 10, respectively
(simulations 31k-beta3, 250k-beta5.5, 2m-beta8 and 1€@1B, respectively). The images are
produced at timé = 5.3, 6.4, 5.3 and 2.5 ORPs, respectively.

6.4 Results

It is important to note that two of the 16 million particle sifations did not complete at the
time of writing this thesis. As discussed in Section 2.1r&reéasing the number of particles
significantly increases the time taken to run these sinanatdespite a number of methods having
been adopted to speed up the simulations. The 16 millioricadimulations run witts = 10
and 18 have takesr 120 and 140 days, respectively. The former simulation wasuging 8
compute nodes while the latter was run using 16 nodes. Adeidhown, the fragmenting results
of the incomplete simulations (those run with= 15 and 20) can be inferred from the other high
resolution simulations.

6.4.1 Fragmentation boundary

Table 6.3 highlights the key fragmenting results for theudations carried out in this chapter.
The simulations that show no fragments at all are classedma$ragmenting discs. Those discs
that fragment and where the fragments remain without bdiegred apart (satisfying the criteria
defined above) are classed as fragmented discs. There arsirfftuiations that are classed as
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Figure 6.2: Surface mass density rendered images of thesthioel cases (simulations 250k-
beta5.6, 2m-betalO, 16m-betal8) for discs set up with PBO® = 5.6), 2 million (3 = 10)
and 16 million g = 18) particles (top, middle and bottom panels, respectjveline left panels
show a hint of fragmentation at timesz 3.8, 4.8 and 6.0 ORPs (top, middle and bottom panels,
respectively). The right panels show the equivalent sitraria a short time later at timesz= 4.2,

5.8 and 6.2 ORPs (top, middle and bottom panels, respegtivélithin 1 ORP, the fragments
have been sheared apatrt, classing these simulatidiwderline
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borderline (simulations 250k-beta5.6, 2m-betal0, 2m-betal0.5 andli€tal8). These are discs
which show signs of fragmentation but the fragments sheart agpidly (within 1 ORP) and no
further signs of fragmentation are seen.

Figure 6.1 shows images of the fragmenting discs in simaiatB1k-beta3, 250k-beta5.5,
2m-beta8 and 16m-betal0 f@wvalues of 3, 5.5, 8 and 10 simulated using 31,250, 250,000l-2 m
lion and 16 million particles, respectively. Figure 6.2 wisomages of the borderline discs in
simulations 250k-beta5.6, 2m-betal0, 16m-betal8. Thedafels show the discs appearing to
form fragments. However, within 1 ORP, the fragments shearteand do not appear to form
again. The disc with 250,000 particles has been run for lorgugh that it has now regained a
marginally stable state witQ ~ 1 (Figure 6.3). The higher resolution simulations have biglal-
ues of the Toomre stability parameter as they have beenchdateto the gravitational instability
but have not been run long enough for them to cool back dowmtarginally stable state.

Figure 6.4 summarises the results in Table 6.3. The solikbilae divides the fragmenting
and non-fragmenting simulations and has been included &pgw fit to where the boundary may
be. Table 6.3 shows that for 250,000, 2 million and 16 millparticles, the critical value of the
cooling timescale in units of the orbital timescgbgs: ~ 5.6, 10 and 18, respectively, since these
have been identified dsorderline cases. For the discs simulated with 31,250 patrticles, Inassu
that the critical value is between the fragmenting casg ef 3.0 and the non-fragmenting case
of B = 3.5 and thus tak@qit ~ 3.25. It can clearly be seen that with the data that is available
the dividing line between the fragmenting and non fragnmenéiases must be linear and therefore
a convergence has not been reached. Figure 6.4 also showth&dwend may continue if a
convergence does not take place at even higher resolutiovelhiss how the trend may be if
convergence is achieved.

6.4.2 Dissipation and cooling rates

The lack of convergence shows that at higher resolutiondibes are able to fragment much
more easily since the critical value of the cooling timesg@l;, in units of the orbital timescale

is larger. A larger value o8¢ means that the cooling rate does not need to be as high for the
cooling to overcome the heating due to gravitational iriitgband hence for it to fragment. It

is therefore useful to compare the total cooling and dissipaates (per unit mass) in the discs
(Figure 6.5) for simulations that are just on the non-fragtimg side of the boundary shown in
Figure 6.4, i.e. the discs are strongly self-gravitating dm not fragment. To be able to analyse
the discs more easily, | consider simulations that are naldybne cases. The total dissipation
rates have been measured in the simulations and have beaged@ver 1 ORP. The total cooling
rate is calculated using

U uwQ dQ
Ctoo B Yy-1B
Figure 6.5 shows the dissipation and cooling rates for stiars 31k-beta3.5 and 250k-beta6
which are discs modelled with = 3.5 and 6 using 31,250 and 250,000 particles, respectively.
These discs have achieved a steady state since the toiphtlms rate balances the total cooling

(6.3)
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Figure 6.3: Toomre stability profiles for the borderline slations for discs set up with 250,000
(solid line), 2 million (dotted line) and 16 million (dashéde) particles (simulations 250k-b5.6,
2m-b10 and 16m-b18, respectively) at titne 6.4, 6.4 and 6.3 ORPs. These plots are produced
at timesAt = 2.3, 0.7 and 0.1 ORPs after the fragments are identified to Heearasd apart. The
simulation with 250,000 particles has evolved for a longmetafter the fragments have sheared
apart and hence its Toomre stability profile is closer to thegimal state o€ ~ 1. The simulations
with 2 million and 16 million particles have not evolved asdad so their Toomre stability profiles
are higher due to the heating from the gravitational insitgbiThe critical value ofQci; = 1 is

also marked.
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Figure 6.4. Graph oB against resolution of the non-fragmenting (open squafesymenting
(solid triangles) and borderline (open circles) simulasioAlso included are the simulations that
have not finished (asterix). The borderline simulationstaose that fragment but whose frag-
ments are sheared apart and no further evidence of fragtitenia seen. The solid black line
shows a dividing line between the fragmenting and non-fiaiging cases and the grey region is
where fragmentation can take place. The graph shows noreédsf convergence of results with
increased resolution. The thin dotted line shows how thedtieill continue if convergence is not
reached with higher resolution than 16 million particlesewdas the heavy dotted line shows how
the trend might continue with higher resolution if converge begins to take place.
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Figure 6.5: Graphs of total dissipation rate per unit mas$iddine) against radius for discs
with 31,250 (left panel) and 250,000 (right panel) parclesings = 3.5 and 6, respectively
(simulations 31k-beta3.5 and 250k-beta6, respectiv€lygrlaid is the cooling rate per unit mass
(dotted line). The discs are in a steady state as the digsipahd cooling rates balance each
other throughout the disc. The data for the simulations @ithillion and 16 million particles is
unavailable at the time of writing this thesis.

rate. At the time of writing this thesis, the data for the diaions with 2 million and 16 million
particles is unavailable.

In the simulations carried out, there are several confohstto the dissipation in the discs.
The primary contribution is expected to be from the graiatel stress. The relevant component
of the gravitational stress tensor is given by (Lynden-BeKalnajs 1972; Lodato & Rice 2004,
equation 1.21)

Or 9y
To, =X—r,
R¢ AnGp

whereg, andg, are the radial and azimuthal components of the gravitatiacegeleration due to
the disc self-gravity. Using equation 1.22, the dissipatiate (per unit mass) due to the gravita-

(6.4)

tional stress (for a Keplerian disc) is given by

dinQ| 909 3 G0y
D = ~ =0 . .
IV dInR| "47Gp ~ 2 4nGp (6.5)
The flow of the fluid will also cause a Reynolds stress given by
TR; = ZOVROVy = Z(VR — VR)(Vy — V) (6.6)

wherevg andv, are the components of the fluid velocity in the radial and atiral directions,
respectively and the overbar represents the average ef tjuastities in the surrounding region of
fluid. The dissipation rate per unit mass associated withftbw is given by:
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Figure 6.6: Graphs of dissipation rate per unit mass ageandais averaged over 1 ORP for a disc
with 31,250 (left panel) and 250,000 (right panel) parc{simulations 31k-beta3.5 and 250k-
beta6, respectively). The thin black line shows the totssigiation rate per unit mass as measured
and recorded during the simulations. Also plotted are tlsigiation rates per unit mass due to
artificial viscosity (green line), Reynolds stress (blue)iand gravitational stress (red line). The
heavy black line shows the sum of these three stresses arid b®expected to lie on top of the
thin black line. It is clear that there is an additional seuof heating present in the simulations
that is not expected and is likely to be causedabgitional numerical dissipatianThe data for
the simulations with 2 million and and 16 million particlessunavailable at the time of writing
this thesis.
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Figure 6.7: Graph of fractional flerence between the dissipation rate calculated in the aimul
tions and the total dissipation rate due to the gravitatietr@ss, Reynolds stress and artificial
viscosity for a disc with 31,250 (solid line) and 250,000t{dd line) particles using = 3.5 and

6, respectively (simulations 31k-beta3.5 and 250k-betspeactively). The fractional filerence
decreases as the resolution increases. The data for thEagona with 2 million and 16 million
particles is unavailable at the time of writing this thesis.



6.5. DISCUSSION 151

dinQ

dinR

DRe = Q5VR5V¢. (67)

In addition, since there is also artificial viscosity prasdme analytical estimate of the dissipation
associated with the shear component (i.e. no contributiome the bulk viscosity or random
motions damped by artificial viscosity) is given by (equasi@.34 and 2.36):

dinQ 2

D, = 0.05{ ——

h
4R CYSPHﬁCgQ- (6.8)

Figure 6.6 shows the dissipation rate due to the gravitatistress, the Reynolds stress and the
artificial viscosity for the simulations 31k-beta3.5 an®R$eta6. This figure also shows the total
dissipation rate calculated directly from the code as wetha sum of the above three dissipation
rates averaged over 1 ORP. It can clearly be seen that thelisggpation rate is generally higher
than the sum of the dissipation rates due to gravitatiomatst Reynolds stress and atrtificial vis-
cosity. Therefore it can be seen that there are other forof(d)ssipation that are unexpected
and is likely due to numerical dissipation. | will refer toetlunknown numerical dissipation as
additional numerical dissipatianFigure 6.7 shows the fractionalffirence between the total dis-
sipation rate measured in the simulations and the sum ohtiee calculated components of the
dissipation, averaged over 1 ORP. It can be seen that assbkitien increases, the fractional
difference between the total dissipation rate measured inrthéagions and the sum of the dissi-
pation due to gravitational stress, Reynolds stress aifitiattviscosity decreases. This suggests
that as the resolution increases further, convergence magdrhed but testing this will require
a significant amount of computing time which is beyond thepscof this thesis and may not be
possible for a number of years.

6.5 Discussion

In Section 2.1.2, | describe the Wengen test which showsvtréitions in a numerical technique
may have significantfiects on fragmentation results (using a spatially adaptifeesing and a
fixed viscosity, | do not find fragmentation whereas Mayer &@gzczak (2008) found that
fragmentation took place when using a fixed gravitationflesing and a Balsara switch imple-
mentation for the artificial viscosity; Figure 2.1). Indeéd Chapter 5 | show that a variation in
the way the smoothing length is set and a variation in howithedtepping is carried out can play
a part in the outcome (for a disc made up of 250,000 partitl@sd that the critical value of the
cooling timescale in units of the orbital timescalg;; ~ 5.6, whereas Rice et al. (2005) found
Berit ® 6 — 7. This shows that numericaffects do play a part in the outcome of simulations and
that these need to be thoroughly tested and convergendeerbxensure accurate conclusions.
Resolution is one such aspect that needs to be considerediol work has typically
considered the resolution criterion of Bate & Burkert (1p@&e Section 2.1.2). Some resolution
testing of SPH simulations of self-gravitating discs h&etaplace but this has typically involved
varying the particle number by a factor of 2. Lodato et al0@20and Cossins et al. (2009) found
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that a factor of 2 variation in the particle number did nfieet their results. However, these were
for non-fragmenting discs. Similarly, Gammie (2001) cadriout resolution testing of gravita-
tionally unstable regions, but this was also for regions tttanot fragment. Clarke et al. (2007)
carried out a simulation of a fragmenting self-gravitatiigc and increase the number of particles
from 250,000 to 500,000 and suggest that fragmentation reafdcted by resolution. However,
on the other hand, Rice et al. (2005) suggest that their feagation results are uffacted by
resolution (though they decrease their particle numben 260,000 to 125,000). However, large
changes in resolution on the fragmentation have not beegttes

Lodato & Rice (2004, 2005) show that 250,000 particles igjadée enough to simulate a
self-gravitating disc (withespy Bspy = 0.1, 0.2) to ensure that the artificial dissipation is smaller
than the dissipation due to self-gravity by more than anroodenagnitude. However, the to-
tal dissipation compared to the sum of the various coniobstto the dissipation has not been
considered.

The variations in fragmenting results withfidirent resolutions show that convergence has
clearly not taken place. The dissipation rate graphs suggesher form of dissipation is present
in the disc and that it also varies with resolution. The goedthat is yet to be answeredvghat
is the source of the additional numerical dissipation sittee SPH code used here conserves en-
ergy? A possible reason for the additional numerical dissipati@y be extra particle oscillations
(originally provided by the bulk motions in the disc) tha¢ auot fully damped by the artificial vis-
cosity but are later dissipated as heat. This needs to bstigated further. In addition | have only
used a fixed viscosity method in these simulations. Whileauhy be worrying if the viscosity
prescription used had such a profourtteet on the results, this needs to be explored.

Once the cause has been identified, a further question toeanswhether the féects are
primarily important in simulating disc configurations or &her it plays a significant part in other
geometries. For example, if the additional dissipation maily being caused in situations with
shocked scenarios, the problems identified here are upliketause inaccurate results of other
scenarios modelled using SPH, where shocks are not so common

The simulations carried out with 16 million particles haskdn between 4-7 months to run
on the University of Exeter’s supercomputer, mostly usidgémpute cores on 8 computer nodes
(though one simulation was run using 128 compute cores omipater nodes). Depending on
the nature of what is causing convergence not to occur, eggehresolution simulations will be
required for accurate modelling. However, these would takeh longer. In addition, these discs
are modelled with a simple parameterisation for the cooli8gich high resolution simulations
carried out with radiative transfer would take much longed ¢hus is not likely to be feasible in
the near future. However, this does not mean that it is nogiplesto achieve scientific results.
It may simply be that only resultelative to another scenario can be carried out (though this is
largely dependent on the nature of the additional numedisaipation and whether it is fixed for
a particular resolution).
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Figure 6.8: Logarithmic graph showing the trend betw,éedesz/M* determined by consid-
ering the location at which the first fragment forms in thecdj$. This graph is identical to
that in Figure 5.18 but overlaid with the fragmenting resfitom this chapter using 31,250 (red
triangles) and 16 million (magenta triangle) particlesyadl as the fragmenting 2 million (cyan
triangles) particle simulation results presented in thigpter and in Table 5.3 in Chapter 5. This
graph suggests that the trend identified in Chapter 5 is Buidéne exact value of the constant of
proportionality certainly seems like it would beflidirent for diferent resolutions. It is not clear
from the few simulations run here whether the slope will @lsange with resolution.
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No of particles Bcit  @cimax Rt Reit Rerit

(My =1Mg) (M, =15My) (M, = 2.1My)
31,250 3.25 0.12 77 AU 88 AU 99 AU
250,000 56 0.07 68 AU 78 AU 87 AU
2 million 10.0 0.04 60 AU 69 AU 77 AU
16 million 18.0 0.02 53 AU 60 AU 67 AU

Table 6.4: Table showing how the critical radius of fragnag¢inh according to Clarke (2009) may
be dfected for a disc surrounding a 1, 1.5 and2Mar for the diferent values oB; identified
for discs with 31,250, 250,000, 2 million and 16 million pelgs. The value 0ER?/M, is kept
constant.

6.5.1 Implications on results of previous chapters

Figure 6.8 shows a logarithmic graph,@hgainstZsz/M*, whereRs is the radius at which the
first fragment forms. This figure is the same as Figure 5.1&bstthe results from this chapter
overlaid. The red, cyan and magenta triangles are the sefeulthe simulations with 31,250, 2
million (including the results from Chapter 5) and 16 mitliparticles, respectively. Though a full
parameter study has not been carried outfé¢idint resolutions, the existence of a trend identified
in Chapter 5 still appears to be present. However, as disdussChapter 5, a change of resolution
is likely to afect the values af ands, deduced to be 47 and 0.5 for a disc with 250,000 particles.
Figure 6.8 shows that the constant of proportionality (izeis likely to be diferent for diferent
resolutions. A more fuller study is required to determineethier the slope (i.es) would also
change with resolution.

In Chapter 4, | showed that to form the HR 8799 planets by tadwnal instability, a
large disc mass is required. Such disc masses are unlikddg the case in reality and current
observational #orts have not identified discs larger than0.1 — 0.4M, (Andrews & Williams
2007; Eisner & Carpenter 2006). | therefore suggested t@atHR8799 system may not have
formed by this mechanism. However, a higher resolutionystmdy produce quite significant
differences. Since it appears that fragmentation is somesasatrat higher resolution i.e. that
the cooling that is needed to balance the heating is not &sdsidor low resolution simulations,
the lower disc masses that did not fragment in Chapter 4 méydevao at higher resolution (due
to the results found in this chapter as well as because tlke didl be better resolved and hence
the fragments will be more easily discernible as discusseBdie & Burkert 1997). However,
given that convergence has not been reached, it is uncagdmwhether an accurate conclusion
can be made even if high resolution simulations are cartigd®n one hand, if at low resolution it
is possible for a reasonable mass disc (i.e. in line withesurobservations) to fragment, one may
conclude that gravitational instability may be a formatioaechanism since even higher resolutions
would also be expected to show this. However, if the causdaiflkeof convergence is an inherent
property of the SPH code such that an increased resolutinatibkely to allow convergence to
be reached, then absolute conclusions will be vefiycdit to obtain.
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6.5.2 Implications of a lack of convergence on observatiohaterpretation

Table 6.4 shows the equivalent valueaefi max that is associated with the value &4 identified
for each resolution considered in this chapter, as well agtitical radius outside of which frag-
mentation may take place according to Clarke (2009) forrakstar masses of 1M 1.5M, and
2.1M,. It can be seen that the critical radius of fragmentatiomtified for a disc with 16 million
particles is smaller than the value identified for a disc V289,000 by> 20%. This can have
profound consequences on the interpretation of obsenadtresults. Table 6.4 shows that while
the value ofvg| max used from simulations using 250,000 particles may causeécor@nclude that
the outer planet around HR 8799 may possibly have formedrawitgtional instability (since its
projected separation s 68 AU), the results using 16 million particles suggest thate is a larger
possibility that this planet could have formed by graviiaéil instability. For a less marginal case
of Fomalhaut b which has a separation0f19 AU, the results do not appear to be so critical when
determining whether it is a potential candidate for a pldoehed by gravitational instability.



Chapter 7

Conclusions

| have carried out three-dimensional numerical simulaiohself-gravitating discs to determine
under what circumstances they fragment to form bound clutim@smay grow into giant plan-
ets. The nature of the simulations are hydrodynamical aadanried out both with and without
radiative transfer. | have initially carried out radiatibpdrodynamical simulations to investigate
the evolution of massive self-gravitating disddsc/Mx = 0.1). | consider discs with opacities
ranging from Q01x to 10x the interstellar Rosseland mean values. | also considegflibets of
changing the initial and boundary temperatures of the discwell as simulating dierent disc
sizes (with outer disc radiRyy; = 25 and 300 AU).

| find that the disc opacity is very important in determinindpether a disc is likely to
fragment. In particular, | find that fragmentation is progwin discs with opacity values lower
than interstellar Rosseland mean values since this allagiation to leave the disc quickly. On the
other hand, | find that the presence dharmal blankegs a result of the stellar irradiation inhibits
fragmentation since the discs are only able to cool to thentiary temperature. However, | also
show that under certain circumstances, fragmentation roeyroMy results demonstrate that for
fragmentation, weak irradiation is required such that trolary temperature and hence Toomre
stability parameter is low, in addition to low enough opiasit(even in large, cool discs) since this
allows more éicient cooling so that the disc’s temperature does not isersanificantly (due to
internal dissipation) above the boundary temperature.

Low opacities may exist in low metallicity discs or discs hwiarger grain sizes. This is a
particularly important and timely result given the receisicdveries of wide orbit planets (Kalas
et al. 2008; Marois et al. 2008) and the future emphasis fveys of planets on such wide orbits.
I show that it is possible for fragmentation to occur in gtatidnally unstable discs even at radii
where the innermost planet of the HR 8799 system is loc&egdZ4 AU). Furthermore, HR 8799
is known to be a metal-poat,Bootis star with metallicity M/H] = —0.47 (Gray & Kaye 1999) so
it is reasonable to assume that its disc was similarly nyggal- |1 have shown that such a scenario
favours fragmentation and therefore, my results in Chapterdicate that all three planets of
the HR 8799 system may well have formed via gravitationalaioiity. Though a hybrid core
accretion and gravitational instability scenario for gaformation may also be a possibility for
this system, my calculations in Chapter 3 show that such adgbenario may not be necessary.

| have also carried out three-dimensional radiation hygnachical simulations to investi-
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gate specifically whether the HR 8799 planetary system doave formed in situ by gravitational
instability. 1 have shown that the formation of fragments &pecified location in a disc involves
a convoluted interplay between the disc mass, star massh@rake luminosity) and the surface
mass density profile. | find that the disc masses requireddgmnientation in the radial range of
interest R ~ 24— 68 AU) are~ 0.8 — 1.2M,. While in lower mass gravitationally unstable discs
the surface mass density does not change significantly katlhe disc temperature and cooling
are the key aspects to consider with respect to the evolofiendisc (Chapter 3), in high mass
discs, | find that the surface mass density profile does chahgeh also &ects the stability of a
disc. The disc adjusts both the surface mass density anénigetature to try and reach a state
whereQ ~ 1. These adjustments may help to promote fragmentation.

If such massive discs, required for fragmentation to occtiné radial range of interest, are
found early in the star formation process, the evolutiorhefftagments needs to be considered in
more detail to see (i) whether the fragments grow to the redusizes, (ii) whether they evolve
to different radii and (iii) whether subsequent fragments fornhendisc. My simulations show
that while fragments do form and evolve within the radialgarof interest, further subsequent
fragmentation occurs at smaller radii out of the massive. dis addition, the fragments grow to
sizes much larger than those expected for the HR8799 plgnggatem. Therefore, while it is
possible (given a high disc mass) for fragments to form atéleired radii, the growth of planets
would need to be inhibited for this system to have formed layigational instability.

Concurrently to carrying out radiation hydrodynamical glations, | also investigate the
fragmentation criteria in self-gravitating discs modellesing a parameterised cooling technique
rather than radiative transfer. Considering simplifiedhmds such as this can provide insight that
may be useful to understand more complex scenarios. | graseanalytical approach to examine
the fragmentation of self-gravitating protoplanetarycdisand confirm the results using global
three-dimensional numerical simulations. My key resulthigt fragmentation does not simply
depend on the disc cooling timescadeput also on the ratio of the surface mass density at radius,
R, to the stellar mass, i.&R2/M,,. | find that fragmentation occurs when

3 0
ﬂ<n(MFif2), (7.1)

whereés ~ 1/2 andn ~ 47. For a power-law surface mass densitys R™P, this relation predicts
the innermost radii at which subsequent fragments can forendisc with shallow surface mass
density profiles f < 2) as well as the radiusutside of which fragments cannot formdiscs with
steep surface mass density profiles,x 2). Generally, | find that an increase in the steepness
of the disc surface mass density profile promotes fragmentat smaller radii. In addition, the
results show that the fragmentation boundary as discugs€thbke (2009) could vary by as much
as~ 37 AU for low mass accretion rates. However, while the eristeof a trend may remain, the
exact values af and¢ are likely to be &ected by the resolution. In addition, | show that the critica
cooling timescale in units of the orbital timescabg;;, determined from previous simulations is
not a converged quantity. The simulations carried out udignillion particles are currently
the highest resolution simulations of gravitationally tatde discs currently known to have been
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performed and despite such high resolution, a convergedtiguaurrently does not exist and
it remains questionable as to whether such a value would exish Depending on the nature
of what is causing the lack of convergence, it may be possbleautiously determine trends,
upper and lower limits, relative fierences betweenftirent disc scenarios, modelled at a lower
resolution. However, given that | have shown that such aemaitity exists in the fragmentation
results of massive discs, earlier conclusions that aredbas¢his theory may not necessarily hold
as the values previously determined are now redundant.

7.1 Future studies

The results from Chapter 3 show crucially that a low metidjlienvironment is more likely to
form planets via gravitational instability. Given that ebged discs have inferred surface mass
density profiles that are shallow « 2), it is expected that fragments are likely to have formed
in the outer regions of discs. We have entered a generati@mendetection of planets further
away from the parent star is now beginning to be possible asdrgational limits are constantly
being pushed. The next generation of instruments and tgeésiare likely to populate more of
the unpopulated region of the extrasolar planet masssaguat that | showed in Chapter 1. As
this begins to occur, the theory that low metallicity andvgedional instability go hand-in-hand
can then be observationally tested.

Though not discussed in this thesis, | have also carried xiehsive work on shadowed
discs. Such a scenario may occur if a warp or &gquliup inner region is present in a disc.
Shadowed discs have been considered in the past to expasp#ttral energy distributions of
many discs around Herbig Ae stars. However, the conceptaofahing in the early stages of disc
evolution when the disc is massive enough to be self-gtavitehas not been considered. The
results of Chapter 3 show that stellar irradiation acts tobih fragmentation. If shadowing was
present, this would remove thé&ects of stellar irradiation from a part of, or even the whdldloe
disc surface. This may potentially cause a self-gravigatiisc to fragment (which may otherwise
not do so in the presence of stellar irradiation). This peobis in fact numerically challenging
because the boundary conditions require careful attetiensure the conditions imposed do not
play a part in the outcome of the simulations. My work to daislving this topic suggests that
the optically thin discs may not be affected by the boundary conditions as the optically thick
discs. However, a careful study is required.

The simulations presented here are those of isolated dighe iearly Class Il stage of star
formation. However, there is no reason to believe that grmantation was to occur then it can
only take place during this stage. In fact, the earlier Clasage is likely to involve more massive
discs whose high mass is sustained and even growing due teetbe continually settling onto the
disc during the embedded stage. This may then cause thetaisesnore gravitationally unstable
and more susceptible to fragmentation. As shown in thisgghbigh mass discs(0.3M) clearly
behave very dferently to lower mass discs(0.3Mg) given that significant restructuring occurs
in high mass discs. The evolution of such higher mass digcgraatly understudied, even moreso
in the embedded phase of disc evolution, and deserve merdiatt.
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The results presented in Chapter 4 show that the disc massessta be high for frag-
mentation to occur in the radial range of interest of the HR®B3ystem. However, this can be
problematic since more fragments form at a later stage idigts evolution and in addition, the
fragment masses become too large. The latter point is aloeotstinly a consequence of the high
disc mass and the former point may also Heaed by it. The simulations in Chapter 4 used disc
masses such that the discs were initially Toomre unstal@dealarge radial range and yet some of
these simulations did not show fragments. This was partthabee the discs were not able to cool
rapidly enough. Therefore. while they may have satisfieditdmmre criterion, they may not have
satisfied the cooling criterion. However, a key assumptiothése simulations is that the opacity
is not more than ten times smaller than the interstellar ®8asd mean value. If the opacity was
reduced further (i.e. due to grain growth), the lower masssimay then fragment. It would be
interesting to take an approach similar to that used in Gn&pand determine what values of the
opacity are required to allow a smaller mass disc (with a mas® in line with current observa-
tions) to fragment (which can then be used to determine wiadn gizes might be expected which
can also be compared to current observations).

The simulations carried out in Chapter 4 have consideredinediscs. However, it is un-
certain whether the subsequent fragmentation in the iraggoms of the discs is purely an artefact
of high mass discs or whether this is also characteristizb$aquent fragmentation in low mass
discs. Should this be the case, this would bring into quedtie concept of whether gravitational
instability is indeed only able to act in the outer regiona disc, or whether the trigger needs to be
in the outer regions so that further fragmentation at smadidii can then take place. Given that
many simulations of self-gravitating discs are stoppedtihafter the fragmentation stage, the
conclusion that fragmentation only occurs in the outerargiof a disc may be somewhat biased.
While the subsequent fragmentation and evolution of fragekas been considered (Mayer et al.
2002; Rice et al. 2003b), it still remains a largely unexptbarea and requires further investiga-
tion. In particular, understanding how earlier fragmentatffects the later fragmentation needs
to be considered. In addition to exploring the subsequegnfientation and mass growth rate of
a fragment in a disc, it is also important to understand tihgues on the planet and th&exts
on the radial migration under the influence of strong sedfvily. This is work that | have already
started to carry out.

In Chapter 1, | suggest that no single planet formation mmisha can describe all the
observations and therefore both methods may act butfierdnt regimes. However, to date, no
simulations have been carried out which attempt to simulat mechanisms in the same disc,
i.e. what | termeda hybrid scenario This would provide useful insight into whether the two
mechanisms are indeed able to operate in the same envirbmmernether they can only take
place in mutually exclusive environments. The obvious egtjgn that has been proposed in the
past is that core accretion acts closer to the parent stde gtavitational instability acts further
away. This is an example of where the two mechanisms may teperdahe same environment.
However, core accretion is more likely to take place in a mggtallicity environment while | have
shown that gravitational instability is likely to be the dimrant mechanism in the low metallicity
environment. This suggests that the two mechanisms woul@eable to operate in the same
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disc (unless there was, for example, a radial metallicigyrittiution, which may occur if there was
a radial dust distribution). It is also important to notetttiee radiative transfer simulations that
have been performed here do not consider spatially varydagites whereas in reality this might
be the case. Thdfiect of this on the fragmentation would be interesting to s

In Chapter 5, | showed that in a disc with a steep surface massitgt profile p > 2),
the fragments form in the inner regions of the disc first. Dukigh computational power, these
simulations were not run further beyond the stage when theffaigments formed. However, |
predicted that for @ = 2 disc, the fragments should be able to form everywhere arddisc
wherep > 2, subsequent fragments can form further out in a disc urgiradius that determines
the trendline for a particular surface mass density, stassmaad cooling timescale. This predic-
tion needs to be tested. In addition, | showed that | have léggonfirm the trend presented in
Chapter 5 with a grid-based hydrodynamics code, FARGOehithton continuing this study with
this code to confirm the trends being seen. Furthermore, apteh5 | showed preliminary results
on how the radius outside of which fragmentation could tdkegis dfected by the dferent val-
ues of the critical cooling timescale (or equivalentlyfelient values of the ratiBR?/M,) when
considering more realistic cooling. A more thorough inigegion into this would be interesting.
However, given that a particular value of the critical timae has not been established for any
particular system given the resolution issues outlinedhagZer 6, it will not be possible to deter-
mine a single radius outside of which a particular systenh allibw fragmentation to occur, but
instead a range of values may then need to be considered.

The resolution issues identified in Chapter 6 are very woggince many previous results
and conclusions have been based on earlier results of lmlutes simulations (both published
and also the results presented in this thesis). It is vitainderstand first and foremost, why the
simulations in Chapter 6 do not converge, as this poteptaifects and could somewhat nullify
previous results of gravitationally unstable discs.



Appendix A

Boundary height calculation

The vertical boundary heighg, -1 between the optically thick and optically thin region of the
disc is located at the point where the optical depth; 1. Using the expression for the optical
depth

Z
T= —f kopdz, (A.1)
and using
2
P = pOe_ZH_zv (A2)

wherepy, is the density of the midplane of the disc, equation A.1 bezom

% 2
T= —f Kpo€ 2#2dz (A.3)
Using the standard result
f etdt = \/77?(1 — erf(ty)), (A.4)
%)
eqguation A.3 becomes
T )
T=x H\/j(l—erf—): 1, A5
Lo 2 VoH (A.5)
which upon rearrangement, gives
s
— = V2erf+{1- 4/- . A.
H Vaer 7 Hkpo (A-6)
Since
(o] (o] _i
f pdz=pof e 2v2dz (A.7)

and using the standard result
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f et = g (A.8)

upon rearranging, the midplane density can be expressed as

> 2
po= = \E (A.9)

which when substituted into equation A.6, gives

[ee)

% — VZerfl(x) (A.10)
where
1
x=1-—=. (A.11)
KX

The opacity was calculated using the boundary temperatoféepand assuming a low density in
the optically thin upper layers of the dise,= 1 x 10~%g/cnm?, and the surface mass density is
the initial surface mass density of the disc. The inverserdunction is an odd function and is
negative for negative values &f Therefore, | use the absolute values for the boundary heigh

= V2lerf1(x). (A.12)

T



Appendix B

Improved boundary height calculation

The vertical boundary heighg, -1 between the optically thick and optically thin region of the
disc is located at the point where the optical depth, 1. While in Appendix A, the calculation of
the boundary height is only carried out at the start of a satmuh, the calculation described here
gives the flexibility of being able to re-evaluate the bougdeeight part way through a simulation.
Using the expression for the optical depth

T= —be kpdz, (B.1)

and calculating the opacity using the boundary temperaitoéle and assuming a low density,
p = 1x1015g/cn?, the equation becomes

T= Kf pdz = kZp, (B.2)
Z

wherex is taken out of the integral since | assume that in the opyithin region of the boundary,
the disc is vertically isothermal and so is a constant at eadius. X, is the surface mass density
calculated using only the boundary particles. Since

N
~ area ofnznnulus (B-3)
whereN is the number of particles in the boundary anglis the mass of one particle (note that
all the gas particles have the same mass). If all the pastinl¢he annulus are ordered from the
furthest away from the midplane to the closest, the partith represents the boundary between

the optically thick and optically thin region is

area of annulus
b = T
The boundary height is therefore the height at whichNﬁbparticIe is located. To deal with the
case where the = 1 boundary does not exist (i.e. further out in the disc whieeeeintire vertical
extent of the disc is optically thin, | define the boundarygheias being the maximum out of:
the height at which thdéxlg‘ particle is located or the height at which 10% of the pariglethe
annulus being considered are in the boundary. The reasbeinigd this is the same as discussed

(B.4)
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in Section 2.2.5: that an adequate number of particles isinedjin the boundary region to ensure
the loss of energy from the disc by radiation is modelledety, but also ensuring that too many
particles do not make up the boundary such that the evoluidhe disc is determined by the

temperature profile of the boundary particles.



Appendix C

Seiss stellar evolution models

Luminosity Mass
[Lol [Mo]

1.029x 101 0.100
3.776x 10t  0.200
7.229x 10t 0.300
7.835x 1071 0.400
9.536x 107t  0.500

1.187 0.600
1.447 0.700
1.726 0.800
2.037 0.900
2.392 1.000
2.704 1.100
3.112 1.200
3.511 1.300
3.849 1.400
4.300 1.500
4.774 1.600
5.216 1.700
5.750 1.800
6.289 1.900
6.899 2.000
8.255 2.200

1.090x 10!  2.500
1.349x 10t  2.700
2.120x 10t 3.000
8.126x 100  3.500
3.488x 10?  4.000
5.733x 10>  5.000
1.035x 10°  6.000
1.737x10°  7.000

Table C.1. Luminosity and corresponding star mass at an ageMyr, determined using the
stellar evolution models of Siess et al. (2000), using a hieta of Z = 0.01
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