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Ultrafast heating and resolution of recorded crystalline marks
in phase-change media
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Park Road, Exeter EX4 4QF, United Kingdom
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This work presents an analytical study of the thermally activated amorphous-to-crystalline
phase-change process when the heating source has a delta function temporal profile. This simulates
the case of ultrafast heating where crystallization in the amorphous phase-change medium occurs
during cooling. The study produced closed-form expressions that predict the necessary peak
temperature, and hence energy density, in the phase-change medium for successful crystallization
during ultrafast annealing as functions of the kinetic and thermal parameters of the medium.
Closed-form expressions were also derived that provide estimates of the final crystalline mark
widths and tail lengths when phase change has ceased. The analysis indicated the need to reduce the
activation energy of crystallization and the thermal diffusivity of the medium to reduce the initial
peak temperature, produced by the heating source, to avoid melting, to increase the crystallization
rate, to achieve sufficient levels of crystalline fractions during cooling, and to reduce the size of
recorded crystalline marks. Perturbation analysis was carried out to study the effects of latent heat
of crystallization during the fast kinetics phase. The result was reductions in the cooling rate of the
phase-change material, thus requiring lower peak temperatures to achieve higher volumes of
crystalline fraction. Nevertheless, the effects of heat release during crystallization were found to be
modest for the class of current phase-change material used in data storage.
© 2008 American Institute of Physics. �DOI: 10.1063/1.3028269�

I. INTRODUCTION

Storing information on phase-change media involves
heating small volumes of the medium using sources such as
lasers or probes to induce phase transformations that result in
the production of small amorphous or crystalline marks
which have different properties. The amorphous phase is nor-
mally characterized by a low reflection coefficient and small
electrical conductivity, while the crystalline phase is charac-
terized by higher reflectivity and very large electrical con-
ductivity. The different characteristics of the amorphous and
crystalline phases provide the necessary contrast during read-
back to distinguish between the stored binary states.

The thermally activated phase transition process consid-
ered here is complex and the resolution of the final recorded
marks is determined by the heat diffusion process and ther-
mal history of the medium in addition to the kinetics of the
phase-change process. Much progress has been made, in the
form of numerical1–4 and experimental2,5–7 studies, to under-
stand the mark formation process, material requirements, and
design of thermal layers to support the required recording
resolutions and data rates.

To maintain the increases in writing and erasing data
rates in storage technologies involving phase-change media,
it is equally important to investigate the thermal and kinetic
requirements that allow successful crystallization at very
high speeds. Although amorphization from the initial crystal-
line phase has been shown experimentally8,9 and
theoretically10 to occur within a 1 ns time scale, crystalliza-

tion has been difficult to achieve in time scales less than
hundreds of nanoseconds.8 Nevertheless, crystallization at
shorter time scales has been demonstrated by use of appro-
priate thermal layers.9,11

The present work aims to explore analytic descriptions
of the heat flow and the amorphous-to-crystalline phase tran-
sition processes during high-speed annealing. This is mainly
to study the thermal and kinetic requirements of the phase-
change medium �and hence heating source� for successful
crystallization during high-speed annealing and to provide
estimates of the final widths of recorded crystalline marks
and hence resolution of the recording system. The outcomes
of the analysis can also contribute toward explaining pub-
lished experimental observations of high-speed annealing ex-
periments on phase-change media.

The fundamental equations of the heat diffusion process
and reaction rate are presented in Sec. II of this paper and
nondimensionalized to simplify the analysis. A detailed treat-
ment of the heat flow process is presented in Sec. III to
derive expressions for the time when phase change ceases
and the final widths of crystalline marks. The kinetics of the
phase-change process are incorporated in Secs. IV and V to
study the requirements for the initial peak temperature, and
hence source energy density, in the medium during high-
speed crystallization. Using this information, expressions are
derived for the final crystalline mark widths and tail lengths
that determine the recording resolution of the storage me-
dium. Finally, perturbation analyses are carried out in Sec.a�Electronic mail: m.m.aziz@ex.ac.uk.
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VI to study the influence of heat release during crystalliza-
tion on heat flow in the material during the fast kinetics
phase.

The phase-change process considered here is the rapid
crystallization from the amorphous initial phase and does not
involve crystallization through melt-quench processes.11 In
this work, it is assumed that the thermal anisotropies of the
amorphous and crystalline phases have negligible effect on
the phase-change process and hence on resolution of crystal-
line marks. Hence only the thermal parameters of the amor-
phous phase will be used in this paper. This has been shown
to be valid recently by the authors for the class of phase-
change materials used in data storage12 and confirmed here
with emphasis on the influence of latent heat of crystalliza-
tion during ultrafast annealing. Moreover, the analysis ex-
cludes the influence of thermal layers on heat flow in the
phase-change medium since the focus here is on the intrinsic
thermal and kinetic parameters of the active layer during
ultrafast heating. The effects of heat sinking and sandwiching
layers are discussed in detail elsewere,9,13–15 and their effects
may be included to extend the present work following the
analytical treatment in Ref. 10. Finally, the treatment of ki-
netics here does not take into account incubation times for
the onset of crystallization.5 Hence it applies more to melt-
quenched or primed amorphous phase-change media.16

II. HEAT FLOW AND REACTION RATE EQUATIONS

The time dependent, isotropic heat conduction equation
in one dimension is given by

�Cp
�T�x,t�

�t
= K

�2T�x,t�
�x2 , �1�

where T is the absolute temperature and � is the density of
the material with thermal conductivity K and specific heat
Cp. There is a small volume change associated with the
phase-change process6,17 ��6% for Ge2Sb2Te5� and for sim-
plicity � in Eq. �1� represents the average density of the
amorphous and crystalline phases.

The rate of change in crystalline volume fraction, ��x , t�,
will be described by the first-order, Arrhenius-type
relationship:18

���x,t�
�t

= �1 − ��x,t��Ac exp� − Ec

kT�x,t�� , �2�

where Ec is the activation energy for crystallization and Ac is
the frequency term; both are considered to be temperature
independent. k is Boltzmann’s constant and T is the absolute
temperature. Since the onset time for the creation of critical
nuclei or incubation time is not considered in Eq. �2�, then
the activation energy used would most likely be that for grain
growth. Details of the assumptions involved and the deriva-
tion of the reaction rate equation in Eq. �2� were detailed by
Avrami.19–21

The heat conduction and rate equations can be nondi-
mensionalized to reduce the mathematical complexity of the
analysis using the scaling relationships x=xo�, t= to�, and
T�x , t�−To=To��� ,��, where xo and to are the size scales of
the variables in the system and To is the ambient tempera-

ture. The volume fraction of the crystalline material � does
not require rescaling. Substituting the rescaled variables and
setting Kto / �xo

2Cp��=1 results in the nondimensionalized
form of the heat equation:

����,��
��

=
�2���,��

��2 . �3�

Substituting the scaling relationships into Eq. �2� results
in the nondimensionalized form of the kinetics equation

����,��
��

= �1 − ���,���� exp� − �

���,�� + 1
� , �4�

where �= toAc and �=Ec / �kTo�.

A. The heating source

Sources of heat energy such as lasers or probes in data
storage applications typically produce symmetrical, bell-
shaped temperature fields in the phase-change medium with
tails that tend to the ambient temperature away from the
center of the heat source. The Gaussian function conforms to
this description and is used here as the initial temperature
profile in the phase-change medium, written in normalized
form as

���,0� = �pe�−xo
2/2�2��2

. �5�

The parameter � describes the width of this distribution at
e−1/2 or 0.6 of its peak value, �p= �Tp−To� /To, with Tp being
the initial peak temperature. The peak temperature in the
medium reflects the magnitude of the power supplied by
sources such as lasers in optical storage and voltages in
probe systems and is an important control parameter particu-
larly during ultrafast heating as will be discussed later.

The heat flow system described by Eq. �3� and the initial
Gaussian profile is equivalent to a heat flow problem with an
added heat generation term described by a Gaussian spatial
function with a Dirac delta temporal profile, simulating an
ultrafast heating pulse supplied by the heating source to the
medium. This case is of practical importance in the study of
the formation and resolution of recorded marks in ultrafast
annealing regimes. The peak energy per unit volume of the
medium, gp, is then related to the peak temperature through

gp =
K

	
�Tp − To� , �6�

where 	=K /�Cp is the thermal diffusivity of the medium. In
the following analysis, the attention will be on the peak tem-
perature as the main parameter rather than energy density.
This is to enable direct comparison with characteristic tem-
peratures in the system such as the melting temperature of
the phase-change material. Equation �6� can be used when
needed to calculate the corresponding energy density in the
medium for the specific heating source.
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III. ESTIMATION OF THE FINAL WIDTH OF THE
CRYSTALLINE REGION WHEN PHASE CHANGE HAS
CEASED

The amorphous-to-crystalline phase transition process is
taken here to be thermally activated, and hence the spreading
of the crystalline mark follows the heat diffusion in the ma-
terial starting from the initial temperature profile. This trans-
formation will take place within a region defined by the ther-
mal profile in the medium where the temperature exceeds the
crystallization temperature Tc of the phase-change medium.
As heat diffuses through the material, the temperature con-
tinues to decrease until it falls below the Tc and phase change
ceases. Therefore the final crystalline mark width is deter-
mined when thermal spreading, identified by the increase in
the thermal contour T=Tc �or �=�c in normalized form�,
stops.

For the Gaussian initial temperature profile, it can be
shown that the solution to the isotropic heat flow problem in
Eq. �3� is given by


��,�� =

pe�−xo

2/�2�2�/�1+2xo
2�/�2���2

�1 + 2xo
2�/�2

. �7�

The spatial location �c at which �=�c where phase change
ceases and defines the boundaries of the crystalline mark can
be obtained from Eq. �7� and is given by

�c = ��− �1 + 2xo
2�/�2�

xo
2/�2�2�

ln	
c


p

�1 +
2xo

2

�2 �
 . �8�

The isotherm at �c will start to increase as heat diffuses from
the initial temperature profile, reaches a maximum, and then
decreases as temperature continues to fall and the spreading
stops. Hence the time �c at which the boundary �c is a maxi-
mum can be used as a realistic indicator of the end of thermal
and hence amorphous-to-crystalline phase-change spreading.
Thus maximizing Eq. �8� and solving for the normalized
time yields

�c =
�2

2xo
2�1

e
	
p


c

2

− 1� . �9�

Substituting Eq. �9� back into Eq. �8� yields the spatial dis-
tance, from the origin, over which spreading stops:

�c
�c = �

�

xo
�e


p


c
. �10�

The width of the final crystalline mark, W, is then W /xo

=2�c
�c, or in dimensional form:

W =
2�

�e

�Tp − To�
�Tc − To�

. �11�

The spatial locations where T�Tc will also have a finite
volume crystalline fraction and these define the tail regions
of the final crystalline mark. The extent of these tails will be
determined later in this paper. Equation �10� shows that the
size of the recorded crystalline mark can be minimized by
reducing the width of the initial temperature profile � and by
reducing the peak temperature 
p, which should be suffi-
ciently greater than Tc but less than the melting temperature

Tm of the phase-change medium. The dependence of the peak
temperature on the kinetic and thermal parameters of the
material, which influences the mark size as indicated in Eq.
�10�, will be addressed next.

IV. PEAK TEMPERATURE REQUIREMENT

So far, the choice of the initial peak temperature Tp in
the medium, produced by the heating source, has been re-
stricted only by the implicit requirement that it should be
greater than the crystallization temperature Tc and less than
the melting temperature Tm. In ultrafast heating, crystalliza-
tion occurs during cooling rather than heating, and this puts
more emphasis on the initial peak temperature as it deter-
mines the magnitude and rate of crystallization that can be
achieved during cooling.

To achieve fast crystallization and hence obtain a suffi-
cient level of crystalline fraction during cooling, the logical
requirement would be for the crystallization rate to be higher
than the cooling rate of the temperature in the medium, or

� ��

��
�  � �


��
� . �12�

This requirement will be evaluated at the location of peak
temperature, where �=0, as a representative location for the
region where approximately uniform crystallization occurs
�i.e., where TTc�, within the time scale of thermal and
phase-change spreading. After application of the initial tem-
perature profile, it is expected that the crystallization rate is
large and hence the fraction of crystalline material settles to
the steady-state value within a short time. At these small
times, the reduction in temperature with time may be repre-
sented by the linear approximation shown as the dashed line
in Fig. 1, obtained by expanding Eq. �7� to first order:


�0,�� � 
p	1 −
xo

2

�2�
 , �13�

with cooling rate −
pxo
2 /�2 �or −	�Tp−To� /�2 in dimen-

sional form�. Substituting Eq. �13� into Eq. �4� and integrat-
ing yields the evolution of volume fraction of crystalline
material with time during the linear decrease in temperature
at �=0 as

FIG. 1. Evolution of crystalline fraction with time at the location x=0 for
different initial peak temperatures Tp. Also shown is the normalized peak
temperature at the same location and its linear approximation.
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��0,�� = 1 − �1 − ��0,0��exp �


pxo
2/�2��
p + 1 − 
pxo

2�/�2�

�e−�/�
p+1−
pxo
2�/�2� + � Ei	 − �


p + 1 − 
pxo
2�/�2


− �
p + 1�e−�/�
p+1� − � Ei	 − �


p + 1

�� , �14�

where ��0,0� is the initial volume fraction of crystalline ma-
terial and Ei�·� is the exponential integral. Expanding Eq.
�14� for small � yields the linear approximation

1 − ��0,�� � �1 − ��0,0���1 − ��e−�/�
p+1�� . �15�

Differentiating Eqs. �13� and �15� and substituting into Eq.
�12� lead to the first requirement for the initial peak tempera-
ture to ensure high crystallization rates:


p + 1  � �

ln���2�1 − ��0,0��/xo
2�
� . �16�

In deriving Eq. �16� use was made of the fact that � / �
p

+1� ln�
p� since 
p�0→3 �i.e., TP varies approximately
in the range To→4To� and �1. In dimensional form, Eq.
�16� is

Tp  � Ec

k ln�Ac�
2�1 − ��0,0��/	�

� . �17�

Equation �17� gives the minimum value of the initial peak
temperature, and hence minimum source energy density from
Eq. �6�, that is needed in order to achieve a crystallization
rate higher than the cooling rate in the medium and hence
produce amorphous-to-crystalline phase change during cool-
ing. Substituting the parameters in Table I, which are for a
typical phase-change material employed in data storage sys-

tems, into Eq. �17� for the amorphous starting phase
���0,0�=0� produces Tp742 K to satisfy the inequality in
Eq. �12�.

In addition to facilitating high crystallization rates, the
magnitude of the initial peak temperature should also permit
the production of adequate levels of crystalline volume frac-
tion in the material during cooling to provide sufficient con-
trast for detection and readback. Figure 1 shows a plot of the
fraction of crystalline material computed using Eq. �14� for
different values of peak temperature when ��0,0�=0 �i.e.,
amorphous starting phase�. This figure shows that a narrow
temperature range above 800 K �approaching the melting
temperature of the phase-change material considered here� is
needed to produce acceptable volume fractions of crystalline
material of 0.5 and above. It can also be seen in Fig. 1 that
increasing the peak temperature increases the crystallization
rate and reduces the crystallization time constant �time where
the small time asymptote of the crystalline fraction given in
Eq. �15� intersects the steady-state asymptote given by Eq.
�18��. In general, Fig. 1 shows approximately a 10 ns time
scale for the amorphous-to-crystalline phase transition using
the material parameters and one-dimensional geometry con-
sidered here. This time lies within the range where the linear
approximation for the temperature in Eq. �13� is valid and is
also in good agreement with picosecond, laser annealing
crystallization experiments on phase-change media.9

Thus, in addition to satisfying the high crystallization
rate requirement in Eq. �12�, the magnitude of the peak tem-
perature must also be controlled to produce sufficient levels
of crystalline fraction �0.5 here� for use in data storage
applications. The final or steady-state value of crystalline
fraction �s occurs in Eq. �14� when 
p+1�
pxo

2� /�2 and
can be approximated using 1+e� Ei�−���1 / �1+�� and for
large values of � to

1 − �s � �1 − ��0,0��exp� − ��2

xo
2�
p

�
p + 1�2e−�/�
p+1�� .

�18�

Equation �18� cannot be solved exactly for the peak tempera-
ture 
p, but for typical values of 
p in the range 0→3, the
following good approximation is obtained:


p + 1 �
− �

ln− �xo
2

4��2 ln� 1 − �s

1 − ��0,0���
, �19�

or in dimensional form:

Tp �
− Ec

k ln − 	

4Ac�
2

Ec

kTo
ln� 1 − �s

1 − ��0,0���
. �20�

The larger of Eqs. �17� and �20� can be used to deter-
mine the appropriate value of Tp to achieve high crystalliza-
tion rates and sufficient level crystalline fraction �s during
rapid annealing of phase-change media. For the material pa-
rameters listed in Table I, a value of Tp=850 K would sat-

TABLE I. List of thermal, kinetic, and structural parameters for Ge2Sb2Te5

available from literature for the amorphous phase. � is the density of the
material, Tm and Tc are the melting and crystallization temperatures, respec-
tively, Cp and K are the specific heat and thermal conductivity, respectively,
Lc is the specific latent heat of crystallization, and 	 is the thermal diffusiv-
ity. Ec is the activation energy for crystallization and Ac is the frequency
term.

Symbol Value Units

� 5995a kg /m3

Tm �5 K/min� 894b K
Tc �80 K/min� 446b K
Cp 218c J /kg K
Lc 3.8d kJ/kg
K �300 K� 0.23e,f W /m K
	=K / ��Cp� 176�10−9 m2 /s
Ec 2.2g,h eV
Ac 1.5�1022 h s−1

aAverage density of amorphous and crystalline phases, Refs. 6 and 17.
bReference 22.
cDulong–Petit value for the molar heat capacity at constant pressure, i.e.,
C=3Nk for nine atoms of Ge2Sb2Te5. Also appeared in Refs. 1 and 2.
dReference 23.
eReference 24.
fReference 25.
gReference 26.
hReference 5.
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isfy Eqs. �17� and �20� and yield a volume fraction of crys-
talline material of 0.9 and hence is used throughout this
work.

The analytical expressions for the peak temperature in
Eqs. �17� and �20� show that the peak temperature is directly
proportional to the activation energy of crystallization. The
effect of thermal diffusivity on peak temperature in these
equations is of less significance because of the logarithmic
dependence. The peak temperatures needed to satisfy the re-
quirements in Eqs. �17� and �20� also occur within a narrow
range that approaches the melting temperature of the phase-
change medium under consideration, even for modest crys-
talline fractions �s. This could explain the published results
of fast laser heating experiments of amorphous phase-change
material which either lead to melting9,27 or resulted in
burned-out holes in the amorphous material.8 Table II shows
calculations of peak temperatures for a number of phase-
change materials used in data storage using Eqs. �17� and
�20� and using the representative thermal parameters in Table
I for an initial Gaussian temperature profile with width �
=100 nm. It can be seen from Table II that, for compositions
other than Ge2Sb2Te5, the required peak temperatures exceed
the published melting temperatures for the respective mate-
rials. The theory produced here suggests the use of a material
with low activation energy in order to reduce the peak tem-
perature and avoid melting. Reducing the activation energy
also has the effect of increasing the crystallization rate of the
material, producing higher fractions of crystalline material,
��1, at very short time scales. Even for a material such as
Ge2Sb2Te5, it would still be difficult to precisely control the
energy of the heating source to achieve a peak temperature of
850 K, which is close to the melting temperature, in the
medium. Thus in addition to controlling the peak tempera-
ture in the medium in this case, it would also be necessary to
make use of buffer and heat sinking layers with the appro-
priate thermal diffusivity in the material stack to alleviate the
stringent peak temperature requirement for fast crystalliza-
tion in the phase-change layer.9

V. CRYSTALLINE MARK RESOLUTION

The width of the crystalline mark determines the pos-
sible linear and areal density in a storage medium. An im-
portant parameter that affects these densities is the extent of

the tail regions of the crystalline mark where the volume
fraction of crystalline material decreases from approximately
1 to 0. The extent of these tail regions determines how far
crystalline bits can be written next to each other before they
start to overlap and hence limits the linear density of the
medium. It is therefore useful to obtain an estimate of the
extent of these regions and their dependence on the material
and recording parameters in the system.

Previous work indicated that the transition or crystalliza-
tion temperature Tc occurs when the reaction rate is
maximum.18,30 This condition can be applied at the location
�c �defining the crystalline-amorphous boundary of the final
crystalline mark at time �c� to estimate the length of the tail
regions. Hence maximizing Eq. �4� gives

� ����,��
��

��c

�c

= �
�1 − ���c,�c��

�
c + 1�2 � � �
��,��
��

��c

�c

, �21�

where the first term on the right-hand side of Eq. �21� repre-
sents the change in crystalline fraction with temperature
�� /�
. It will be taken here that the maximum reaction rate
occurs within the transition region between the amorphous
and crystalline phases where ���c ,�c��0.5 �natural transi-
tion point between a mark representing unity and a mark
representing zero�, implying that the spatial dependence of
��� ,�� over the tail region defined by D will have a sigmoid
form. This is in line with theoretical work that showed that
the fraction of crystallized material is approximately 0.63 at
the maximum reaction rate30 and that there is a finite spatial
length for the amorphous-to-crystalline transition in the me-
dium. Under typical operating conditions the onset tempera-
ture for the phase change �or temperature of maximum reac-
tion rate� will not be orders of magnitude greater than room
temperature; thus given that ��1 ��84 from Table I�, Eq.
�21� requires that ����� ,�� /����c

�c

� ��
�� ,�� /����c

�c

. This

clearly shows that the spatial gradient of the tail regions
when phase change ceases is steeper than the spatial gradient
of the temperature profile.

Assuming that the final crystalline mark at time �c has
the profile shown in Fig. 2 where the tail regions are repre-
sented by a ramp function, then the slope of the ramp func-
tion at ���c ,�c��0.5 is

TABLE II. List of phase-change materials used in data storage, their acti-
vation energies Ec, and their melting temperatures Tm from literature. Their
peak temperatures Tp were calculated according to Eqs. �17� and �20� and
the thermal parameters in Table I to achieve a final fraction of crystalline
material of 0.9.

Material
Ec

�eV�
Tp

�K�
Tm

�K�

Ge2Sb2Te5 2.24a 850 894b

AgInSbTe 3.03c 1164 810b

Ge4Sb1Te5 3.48d 1343 967b

aReferences 5 and 26.
bReference 22.
cReference 28.
dReference 29.

FIG. 2. Assumed spatial distribution of final crystalline mark after phase
change is complete. For the Ge2Sb2Te5 material parameters listed in Table I,
theory showed W=457 nm and D=24 nm for an initial temperature pulse
width �=100 nm.
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�� ����,��
��

���c

�c

=
xo

D
.

The spatial gradient of the temperature at �c and �c from Eq.
�7� is

�� �
��,��
��

���c

�c

= �e
xo

�


c
2


p
.

Substituting the two spatial gradients in Eq. �21� and solving
for D yields the tail length

D =
2�

�e


p

�
	1 + 
c


c

2

=
2�

�e

k�Tp − To�
Ec

	 Tc

Tc − To

2

=
W

�Tc − To�Ec/kTc
2 , �22�

where W is the width of the crystalline region given by Eq.
�11�. Equation �22� clearly shows that the tail length scales
with the initial temperature distribution length � and is in-
versely proportional to the activation energy of crystalliza-
tion of the medium, in agreement with the results of the
slope theory.30 However, since the peak temperature is di-
rectly proportional to the activation energy from Eq. �20�, the
above dependence of the tail length changes in favor of small
activation energies �and hence peak temperatures� to mini-
mize the tail length.

Using a peak temperature of 850 K as determined previ-
ously, it is now possible to estimate the size of the final
crystalline mark, including the tail lengths, after thermal and
phase-change spreadings are complete. The final mark width
W can be evaluated using Eq. �11� for an initial temperature
pulse width �=100 nm and is W=457 nm, while the tail
length from Eq. �22� is D=24 nm. Hence the overall mark
size W+D=481 nm.

Figure 3 shows the final computed crystalline mark
widths and tail lengths as functions of the activation energy
and the corresponding peak temperatures calculated using
Eqs. �17� and �20� for the thermal parameters in Table I. It
can be clearly seen from Fig. 3 that the width of the final

crystalline marks, the tail length, and peak temperatures all
decrease with reducing activation energy. Reducing the acti-
vation energy increases the crystallization rate, allowing the
material to crystallize within very short time scales. More-
over, the resulting reduction in the operating peak tempera-
ture avoids melting and reduces the required energy supplied
by heating sources.

The widths and tail lengths of final crystalline marks
also exhibit a dependence on the thermal diffusivity of the
medium through the peak temperature. This dependence is,
however, logarithmic as can be observed from Eqs. �17� and
�20� and therefore has less impact on the resolution of crys-
talline marks compared to the dependence on activation en-
ergy. Nevertheless, this dependence favors smaller thermal
diffusivities to reduce the final crystalline mark width and
tail length. The small thermal diffusivity reduces the cooling
rate of the medium after the initial thermal profile, allowing
sufficient time for the amorphous-to-crystalline transforma-
tion process to take place and to produce sufficient crystal-
line fractions before the temperature decreases significantly
in the medium. Figure 4 shows that the final crystalline mark
width W and tail length D increase only slightly for large
increases in 	 due to the logarithmic dependence and that the
change in peak temperature with increasing thermal diffusiv-
ity is also small.

Correlation moment analysis carried out by the authors
to study the effect of thermal anisotropies during phase
change,12 which were based on the heat flow process alone,
produced upper estimates for the time when phase change
ceases and the time dependent correlation length of crystal-
line marks during the amorphous-to-crystalline phase transi-
tion process. The analytical work carried out in this paper
takes into account the kinetics of the phase change and pro-
duced more practical times for when phase-change spreading
stops and hence allows to compare the resolution of crystal-
line marks produced by this theory with that from the corre-
lation moment analysis based on heat flow alone. Evaluating
the correlation length d�,��tc� for the final crystalline mark
profile in Fig. 2 using Eqs. �6� and �8� of Ref. 12 yields

FIG. 3. Variation in crystalline mark width W and tail length D with acti-
vation energy. Also shown on the upper x axis is the calculated correspond-
ing peak temperature. The thermal parameters listed in Table I were used in
the calculations. This plot favors small activation energies �and hence re-
duced peak temperatures� to minimize the width and tail length of the re-
corded mark.

FIG. 4. Plot showing the dependence of final crystalline mark width W and
tail length D on the thermal diffusivity of the medium. Also shown is the
corresponding peak temperature for a fixed value of the activation energy
Ec=2.2 eV.
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d�,��tc� =�D4 + 10D2W2 + 5W4

10�D2 + 3W2�
. �23�

Substituting the calculated values for W and D in Eq. �23�
yields d�,��tc�=187 nm. This value is smaller than the upper
value estimated using correlation moment analysis �533 nm�
for the same initial temperature profile and thermal param-
eters. This difference may be attributed to the overestimated
time of the end of thermal spreading predicted using the
correlation moment analysis which is equal to 350 ns, com-
pared to 120 ns computed using Eq. �9� of this paper. This
difference is expected since the upper estimators produced
by the correlation moment analysis are based on the wider
thermal profile in the medium rather than the actual and
more confined profile of the crystalline mark which tends to
follow a window function with sharp tails.

VI. EFFECT OF LATENT HEAT OF CRYSTALLIZATION

The authors recently reported that the influence of
anisotropies in the thermal parameters of phase-change ma-
terial used in data storage during the phase-change process is
negligible.12 This also applies to the effect of the release of
latent heat during crystallization where the coefficient of the
nonlinearity in the heat conduction equation due to latent
heat, �=Lc / �CpTo�, is small with values around 0.06 for
phase-change materials used in storage applications such as
Ge2Sb2Te5, Ge4Sb1Te5, and AgInSbTe.22 As a result, the
thermal anisotropies in this work were neglected, allowing
the use of the simpler isotropic heat flow analysis. Neverthe-
less, it is constructive to understand the influence of latent
heat of crystallization on the cooling rate and peak tempera-
ture requirements for different phase-change recording mate-
rials during ultrafast heating. Hence, first-order perturbation
solutions for the nonlinear heat conduction equation and re-
action rate equation, including the release of latent heat dur-
ing crystallization, are derived in the Appendix.

The effect of latent heat is evident in Eq. �A13� which
describes an increase in the dynamic temperature at �=0 due
to an added, self-heating term after the application of a
Gaussian temperature pulse. In particular, the cooling rate of
the temperature at �=0 is now decreased from −
pxo

2 /�2

�the case with no latent heat where �=0� to

� �


��
�

�=0
= − 
p

xo
2

�2 + ��1 − ��0,0���e−�/�
p+1� �24�

due to the release of latent heat.
The consequence of the reduction in the cooling rate is

less stringent requirements on the peak applied temperature
�and hence energy density� in the phase-change material to
achieve high crystallization rates and sufficient volume frac-
tions of crystalline material during cooling. The high crystal-
lization rate requirement in Eq. �12� can be evaluated again
here to include the heat release during crystallization using
Eq. �24� and by expanding Eq. �A14� to first order for small
times to yield the same crystallization rate as for the unper-
turbed system as given by differentiating Eq. �15� with re-
spect to �. This results in the peak temperature requirement

Tp  � Ec

k ln�Ac�
2�1 + ���1 − ��0,0��/	�

� , �25�

which is similar to the inequality in Eq. �17� but now re-
duced by a factor of ln�1+�� due to latent heat. The logarith-
mic dependence means that the release of latent heat has
negligible effect on the crystallization rate. This can be seen
by substituting the parameters in Table I into Eq. �25� yield-
ing a Tp740 which represents a negligible reduction in
temperature compared to the case where latent heat is ne-
glected �Tp742�.

The reduction in cooling rate due to the release of latent
heat also allows the phase-change material to produce higher
levels of crystalline volume fractions. This effect can be seen
in Fig. 5 which shows volume fractions of crystalline mate-
rial, computed using Eq. �A14�, for different values of peak
applied temperatures and compared with crystalline fractions
with no added latent heat ��=0�. The increase in volume
fraction with the release of latent heat can also be appreci-
ated by determining the steady-state value of � in Eq. �A14�
which, using the same approximations used to derive Eq.
�18�, is now increased to

�s � 1 − �1 − ��0,0��exp�− 4��2

xo
2�

e−�/�
p+1��
�1 − 2�

�1 − ��0,0���2

�xo
4/�4 e−2�/�
p+1�� . �26�

Equation �26� cannot be solved exactly for the peak tempera-
ture 
p and was therefore determined numerically to achieve
a steady-state volume fraction �s=0.9. The peak temperature
requirement in this case is Tp�820 K, which again is a
modest reduction compared to the requirement when latent
heat was neglected in the previous analysis �850 K�.

The perturbation analyses carried out in this paper are
valid for small values � and particularly at small times �
where the kinetics are important. Moreover, the theory was
simplified to ignore the movement of the two phases in the
material, and therefore cannot predict the propagation dy-
namics of the crystallization front, and hence the width of the

FIG. 5. Evolution of crystalline fraction with time at the location x=0 for
different initial peak temperatures Tp with and without ��=0� the effects of
latent heat of crystallization. Also shown is the normalized peak tempera-
tures at the same location and calculated for Tp=820 K. The latent heat
reduces the cooling rate in the medium, thus increasing the volume fraction
of crystalline material with modest reductions in peak temperature
requirements.
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final crystalline mark when phase change ceases. This is
more the domain of numerical analysis31,32 which showed an
increase in the velocity of the crystalline-amorphous front
with the increase in latent heat during crystallization. This
effect is expected to be small for the material parameters
listed in Table I due to the small value of � and would be
significant for Sb-rich material having relatively large latent
heat of crystallization with Lc /Cp=333 K �Ref. 31�
�hence �1�.

VII. CONCLUSIONS

An analytical study was presented that predicts the res-
olution of the final recorded crystalline marks during ultra-
high heating where the heating source has a Dirac delta func-
tion time profile and applicable to melt-quenched or primed
amorphous media where there is no incubation time.

The analysis produced an expression for the time when
thermal spreading stops as the time where the location at
which T=Tc is a maximum. Using this time, an expression
for the width of the final crystalline mark was obtained that
scales with the width of the initial temperature profile and
proportional to the initial peak temperature. This expression
emphasized the importance of the value of the peak initial
temperature �and hence supplied heat energy� in determining
the crystallization rate and final volume of crystalline frac-
tion. Imposing the requirements that the crystallization rate
be greater than the cooling rate after application of the initial
temperature profile and that there exists a sufficient volume
fraction of crystalline material ��0.5� use in data storage
applications, two closed-form expressions for the peak tem-
perature were produced. These expressions can be used to
determine the required peak temperature �and hence heating
source energy density� as a function of the kinetic and ther-
mal parameters of the phase-change material. These expres-
sions showed explicitly that the peak temperature is directly
proportional to the activation energy of crystallization and
less significantly on the thermal diffusivity of the material.
Using published parameters for Ge2Sb2Te5 and other compo-
sitions that are used in data storage applications, the derived
expressions revealed that the required initial peak tempera-
tures were very close or exceeded the melting temperature of
the material, which agrees with the published observations of
fast laser heating experiments on phase-change media. Thus
to reduce this peak temperature the theory suggests the use of
phase-change material with lower activation energy to in-
crease the crystallization rate and final volume fraction of
crystalline material. In addition to this, the cooling rate of the
material can be reduced, although to a lesser extent, by re-
ducing the thermal diffusivity of the material.

By maximizing the reaction rate of crystallization at the
location and time where phase change ceases, an analytical
expression was developed that described the extent of the tail
region in the final crystalline mark. It was found that the tail
length decreased with decreasing activation energy �and
hence peak temperature�, which is desirable to increase the
linear density of the storage medium.

Therefore to minimize the final crystalline mark width
and its tail length, and hence increase the resolution of the

phase-change medium during ultrafast crystallization, the
theory presented in this paper showed that a material with
low activation energy of crystallization and of low thermal
diffusivity would be needed. This would reduce the required
initial peak temperature to avoid melting, increase the crys-
tallization rate, and achieve sufficient levels of crystallization
in the material within a 10 ns time scale.

Perturbation analyses were also carried out to study the
role of the release of latent heat during rapid crystallization.
The analyses revealed a reduction in the cooling rate of the
medium due to the release of latent heat which leads to the
production of higher levels of crystalline volume fraction
using lower peak temperatures. This effect, however, was
found to be modest for the class of phase-change material
used currently in data storage.

APPENDIX: PERTURBATION ANALYSIS OF HEAT
FLOW EQUATION INCLUDING THE RELEASE
OF LATENT HEAT DURING PHASE-CHAGE

Assuming that there are no anisotropies in the thermal
parameter of the two phases in the material, that there is no
motion of the phases, and that pressure is constant, the nor-
malized heat conduction equation including the latent heat of
crystallization is given by12

�
��,��
��

=
�2
��,��

��2 + �
����,��

��
, �A1�

where �=Lc / �CpTo� and � is the volume fraction of crystal-
line material. Since ��1, the solution to Eq. �A1� can be
written as a first-order perturbation series in �:


��,�� = 
0��,�� + �
1��,�� , �A2�

where 
0 and 
1 are the linear and nonlinear �correction�
temperatures, respectively, that need to be determined. Sub-
stituting Eq. �A2� into Eq. �A1� yields

�
0��,��
��

+ �
�
1��,��

��
=

�2
0��,��
��2 + �

�2
1��,��
��2

+ �
����,��

��
. �A3�

Substituting Eq. �A2� into the rate equation �2�, expanding
for small �, and integrating yields the explicit solution

���,�� = 1 − �1 − ���,0��

�exp− ��
0

�

exp� − �


0��,�� + 1
�d���

�1 − ����
0

�

exp� − �


0��,�� + 1
�

� 
1��,��
�
0��,�� + 1�2�d��� , �A4�

where ��� ,0� is the volume fraction of crystalline material at
time �=0. Hence the volume fraction of crystalline material
can be written in the form of the series
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���,�� = �0��,�� + ��1��,�� , �A5�

where �0 is the solution of Eq. �A4� when �=0 and �1 is the
second term on the right-hand side of Eq. �A4�.

Substituting Eq. �A5� into Eq. �A3� and matching terms
up to first order in � produces the two linear partial differen-
tial equations for 
0 and 
1:

�
0��,��
��

=
�2
0��,��

��2 , �A6�

�
1��,��
��

=
�2
1��,��

��2 + �
��0��,��

��
, �A7�

subject to the boundary conditions that �
0 ,
1�→0, ∀�
�0, and the initial conditions that 
0�� ,0�= f��� and

1�� ,0�=0, where f��� is the Gaussian profile given by Eq.
�5�.

The solution of Eq. �A6� for 
0 is given by Eq. �7�.
Expanding this solution for small � for simplicity gives


0�0,�� � 
pe�−xo
2/2�2��2�1 −

xo
2

�2�	1 −
xo

2

�2�2
� . �A8�

The zeroth-order term for the volume of crystalline fraction,
�0, can now be determined by substituting Eq. �A8� into the
first term on the right-hand side of Eq. �A4�. Integration
yields the expression in Eq. �14� but with 
p replaced by


pe�−xo
2/2�2��2

and xo
2 /�2 replaced by xo

2 /�2�1−xo
2�2 /�2�.

Again expanding to first order around �=0 for simplicity
yields the linear approximation

1 − �0��,�� � �1 − ���,0��1 − exp� − �


pe�−xo
2/2�2��2

+ 1
��� .

�A9�

The temperature 
1 due to latent heat can now be deter-
mined using the derivative of Eq. �A9� with respect to � as
the source term in Eq. �A7�. To produce an analytical solu-
tion to Eq. �A7�, the following good approximation was used
for Eq. �A9�:

1 − �0��,�� � �1 − ���,0���1 − � exp	 − �


p + 1
− ��2
�� ,

�A10�

with �= ��
pxo
2 /�2� /2�
p+1�2. Differentiating Eq. �A10�

with respect to �, substituting in Eq. �A7�, and solving pro-

duces the closed-form solution for the correction temperature

1:


1��,�� =
�1 − ���,0���

2�
e−�/�
p+1�

�e−��2/�1+4����1 + 4�� − e−��2

− �����erf����� − erf	 ���

�1 + 4��

�� ,

�A11�

where erf�·� is the error function.
Using Eqs. �A8� and �A11� into Eq. �A2� provides an

approximate analytical solution for the dynamic temperature
in the phase-change layer during crystallization after the ap-
plication of an infinitely short Gaussian temperature pulse
and including the effect of the release of latent heat. The
corresponding crystalline volume fraction can now be evalu-
ated by substituting Eqs. �A8� and �A11� into Eq. �A4�.

The focus here is on the location of maximum tempera-
ture in the medium to represent an approximate region of
uniform crystallization. In this case, the normalized tempera-
ture evaluated at �=0 from Eqs. �A8� and �A11� into Eq.
�A2� becomes


�0,�� � 
p	1 −
xo

2

�2�
 + �
�1 − ��0,0���

2�
e−�/�
p+1�

���1 + 4�� − 1� . �A12�

To be able to derive an analytical expression for the
volume fraction of crystalline material in Eq. �A4� at �=0,
the square root in 
1 can be expanded for small values of �
using a first-order Padé approximation. yielding


�0,�� � 
p	1 −
xo

2

�2�
 + ��1

− ��0,0���e−�/�
p+1� �

1 + ��
, �A13�

which upon substitution, along with 
0 at �=0, into Eq.
�A4� and integration gives

��0,�� = �0�0,�� + ��1 − �0�0,���
��1 − ��0,0��

�
pxo
2/�2 + ��
p + 1��

�2e−�/�
p+1� � e−��/�
pxo
2/�2+��
p+1��

�Ei� − �
pxo
2/�2

�
p + 1��
pxo
2/�2 + ��
p + 1��� − Ei� − ��


pxo
2/�2 + ��
p + 1�

−
�

�
p + 1� − 
pxo
2�/�2��

−
�
p + 1��
pxo

2/�2 + ��
p + 1��
�
pxo

2/�2 �e−�/��
p+1�−
pxo
2�/�2� − e−�/�
p+1��� , �A14�
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where �0�0,�� is given by Eq. �14�.
The perturbation analysis carried out here is valid pro-

vided that the second term in the series expansion of Eq.
�A12� �or Eq. �A13�� is smaller than the first term, i.e., � is
small. This also requires that the slope of the temperature
remains approximately negative.
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