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A random walk through the dynamics of homogeneous vapor-liquid
nucleation

David M. Huang and Phil Attard®
School of Chemistry, University of Sydney, New South Wales 2006, Australia

(Received 11 January 2005; accepted 8 February 2005; published online 29 Apyil 2005

A method of calculating rates of homogeneous vapor-liquid nucleation based on Langevin dynamics
of a few relevant degrees of freedom on a free-energy surface is proposed. The surface is obtained
here from simulation and from a semi empirical expression. The mass and friction coefficients are
derived from atomistic umbrella-sampling molecular-dynamics simulations. The calculated
nucleation rate agrees with atomistic simulations for one particular state point of the Lennard-Jones
fluid. The present method is about four orders of magnitude more computationally efficient than the
direct atomistic simulation of the transmission coefficient2@5 American Institute of Physics

[DOI: 10.1063/1.1884086

I. INTRODUCTION surep, andy' is the liquid-vapor surface tension for a planar
interface at liquid-vapor coexistence. The second term in Eq.

Classical nucleation theoryCNT) provides a simple S . . ) )
: : .. (1), which is positive, dominates for sma® while the first
nalytic expression for the r. f homogen vapor-liqui S . )

analytic expression for the rate of homogeneous vapor-liqu germ, which is negative, dominates for large Therefore,

nucleation by relying on several assumptions. One such as;:
sumption is that the growing liquid droplet is spherical in

shape and of uniform liquid density. The free energy of . .
nucleation at a given temperature and supersaturation is The CNT expression for the nucleation free energy, Eq.

function of a single coordinate, such as the droplet radius o@)’ can be generalized to include changes in the droplet
number of molecules in the droplet, and depends on th%ensnyp (o_r some other degree of freedpas well as the
chemical potential difference between the coexistence an rop:let r3d|utsR. 40 thi ider th trained th
supersaturated vapor phases, and the interfacial tension b$- h or ert Ot'gl IS, We consider the constrained thermo-
tween the two phases. Further simplifications are made fo yhamic potenti

the nucleation rate, namely, that it depends upon the free-  F(N,V,Alu,p,v,T) = F(N,V,AT) + pV—uN+ vyA, (2)
energy barrier height, a steady flux over the barrier, growth _

by monomer addition, ideal gas kinetics for the vapor, andvhere u=u(p,,T) and p=p(p,,T) are, respectively, the
complete removal of product. chemical potential and pressure of a reservoir of densit

Although CNT has been found to reproduce experimena temperature of, and y= y(p,p,) is the surface tension
tal estimates of the size of critical nuclei, for many of the between the reservoir and a subsystem of voldmentain-
same experiments it does not predict the nucleation rate 489 N particles(y is assumed to be independent of geom-
accurately: This result could be due to the neglect in CNT of €try). This thermodynamic potential is equal to difference in
additional degrees of freedom that may be relevant to thé&lelmholtz free energy between a total system of volirpe
nucleation process; e.g., fluctuations in the density or shap@nd particle numbeX, consisting of a subsystem of volume
of the liquid droplet may also be important. A method of V (and surface ared) containingN particles and a reservoir
calculating the nucleation rate that incorporates other degre€¥ density p, at a temperaturd and a total system of uni-

Gent(R) starts off positive, has a maximum, and eventually
becomes negative for very large valuesrof

of freedom such as these could therefore be useful. form densityp, at temperaturd.
We can show that
Il. BEYOND CLASSICAL NUCLEATION THEORY SFINV.A) OFNVA L 5
According to classical nucleation theory, the Gibbs free N NIV=p - N NV=p o
energyAGent(R) of a spherical droplet of liquid density ’ ’
and radiusR in a supersaturated vapor at a presguis and, therefore, that
4 F(N=p,V,V,A=cons} = const. 4
AGou(R) = Aup 5 R+ y14mRe. ® (N=r, : @

But yA is identically zero if both the subsystem and reservoir
This is measured relative to the uniform vapor phase, antiave densityp,, and so
Ap=w(p)—um,(p) is the difference between the chemical po- _ _
tential of the liquidw, and that of the vapog, at the pres- F(IN=p,V.V,A) = const 5)

is true for allA. By settingN=V=0, it is easy to show that
dElectronic mail: attard@chem.usyd.edu.au this constant is zero. In other words, N/V=p,, the total
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system consists entirely of vapor and therefore this con-
strained thermodynamic potential, which is the total Helm- 08
holtz free-energy relative to a total system of uniform density '
p, at temperaturd, must be zero. 06
To make it clear that we are considering changes in free plo 3
energy in going from a uniform system of densjy to a 04
nonuniform system consisting & particles in a volumé/
surrounded by a reservoir of densjy, we define the quan- 02
tity 0
AF(N,V,A) = F(N,V,A) - FIN=p,V,V,A)
=F(N,V,A). (6) 0.8
oo . 0.7
If we take p=p, the liquid density, AF(N 06
=pV,V,A|u,p,v,T) is the free-energy change to nucleate a 0'5
droplet of volumeV (and surface ared) in a vapor of den- S
sity p,. 04p [67]
We now make a couple assumptions. Firstly, we assume 03
that the free energy of the subsystem is equal to the free- ] 02
energy density of a uniform system of densitat tempera- 0.1
ture T multiplied by the volume of the system, 0
F(N=pV,V,AT)=1(p,T)V. (7) R[o]
Therefore FIG. 1. Nucleation free energyF for droplet radiusk and droplet density
' p for the Lennard-Jones fluid with intermolecular potential truncated and
= — shifted at 2.5, calculated using Eq6): (a) temperaturel =0.70%e/kg, su-
A.7-"(N,V,A|,u,,p, 7T =AFp N/V,V,A|,u, P.%.T) persaturatiorS=1.96, y'=0.61s/0? (contour interval &gT; CNT route is
- + - + ) the line p=0.76; (b) T=0.92/kg, supersaturatios=1.30, y'=0.19%/0?
f(p. DV+pV=pupV+ vp.p,)A (contour interval IkgT; CNT route:p=0.63.
(8)
Secondly, we assume that the surface tension is given by the Accurate empirical free-energy surfac®$(q), in terms
interpolation formuld* of a few relevant degrees of freedomz=(qy,0p, ... ,an),
@ such as those in Fig. 1, may provide a more accurate means
Yp.p,) = 7T<__S)(M> (99 than CNT for calculating nucleation rates while avoiding
’ -1 pr—pv costly atomic simulations, provided a way of carrying out

dynamics on the surface is available.
whereS=p*/p! andS=p,/p!, and the superscript “t" de- 4

h inedal while th it g liquid One shortcoming with this method is that it does not
notes the spinodal while t € super.scnpt ,T enotes liqui “provide a way of determining priori which degrees of free-
vapor coexistence. This equation gives(p,,p,)=0,

Tt s o . dom are relevant to the reaction. However, comparisons with
Ypi . p,)=7", andy(p,p*)=0. We also specialize to a spheri-

| i e \=AmRE/ dA= 4R which lead the experimental or simulation results may indicate whether
cal geometry; i.e.V=47R"/3 andA=4xR", which leads to 5 h4ricylar choice of coordinates is suitable.

47R®
3

AF(p,R) =[f(p,T) +p - pp] +¥(p,p,)AmR%. (10)

With f(p,T) from an equation of state for the fluid and lll. LANGEVIN DYNAMICS
y" from simulation or experimentAF(p,R) can be calcu- One way of carrying out dynamics on the free-energy
lated as a function op andR. For the Lennard-Jong4.J) surfaceAF(q) is to use the Langevin equatiSﬁ,
fluid, for example, accurate equations of state are avafable
and so is simulation data for the liquid-vapor surface tension.  mu;(t) = - E Gila®]v;(0) + filg(t)] + E a; (D), (12
The pathway to nucleation in classical nucleation theory i i
(CNT) is the slice through this surface gt p,, although the
CNT free-energy values usg instead ofy(p;,p,).

The free energ\\F(p,R) is plotted for the LJ fluid un-
der two different sets of thermodynamic conditions in Fig. 1.
Allowing fluctuations in the spherical droplet’s denspyas
well as its radiusR, it can be seen from Fig. 1 that close to IAF(Qq)
the critical point—the same occurs at high supersaturation—  fi(d) =~ P (12

. . . |
changes irp at constanR cost little energy near the barrier
to nucleation. This result indicates the potential importancelhe second is a random force which has a mean of zero and
of p in determining the nucleation rate. a delta-function correlation in time,

wherem; is the mass corresponding to the coordingtand
v;=0;. There are two contributions to the force on the coor-
dinatesq. The first is a force due to variations in the free-
energy surfacé\F,
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Ty =0, (LiOL(t))=25;8t-t). (13) IV. UMBRELLA-SAMPLING MOLECULAR DYNAMICS
A. General equations

The friction coefficientsj; can be related to the strength of For a system with total potential energy
the random force via

Uy[rN]= UM+ Vg(r™], (16)
1 whereUg[rN] is the potential energy of the referen@ebi-
&= —> ajaj (14)  ased system as a function of atomic coordinate and
ke T V[q(rN)] is a biasing(umbrellg potential, which is a func-
tion of the coordinates, the force acting on a particlein
and to the diffusion coefficients;; via the system is
Fi==ViUy[rV] == ViUg[r"] - ViV[q(r")] = Fg; + Fy;.
(17)

E gDy = E Dijgji =ksTdy- (15
i i

In principle,m; andj; can vary withg. It should also be  B. Continuous cluster definition
noted thatm; and ¢; are masses and friction coefficients as- h leat bl . di di
sociated with generalized coordinates and do not have a In the nucleation problem, we are interested in coordi-

simple interpretation in terms of atomic masses or the fricat€s likeq=(p,R), or equivalentlyg=(N,R), wherep, R,

tion acting on individual particles and N are the droplet density, radius, and particle number,

The parametersn, and ¢; can, however, be estimated respectively.

from molecular dynamic¢MD) in which the time depen- !N order to apply Eq(17), N and R must be differen-
dence of the coordinates are measured. In order to obtain tiable functions of the atomic coordinate Therefore, con-

accurate statistics fam, and ¢; as functions of, it is also tinuous analogs of the more conventional “discrete” cluster
] ij ) " 9 .
necessary to confine the system to a narrow range of valudiefinition® are required. We have taken

of g, particularly regions of configuration space that the sys- Nap
tem rarely explores, such as near free-energy barriers. This N= 2 W, (18)
can be achieved, for example, with umbrella-sampling mo- !
lecular dynamics. _ _ _ _ for the cluster particle number and
From the computational point of view, the Langevin dy- N M

namics simulations for a few relevant degrees of freedpm |1 < M

- : . OR=| =X wiry -y (19
are trivial compared to carrying out nucleation rate calcula N

tions directly in fully atomistic simulations. The relative ef-
ficiency in obtaining the parameters required for the Langefor the cluster radius, where the center of mass is

vin equation from an atomistic simulation compared to 1 N2

simulating the rate directly is less clear. We note however r_ ==> wr,, (20)
that the quantities we report below were obtained from a MD N

trajgct_ory of 50 QOO time step_s, and we esti_mate thg relativ«tane weight of an atom in the cluster is

statistical error in them and in the nucleation rate itself as

less than 10%. This can be compared with the direct atom- 1 N2 _
istic simulations of the rate constant using the reactive flux Wi = n_cg fllri=ril;do), (21)
IEall

method by ten Woldeet al'’ who used 5000 independent

trajectories of 4000 steps, or2L0’ MD time steps in total, and the continuous analog of the Heaviside function is
which gave a nucleation rate with a relative statistical error o -1

of 67%. On the basis of these numbers, to get the same f(riqe) = {1+ exi= (e = n/djy (22
statistical accuracy one would require<20* times as many The weightw; is a measure of the “contribution” of particle
MD steps for the direct simulation of the transmission coef-i to the cluster particle numbéw; =~ 1 for a particle near the
ficient than for the diffusion constant and inertial mass. Incenter of the cluster and<Ow;, <1 for a particle near the
other words, the present Langevin method is more than fousurface.

orders of magnitude more efficient than the conventional di-  The upper limit on the sum#\y,, is the number of par-
rect simulation of the nucleation rate. Further it may be posticles in the largest discrete cluster in the system, defined
sible to estimate the Langevin parameters by analytic apaccording to Stillinger’s criterichwith cluster cutoff dis-
proximations or other means as functions of the coordinatetanceq.,. According to this criterion, two particles belong to

g as well as of the thermodynamic conditions. If this can bethe same cluster if separated by less than the cutoff distance
done, the Langevin dynamics method offers even greateisee Fig. 2 The quantities, d, n., andM are parameters to
savings. As a first step towards implementing the method antde chosen. To obtain a physically meaningful valueNon,
understanding hown; andg;; vary with g and the thermody- is chosen such that;~1 for particles in the center of the
namic conditions, in this work these quantities have beerluster.q. andq., are chosen such that the discontinuity in
obtained from atomistic simulations. the force is small when a particle joins the discrete cluster.
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Here,rj=ri—rric=r;—r¢y (@and similarly forr; andr),
rij=|ryl, and f'(r;)=df(r;)/dr;. Note that the force only
acts on theNy, particles in largest discrete cluster in the
system.

V. APPLICATION TO THE LJ FLUID

The umbrella-sampling MD method of the previous sec-
tion were applied to the LJ fluid with intermolecular poten-
tial truncated and shifted at 2Zi5All quantities hereafter are
in reduced LJ units unless otherwise stated.

The MD simulations of 864 particles at a constant tem-
perature ofT=0.741 and a constant pressureRsf0.01202

FIG. 2. Discrete clusters defined according to Stillinger’s critetiRaf. 8 ied t ) th tended t thod f
with cluster cutoff distances; (bounded by dashed linandg, (solid line), Were,l(():arne (1)1" using the 82X ended system methods o
and Anderser? and the reversible integra-

where g, < q,. Here, the discrete cluster particle numbers Mge5 and Nose,” Hoover;
Ng>=6, respectively. tion algorithm of Martynaet al.'* The MD time step used
was 0.0k, wherer=1/g/(m_30?).

This definition of the continuous cluster particle number It should be noted that Eq7) for the internal pressure
N is the continuous analog of the “liquidlike” cluster particle P, in Ref. 13 must be modified to include the contribution
number used by ten Wolde and FrenkeTheir liquidlike  of the biasing potentiahP;. ForV(N,R) given by Eq.(23),
cluster criterion is almost the same as Stillinger’s criterion,this contribution is
except that only liquidlike particles are counted when deter-

-1 CN(N _ NO) Ng2 Ne2

mining whether two particles are part of the same cluster. A pp, = ——{ M- O~ ~ ry (i)
particle is liquidlike if it has more than a certain number of dv Ne i i
nearest neighbor@n their work’ this number was foir with Neo Ngp N
i i i | | cr(R- Ro) 1
particles defined as being nearest neighbors if separated by + RO S M =SS ()
less than the cluster cutoff distance. According to this liquid- MNRY-1 SRR e

like cluster criterion, particles near the center of the cluster Ng
contribute a value of 1 to the particle number while particles M_ v M M-2

i L X[ric—R ——EwkrkC ric-rkc}> , (27)
near the surface may not contribute at all. Similarly, accord- N ‘¢
ing to our continuous cluster definition, particles near the
center contributen;~1 to the particle number while par- whereV is the volume of the cubic simulation box adds
ticles near the surface contribute<@v<1, with w; ap- the dimensionality.
proaching zero as the particle moves away from the cluster.

A. Equilibrium free energies

C. Force on the cluster The umbrella-sampling MD method was tested by com-

For the quadratic biasing potential paring the change in the Gibbs free energy for nucleation as
a function of cluster particle numbé¥ with results obtained
V(N,R) = %(N -Np)? + C_R(R_ Ro)? (23) by ten Wolde and Frenk&from Monte Carlo(MC) simula-
, 5 5 ,

tions under the same thermodynamic conditions. For these
calculations, the biasing potential acted onlyNdand not on

the contribution from the biasing potential to the force on :
R; i.e.,cg=0 in Eq.(23) or

particlei is
Fui=—cn(N=NgViN-cr(R-Ry)ViR, (24) V(N) = C_zN(N ~ N2, (29)

where
N As explained in Sec. IV B, ten Wolde and Frenkel used a

V.N= EE le’(r--) (25) different, liquidlike, definition of the cluster particle number

' r 5 than the continuous definition used here. The liquidlike clus-
ter number will be denoted hereafter lds
and The parameters in Eq&1) and(22) were chosen so that

1 1 N2 N and N, in our simulations matched as closely as possible
V.R= MNRL Mw;| =2 - NE wir 2 over the entire range oN [n.=9.0, q.=1.5s (same as the
i cutoff used by ten Wolde and Frenkelg,,=2.0, andd

g Ne =0.02. Figure 3 shows a typical configuration near the free-
+ =2 L ()| rid e - 2RM energy barrier to nucleation from our simulations.

Nejzi Tij Following an equilibration period of 1000000 MD
Nep ] cycles, simulations of 3 000 000 MD cycles in length were

cj=i Fij

- W (e + o) (26)  carried out in each of 17 approximately evenly spaced win-
N dows forN spanning the range from 0 to approximately 350.
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L] Ll L) T 80
a
- 4 70
- 4 60
N,
i 1800 —— |
1500 —— 1 3°
1200 ——
5 900 —— | 40
600 ——
300 ——
1 1 1 1 30
30 40 50 60 70 80
N
b T T T T 300
- 4 290
FIG. 3. Typical configuration from a simulation witley=0.014 and
N,=290.0. - / 1 280
800 N
700 —— !
_ _ - 600 —— 270
The umbrella-sampling MD algorithm does not work for f& —
smallN, where the identity of the largest cluster can fluctuate - 300 ——1 260
between different clusters. So, for smal|] a 10 000 000- 200 ——
. . . o . . . . 100 —— | 554
cycle simulation without the biasing potential was carried
. ) 270 280 290 300 310 320
out. The length of these simulations was chosen to match the N

statistical accuracy of the MC simulations of ten Wolde and
Frenkel® They carried out simulations of 250 000 MC cycles |FI('3' 4. war?-d[m;zlnséonalr‘?isto?ﬁnr(Ngl) froTzcgr}stanNF’chﬁMD sirE_U-

in length in approximately the same numbeE of umbrelIa—iﬁgog‘jteomtialesyi'm“:'Ch‘"(vlfl_NO())Z-/Z <§)ncN=3§zo,?u0=°{otfg?(b)' C‘Zr:egfoif
sampling windows as we used. However, the “diffusion Con'N0=290.0. Each simulation was 1 000 000 MD cycles in length, with data
stant” in theN, coordinate in the MC simulations was esti- collected every 5 cycles. The histogram bin widths w&he=AN,=1.0.
mated to be 7-8 times as large as that in MD simulations

with the same time step as ourSherefore, it was necessary

to carry out MD simulations approximately eight times as AG(q) = - ks T In[p.(a)],
long to obtain the same accuracy.

Figure 4 shows contour plots of two-dimensional histo-
gramsn(N,N,) from two different simulations, one with the
quadratic biasing potential centered at sniNatind the other
at largeN. It can be seen from Fig. 4 th&t and N, match
very closely at smalN. At largeN, N is generally larger than
N, and for a given value dfl, N, can take quite a large range
of values.

The joint probability distribution functiomp,(N,N;) for
the reference system without the biasing potential was caIcJ—Or Ng.

lated from the distribution function with the biasing poten- Thg Gipbs free energy as a function NI'N“ andNy is
tial, Po(N,N,), using shown in Fig. 5. The free energy as a functiorN\bfloes not

extend to zero because we only calculakedbr the largest

exid BVN)] cluster in the system. It was instead assumed #@{N)
N,N)) =Po(N,Nj) ————— 29 coincided withAG(N;) for N=N,=15.

P2(N,Np) =Pa( |)<exp:,8V(N)]>1 (29

g=NorN,. (31

Almost identical results were obtained when the singlet dis-
tribution function for the reference system,(q), whereq

=N or N, was calculated directly from the singlet distribution
with the biasing potentialp;(q), and joined together using
the multiple-histogram method in one dimension. Since the
joint distribution functiorip,(N,Ny) was not calculated in the
simulations while the singlet distribution functidp,(Ng)
was, this latter method was used to obtain the free energy

where subscript “1” notes an average for the biased system. 80- L =]
The full joint probability distribution functiorp,(N,N;)
was obtained for the entire range Wfand N, by using the
multiple-histogram methdd generalized to two dimensions.
The singlet distribution functions were then obtained by us-

Ing 1 I 1 I 1 I 1 I 1 |

0 100 200 300 400 500
N

Pa(N) = J dNipz(N,N)), - pa(N) :f dNp(N,N)). (30) FIG. 5. Gibbs free energy for nucleation from simulations as a functidw of

(solid line), N, (dashed lineand N (dotted ling. Data from ten Wolde and
) ] Frenkel(Ref. 9 for N, are also showridot-dashed ling The error bars in
The Gibbs free energy was calculated using our data were estimated via block averaging to be approximatety 3
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Figure 5 shows that there is a discrepancy between OUFABLE I. Results of fitting (N()N(0)) from the simulations for
results for AG(N;) and those of ten Wolde and FrenRel. t=0.02-0.06 to Eq.(33).
However, this discrepancy is likely due to the extreme sen-

sitivity of AG(N}) to supersaturation under the particular set [CSN] N kf:égn [771]

of thermodynamic conditions studi&[Fitting their data for 0

the free-energy barrieyBAG(Nl*) as a function of supersatu- 110 0.015 92.9 363.7 44.829

ration S to BAG(N)=-397.59+2341.719- 4635.03 & 230 0.014 228.71 842.8 49.144

+3240.0583, it can be seen that changisdy just 2% from 230 0.030 226.96 856.0 53.172

S=1.53 (where P=0.01202 to S=1.50 change3AG(N;) 290 0.014 29163 1066.2 47.556
350 0.015 345.926 1301.0 51.986

from 57.5 to 63.5. Another possible contribution to the dis-
crepancy between our results AG(N,) and those of ten
Wolde and Frenkélcould be the accumulation of small er- _ o
rors arising from the joining of nonoverlapping umbrella- stant volume by §ett|ng the inertia on the barostat_ at a very
sampling windows by eye in Ref. 9. This could be particu-'?‘rge nl_meer. This was done because the fluctuations in the
larly problematic at smalN, due to the steepness of the S|ml_JIat|_on box volume were found to produce a lot of noise
free-energy curve and to the statistical error in the data.  in (N(t)N(0)). The simulation box volume was set at its av-
The crucial point to note from Fig. 5 is th&tG(N)) erage value in constaNPT simulations using the same bi-
~AG(N), for all N and N,. On the other handAG(Ny) is  asing potential. Since these simulations were effectively at
significantly different. The free-energy barrier as a functionconstant volume, then the second term in Ef) can be
of Ny is also lower than that foN andN,. There is, in fact, ignored.

no reason WhBAG(N;), AG(N)), andAG(N") should be the The autocorrelation functioné(t)N(0)) obtained from
same, since there is no one-to-one correspondence betwegfese simulations are shown in FigkgT/mwas taken to be
these coordinates. the value of(N(t)N(0)) at t=0, while y was obtained by

fitting (N(t)N(0)) for small but nonzera (t=0.02-0.06) to
an exponential function of the form of E¢33). The values

As a simple first test of the Langevin dynamics methodof kgT/m andy obtained from the simulations are shown in
for calculating nucleation rates, the calculations were reTable I. The data fokgT/m from Table | are plotted as a
stricted to those of the Langevin equation for one degree ofunction of (N) in Fig. 7.

VI. NUCLEATION RATE

freedom(N) with constant coefficients; i.e., It can be seen from Table | that the friction coefficient
. . acting on theN coordinate is roughly independent Rfand

mN(t) == myN(t) + f{[N(O)] + ol (1), (32)  approximately equal to 50%. On the other hand, from Fig.
wherea=kgTmy and y=¢/m. 7, it can be seen thag T/m varies linearly withN (or at least

The coefficientam and y were estimated from the auto-

correlation function for the velocity dil, N=dN/dt, T
1200f5, 1200
. . : kBT o A
(NON(0)) =~ expl= ). (33) =
S
It should be noted that this equation does not holdtfod, 2 400, 5 —
whered(N®N(0))/dt=0, v -
For the constant{PT MD simulations carried out in this o, ‘”””Qw
work using the algorithm in Ref. 13\ can be calculated 0 004 ‘t)-[(ﬁ 012 016
analytically by using
1 Ng2 Ng2 o, FIG. 6. Autocorrelation function for the velocity df, (N()N(0)), as a
N = _E E M roo v+ p_fr (34) function of timet from simulations using various biasing potentiatg;
T A T b E A =0.01%, No=110 (circles; cy=0.014, Ny=230 (squarel cy=0.03C;, N,

=230 (triangles up; cy=0.014, N,=290 (triangles dowi The solid lines

wherevij =dri/dt—drj/dt andp, andW are the momentum are exponential fits to the data points te10.02—-0.06.

and mass, respectively, of the barostat in the MD algorithm

(see p. 1119 of Ref. 13 for notatiprAn advantage of using

a continuous coordinate such srather than a discrete co-

ordinate likeN; or Ny is that the velocity can be calculated

analytically. This avoids any ambiguity or error that may

arise from taking a numerical difference to calculate the ve-

locity of the discrete coordinate. L Ll ol sl
The simulations in whichn and y were calculated were 100 150 200 250 300 350

carried out for various values afy and Ny in the biasing N>

potential (see Table )l The simulations were 50 000 MD  FiG, 7. k,T/m vs (N) from Table I.(The linear fit to the points i&sT/m

cycles in length. They were effectively carried out at con-=17.86+3.66N).)

|

kyTim [t
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with {N) in our simulation Therefore, the “mass” of thi 44
coordinate is inversely proportional to the actual mass of the “ 1
cluster. = K

The reason for this dependence follows directly from the § 40
definition Eq.(34). Ignoring the barostat term, it is straight- S f \
forward to show that < 38

KT _ ey = 2o TR0 (00 36

_ 2keTHO (Gt 35 6T
ncmy 54

where ;= [drf'(r), f,=/drf’(r)?, and the pair and first Esz
Legendre transform of the triplet distribution function ap- Z
pear. This result uses the facté/)=0 and (v;-v)) g 50
=36,kgT/my,, and assumes thél(r) is sharply peaked af, 48
that the droplet is of liquid density,, that the correlation
functions are bulk quantities, and that the contribution from 400 200 300 200 3500
the surface of the droplet may be ignored. The particular N

consequence of this last assumption is that the mass of the ) ) )

coordinateN is inversely proportional toV, in agreement i Bt ey SIS R e e les are S
with Fig. 7. One concludes from these results that the domiration data, and the curves are fits numbered from top to bottom.

nant contribution td\ at small times comes from changing
the number of bonds of atoms in the interior of the dropletenergy surfaces\G(N) that are the same near the barrier but
rather than from atoms joining or leaving the surface of thediffer in the stable states should be approximately the same.
droplet. This in turn suggests that the behavior of the liquid-Since we had accurate free-energy surfacea®(q), where

like cluster definition and its continuum analog used hered=N or N; from both our atomistic simulations and those of
may not be as appealing as the original Stillinger definitionten Wolde and Frenkélthese surfaces were used in the

In order to calculate the rate coefficient for nucleatipn Langevin dynamics calculations rather than a free-energy
the reactive flux methdd*® was used, in conjunction with surface derived from the equation of state in ED). The
Langevin dynamics. In this method, the rate coefficient isbarrier region of our simulation curve faxG(N) was fitted
given by a time-dependent function, to a couple of different polynomial functions that differed in
) . . the stable stategcurves(4) and (5) in Fig. 8]. Due to the
(9(0)8[a(0) — g 16[a(t) — g Deq (36)  discrepancy between our results f66(N) and those of ten
<‘9[q* - QJ>eq ,

Wolde and Frenke%,we did the same for their simulation
which should be approximately constant and equal to th& urvle fordAGt(N,) [cuErve332()1)E(ii)h|n F% 8]H d to be fixed at
forward rate of reaction for timé intermediate between the n order to use Eq(32), both y andm had to be fixed a

molecular relaxation time and the reaction time. Heris, an

constant valuesy was fixed at its approximately constant
order parameter that discriminates between the reactant ar\{alue of 50.0. Sincex should depend mostly on what hap-
product states(in our nucleation calculationgj=N), q" is

pens at the barriem was fixed at its value at the barrier in
the transition state separating the reactant and product stat%ge free-energy curves fram th_e atoml_st|c sim ulations. There-
(q<q denotes reactants argb>q' denotes produdisand ofe, we tookm=7.0x 10 72 in the simulations on curves
i F o~ = 4 i i -
the subscript “eq” denotes an equilibrium average. E.t)r:f’())r(]séncregl <4) 2?8 (?—')r)“zsmncee.l(\)lf ng38)72 in the simula
The transition state theorgTST) estimate of the rate : urv ! - '

coefficientkrst, which assumes that trajectories that crossene:hesﬁ?fl:cjleztﬁiga:ge; d{é l:aTrSeT,ssg\(/jv:ir?rlr;EIee flrlei:s
the transition statg from reactants to products never re- 9y 9. )

" . P . expected is approximately independent of the differences
cross the transition state surface, is the0" limit of k(t): in the stable states. The similarity between the vatuer
kTST: lim k(t) - <q >eq<5[q_ q ])eq

surfaces(1)—(3) and (4) and (5) is because, despite the dis-
t—0" 2 (9[(]* - q])eq.

crepancy between our results fAiG(N;) and those of ten
Wolde and Frenkel,the curvature of our surface and theirs
The transmission coefficient is defined as the ratikdd near the barrier is approximately the same.
KrsT The sensitivity ok, krst, andk to the values ofn andy

k(t) =

(37)

k= Klkrar. (39) c_hoser_l can b_e _estima_ted from_Kramers’ rate theory in the
high-friction limit, which predicts thatkecl/my, kst
The ratek was taken as the plateau valuekgf). *1/ym, and ko< 1/vVmy.
The transmission coefficienk should be governed The total nucleation ratépumber of droplets produced

largely by diffusive behavior near the free-energy barrier. Sger unit volume per unit time as shown by ten Woldet
x from Langevin dynamics simulations on different free-al.,*” can be calculated by using
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TABLE II. k, krst, and «x from Langevin dynamics simulations on the free-energy surfaces shown in Fig. 8.

10°m vy 10°k 10%+sT
Surface [e7] [74 [74 [ K
(1) 7.0 50 24 16 0.015
2 7.0 50 3.6 2.7 0.013
3 7.0 50 0.42 0.30 0.014
(4) 6.0 50 5.1 3.3 0.015
(5) 6.0 50 1.2 0.84 0.014

) Ouir first test of the method for the LJ fluid demonstrated
p, eXd— BAG(N)]. (839)  that, for at least one set of thermodynamic conditions, the
nucleation rate is accurately estimated by assuming the dif-
fusive behavior of a single coordinate, the number of par-
ticles in the cluster. In simulations of nucleation dynamics of
the Ising model under similar thermodynamic conditions to
the LJ fluid studied in this workaway from the critical point
j:lnd at low supersaturatipnPan and ChandI¥ found that
the number of particles in the cluster was “good” reaction
coordinate and obtained a reasonable estimate with a
simple equation based on diffusive behaviorNohear bar-

rier. (This analysis was analogous to ours in terms of Lange-

S

Rate =«

The required input for this equation akeand{|N"|) from the
Langevin simulations, the vapor densipy, and the free-
energy barrier with respect to the vapor phas&(N"), from
the full empirical free-energy surface.

For almost the same thermodynamic conditions of the L
fluid studied in this worKT=0.741 andP=0.012 rather than
P=0.01202 as used in this worken Woldeet al’ carried
out fully atomistic MD simulations to estimate the nucleation
rate. For the liquidlike cluster particle number coordindte ) ,

vin dynamics.

— N = -1
they found that=0.003+0.002 andN, [)=76.2r. The er- However, as discussed in Sec. I, other degrees of free-

rors in their valu_e ofk are very large, beqause .its vglue is dom may be important under other conditidesg., near the
very small and ,'t j[akes a lot qf costly S|ml_JIat|on time 10 ¢ jjical point and at high supersaturatjoifhese degrees of
improve the statisticgIn fact, using several different gener- freedom can readily be incorporated into our Langevin dy-
alizations of the reactive flux method, they calculated value§]amiCS calculations, along with the coordinate dependence
of « that included x=0.03£0.03, 0.004+0.004, of mass and friction'coefficienfs.
0.011+0.009, and 0.004+0.01.

In comparison, we obtained for the continuous cluster
particle number coordinatdl the values ofk=0.014 and ACKNOWLEDGMENT
(IN'|y=26.0r"L. If it is assumed thatAG(N|)~AG(N"),
which we found from our simulations, and the values of =~ We would like to thank Dr. Pieter Rein ten Wolde for
BAG(N;)=59.4 andp,=0.0188 are taken from ten Wolde  useful discussions and data.
al.,* it is found that the total nucleation rate calculated by |
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