# ECONOMIC DESIGN OF X-BAR AND CUSUM CHARTS AS APPLIED TO NON-NORMAL PROCESSES. 

MOHAMMED ABDUR RAHIM<br>University of Windsor

Follow this and additional works at: https://scholar.uwindsor.ca/etd

## Recommended Citation <br> RAHIM, MOHAMMED ABDUR, "ECONOMIC DESIGN OF X-BAR AND CUSUM CHARTS AS APPLIED TO NON-NORMAL PROCESSES." (1981). Electronic Theses and Dissertations. 7189. <br> https://scholar.uwindsor.ca/etd/7189

This online database contains the full-text of PhD dissertations and Masters' theses of University of Windsor students from 1954 forward. These documents are made available for personal study and research purposes only, in accordance with the Canadian Copyright Act and the Creative Commons license-CC BY-NC-ND (Attribution, Non-Commercial, No Derivative Works). Under this license, works must always be attributed to the copyright holder (original author), cannot be used for any commercial purposes, and may not be altered. Any other use would require the permission of the copyright holder. Students may inquire about withdrawing their dissertation and/or thesis from this database. For additional inquiries, please contact the repository administrator via email (scholarship@uwindsor.ca) or by telephone at 519-253-3000ext. 3208.

National Library . Bibliothequenationale of Canada . . du Canada

CANADIAN THESES ON MICROFICHE

THESES CANADIENNES SUR MICROFICHE

NAME OF AUTHOR/NOM DE. L'AUYEUR. Mohamed Abdur Rehim

Economic design of $\bar{X}$ - and cusum charts.
as applied to non-normal processes.


Permission is hereby granted to the NATIONAL LIBRARY OF
CANADA to microfilm this thesis and to lend or sell copies of the film.

The author reserves other publication rights, and neither the thesis nor extensive extracts from it may be printed or otherwise reproduced without the author's written permission.

L'autorisation est, par la présente, accorded d la BlBLIOTHÉQUE NATIONALE DU CANADA de microfilner cere these et de prêter oud de ventre does exemplaires du film. L'auteur se reserve les suras droits de publication: ni la thaseni do longs extraits de celle-ci ne doivent antre imprimis our autrement reproduits sans fiautorisation écrite de l'auteur.

DATED/DATĖ_ ll-9-1981_ SIGNED/SIGNE. Abd ur Ravin
$\qquad$
$\square$
$\qquad$

NL-9 ${ }^{(3-74)}$
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

National-Library of Canada
Collections Development Branch
Canadian Theses on Microtiche Service

Bibliothèque nationale du Canada Direction du développement des collections

Service des thèses canadiennes sur microfiche

The. quality of this microfiche is heavily dependent upon the quality of the original thesis submitted for microfilming. Every effort has been made to ensure the highest quality of reproduction possible.

If pages are missing, contact the university which granted the degree.

Some pages may have indistinct print especially if the original pages were typed with a poor typewriter ribbon or if the university sent us a poor photocopy.

Previously copyrighted -materiais (journal articles, published tests, etc.) are not filmed.

Reproduction in full or in part of this film is governed by the Canadian Copyright Act, R.S.C. 1970, c. C-30. Please read the autherization forms which accompany this thesis.

THIS DISSERTATION
has been microfilmed
EXACTLY AS RECEIVED

AVIS • ,

La qualité de cette microfiche dépend grandement de la qualité de la thèse soumise au microfilmage. Nous avons tout fait pour assurer une qualité supérieure de reproduction.

S'il manque des pages, veuillez communiquer avec l'université qui a conféré le grade.

La qualité d'impression de certaines pages peut laisser à désirer, surtout si les pages originales ont été dactylographiées à l'aide d'un ruban usé ou si l'université nous a fait parvenir une photocopie de mauvaise qualité.

Les documents qụi font déjà l'objet d'un droit d'auteur (articles de revue, examens publiés, etc.) ne sont pas gicrafilmés.

La reproduction, même partielle, de ce microfilm est soumise à la Loi canadienne sur le droit d'auteur, SRC 1970, c. C-30. Veuillez prendre connaissance des formules d'autorisation qui accompagnent cette thèse.

CHARTS $\operatorname{AS}$ APPLIED TiTO NON-NORMAL PRÓCESSES. by

# A Dissertation 

Submitted to the Faculty of Graduate Studies
through the Department of Industrial Engineering $\therefore \quad$ in Partial Fulfillment of the requirements for the Degree of Doctor of Philosophy at the University of Windsor..

Windsor, Ontario, Canada 1981


Approved by:


Dean C.MacInnis
Faculty of Engineering
Chairman; Examining Committee


Dr. S. Kocherlakota
Dept. of Statistics University of Manitoba External Examiner
Prof. Norman Shklov
Dept. of Mathematics


Dept. of Industrial Engineering

## R. $\mathcal{L}$ VASHLCARI

Dr. Reza Lashkari
Dept. of Industrial Engineering Chairman, Doctoral Committee


Dr. Abdul Raouf
Dept. of Industrial Engineering Co -Chairman, Doctoral Committee

## -ABSTRACT

This study is directed towards the development of models and Timits and cusum charts to contral non-normal process means. The objective of the design is to determine the optimal values pf the chart parameters by minimizing, the expected loss-cost. Two alternative operating policies are considered. Under policy I, the process is allowed to continue in operation during the search for the single. assignable cause.. Under policy II, the process is shut-down immediately after the search for the assignable cause is initiated.

In developing these models, the non-normal probability density 'function of the process variable is expressed in terms of the first four terms of an Edgeworth series. The solution procedure for determining the design parameters of an $\bar{x}$-chart consists of an explicit equation for the sampling interval, and an implicit equation in sample size and the control limit coefficient. An optimization algorithm based on Hooke and Jeevers pattern search tecinique is developed and, employed to minimize the loss-cost function under both operating policies. A. simplified scheme, which determines the design parameters by minimizing the loss-cost function subject to a specified level 'of consumer's risk, is also developed for both operating policies. Through numerical examples it is concluded that the resulting simplified scheme is close to the minimum control pland The sensitivity analysis of the model
operating under policy IL indicates that the model is highty sensitive to the shift parameter and the rate of occurrence of the-assignable cause, moderately sensitive to the fixed andivariable sampling costs, and relatively insenșitive to the repair and search cost. The singleassignable cause model.is then extended to treat multiple assignable causes. The solution to the multiple cause model is found to be close to that of the 'matched' single cause model.

The economic design of $\bar{x}$-chart with warning limits is considered under politicy II. In order to develop the loss-cost function, expressions for the average run lengths when the process is in control and when-it is out of control are derived. The optimal values of the design s parameters are obtained by using a two-stage optimization algorithm similar to that used for the economic design of $\bar{x}$-chart. Numerical examples are provided and the effects of the non-normality parameters on loss-cost function and design parameters are examined: Furthermore, a simplified scheme is devised subject to the condition that the assignable cause is detected after a specified average run length.

For the economic design of cusum charts, the average run lengths are derived by solving a system of linear equations. which approximate the integral equations for the required quantities. : Using the decision interval scheme, an iterative algorithm is developed to determine the optimal design parameters. . A simplified version of the algorithm is also presented. From numerical studies it is observed that the effect of skewness is more marked than that of kurtosis.

A comparison of the performances of the three charts indicates "that, for the shift in the process mean between 0.50 and 7.50 the performance of the cusum chart is better than that of the $\bar{x}$-chart with warning limits. However, the performance of the latter is better than that of $\vec{x}$-chart with only action limits. With the shift in the process-mean above 1.50 , the performance of the $\bar{x}$-chart is sfightly better than those of $\bar{x}$-chart with warning limits and cusum charts.

Finally, the effect of human errors on the model is studied, and a simulation of the model behaviour under extreme cases of sample distribution is carried out.
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Average run length of a chart when the process is at rejectable level $\mu_{1}$
Critical run length in between the warning and action limits
Sampling interval
Process standard deviation
Expected repair time
Expected search time
Magnitude of variation in mean in a cusum chart
U -

Loss rate
Expected cost of searching for an assignable cause when the process is in control

Per-hour income when the process is in control
Per-hour income when the process is out of control
Expected cost of searching for an assignable cause when it exists
kth Gaussian point

INTRODUCTION

### 1.1 General Introduction

In any production process, some variations in product quality are unavoidable. These variations can be divided into two categories, (i) random variations and (ii) variations due to assignable causes. If the random variations exhibit a stable pattern, the process is said to be operating under a stable system of chance-causes, or simply, to be in a state of in-control. Variations that are not within the stable pattern of chaṇce-causes are attributed to assignable causes. and the process is then said to be in the state of out-of-control. It is desirable that, when there is evidence that assignable causes of variation are present, these causes be detected and removed from the process and, hence, the process, be brought back to the in-control state. This is facilitated by the use of quality control charts.

A statistical quality control chart is a dynamic device which, on the basis of the process performance, determines operational criteria to distinguish between random and non-random variations in product quality and thereby provides a basis for taking action to eliminate removable causes of variations. Thus the two major uses of control charts are to establish operational criteria to bring a process under control and to maintain the existing state of control.

When the product quality is measured on a continuous scale, commonly used statistical quality control charts for controlling the process
average are the $\vec{x}$-chart and the cumulative sum (cusum) chart. To use a control 'chart, the user must specify a sample size; a sampling interval and the control limits or critical.region for the chart. Selection of these parameters' is "called the design of the control chart.

- The design of the control chart with respect to economic criteria has been a subject of interest during the last three decades. The objective of the design has been' either to minimize 'the inspection requirements or to maximize the income, i.e!., to minimize the losscost. The assumption underlying the design- has been the normality of the process mean.


### 1.2 Statement of the Problem

In many industrial processes, the process variables, which are the outputs of man-machine systems, do not always conform with the normality assumption. The measurable quality characteristic, which describes the product quality, is a random variable whose density function depends upon one or more parameters of the product quality and often has a nonnormal distribution. In such cases, conventional charts, which are based on the normality assumption, could affect the probabilities associated with the control limits or critical regions and may wrongly indicate lack of control or out-of-controi.

Generally, there can be as many causes as one can imagine for a process to be non-normal in nature. For instance, a process may have been screened for out-of-tolerance parts, resulting in a truncated distribution. The truncated distribution can also occur when the values
of a-measured variable can be accurately recorded only in a certain interval. This may be due to limitations in measuring instruments, or to the purely practical considerations of ease and speed of observation [Johnson and Leone, 1976]
.. : Another type of non-normal distribution, known as mixture-distribution, arise's when products from two or mere separate sources are mixed. If $m$ machines-are making the same product and a qual ity characteristic $x$ is distributed normally for the product from any machine, but with mean * and/or standard deviation varying from machine to machine, a mixture of products from all machines will not, in general, have a normal distribution of $x_{j}$ [Johnson and Leone, 1976].

The powers and products of normal variates have distributions, which are in general skewed to the right [Haldane, 1942]. There are circumstances in which skewness must, be regarded as being typica? of a product variate [Morrison, 1958].

In general, the distribution of a product characteristic is unknown. Given a' sample of measurements of a product characteristic, the general objectives of analysis are to estimate the parameters of the distribution and to make inferences. Common analyses consist of computing estimates of mean, variance, skewness and kurtosis of the underiying distribution. Judgements of normality or non-nomảfty cian be based on measures "of skewness and ${ }^{0}$ kurtos is.

In setting the control limits or the critical regions for control charts, the assumption of normality is justified by the central limit theoram. The theorem essentially states that, under certain conditions, the distribution of the sample mean will approach normalty
for large sample sizes. But increasing the sample size increases the sampling costs: Decreasing the sample-size will increase the losses resulting from deviations of the mean fromormality. The problem is to find the opțimum. . Solutions are known for the case where the-product variable considered is normally distributed. However, there are cases where neither the produbt variable is normally distributed, nor the samp Te size is large enough to apply the central limit theorem. In these situations, the question arises as to what effect non-normaity of vafious degrees will have upon the operation of $\bar{x}$-charts and cusum charts. The present study is an attempt in answering this question.

### 1.3 Objectives of the Study

The major objectives of the present study are to develop mathematical models and procedures for the optimal design of control charts to control non-normal process means based on economic criteria and to investigate the effects of non-normality on the design parameters and on the long run average loss-cost function developed in the models. The economic design of a control chart involves the optimal determination of design parameters so that the average loss-cost is minimum.

The investigation is confined to the design of $\bar{x}$-charts, $\bar{x}$-charts with warning limits and cusum charts for the control of the mean of a - process when there is a single assignable cause and when the observational variables are independent and non-nomally distributed. Furthemore, the study is concemed with quality control tests involving a single statistic, i.e., the sample mean.

The loss-cost incurred in a production cycle is assumed to consist of the search cost following a false alarm, the' search and adjustment costs following a true alarm and the cost of maintaining the control chart:

In the case of $\bar{x}$-charts, the loss cost function depends, on the . probabilities of Type I and Type II errors; expressions for these probabilities are thus developed.

Similarly, expressions for average run lengths when the process is in control and when it is out of control are developed for the economic design of $\bar{x}$-charts with warming limits and of cusum charts.

It is also the objective of this study to investigate the effects of variations in the cost and shift parameters and in the rate of occurrence of the assignable cause on the values of the design parameters. Accordingly, the sensitivity of the model to errors in the estimation of these factors will be analyzed.

The present research is further concerned with the development of a simplified scheme, suitable for practical application at a factory levef, for each of the underlying control charts.

- Comparisons among the relative performances of these charts are made through numerical examples.

Finally, the effects of human error on the proposed models, as well as a simulation of model , behaviour under extreme sample distribution, are discussed.

### 1.4 Outline of Proposed Study

After the introductory material of Chapter l, the presentation is patterned as follows:

In Chapter 2 the historical background of controt charts is apresented, the literature on control charts is surveyed and the motivation for the present study is described.

Chapter 3 reviews the statistical properties and the design criteria of control charts.

Chapter 4 is devoted to the development of mathematical models for the economic design of $\bar{x}$-charts under two operating policies. Under policy $I$, the process is allowed to continue in operation during the search for the assignable cause. Under policy II, the process is shut down during the search for the assignable cause. An optimization algorithm,based on Hooke and-Jeeve's pattern search technique, is employed to minimize the loss-cost function under both operating policies . and to obtain the respective optimal desi.gn parameters (i.e., sample size, sampling interva) and control limits coefficient). A simplified scheme, which determines the design parameters by minimizing the loss-cost function subject to a specified level of consumer's risk, is also developed. The chapter also includes a sensitivity analysis of the model under operating policy II and investigates the model behaviour when there is a multiplicity of assignable causes.

Chapter 5 describes the model of the economic design of $\bar{x}$-charts with warning limits under policy II and details the formulation of
the loss-cost function, the determination of the average run length when the process is in control and when it is out of contror add a twostage optimization algorithm to determine the optimum design parameters. It includes a simplified version of the algorithm as well.

The economic design of cusum charts to control non-normal process means under policy II is described in Chapter 6. It contains the formulation of the loss-cost function; the determination of ayerage run lengths by a system of linear algebraic equations and an iterative algorithm to obtain the optimal values of the design parameters. Also presented is a semi-economic scheme which allows the user to specify the value of the average run length'at the rejectable quality level. Finally, the Chapter evaluates the relative performances of the three control charts. developed in Chapters 4-6.

In Chapter 7, the effects of human error on the model and a simulation of the model behaviour under extreme cases of sample distributions are discussed.

A summary of the findings, conclusions, and reconmendations for future research are presented.

LITERATURE SURVEY AND MOTIVATION FOR PROPOSED STUDY

This Chapter reviews and classifies the existing literature on the subject of economic design of control charts. The present survey deals with the specific portion of the available literature which seems most relevant to the scope of this research. Furthermore, it provides the motivation for the development of the models described in later chapters.

### 2.1 Economic Design of ${ }^{\dagger} \bar{x}$-Charts to Control Normal Means

Based on the minimum cost criterion, Duncan [1956] proposed the single assignable cause model for the economic design of the $\bar{x}$-chart to control normal process means. He assumed that the occurrence time of the assignable cause is an exponential random variable. He developed an expression for an approximate per hour loss-cost function of the process. In developing this function, he considered relevant incomes when the process is in control and when it is out-of-control, cost of looking for an assignable cause when it exists and when it does not exist, and the cost of maintaïning a control chart. Based on several numerical approximations, Duncan developed an iterative procedure to find the near-optimum solutions of sample size $n$ and control limit. coefficient $k$. A closed form solution for $s$ is given, using the optimal values of $n$ and $k$. Duncan's model is simple and practical in some situations but not sufficiently general, as it does not allow the
process to be shut down when a search for the assignable cause is being carried out and it does not include the time and cost of repairing the process if it is found out-of-control.

Cowden [1957] developed an economic design of an $\bar{x}$-chart and defined the total cost function as the sum of the operating cost, engineering cost and merchandising cost. His model assumes that every morning production starts in an unknown state. If a point on the $\dot{\bar{x}}$-chart goes outside the control limits, a search is made to look for any trouble. If the trouble is detected,' it is corrected immediately. Once the process has been corrected, no more troubles occur during the rest of the day. Cowden's model is not suitable for the study of the control chart, as the manufacturer may simply examine his process every moming, correct the trouble if found and then start the production of the day' without $\downarrow$ sing any control charts.

Gibra [1967] investigated the optimal economic design of an $\dot{\vec{x}}$-chart used to monitor a process ingelying tool wear, in which the mean of the quality characteristic exhibits a linear_trend. The optimal control procedure determines decision rules for adjuṣtment due to drift, as well as for the occurrence of an assignable cause. The control rules minimize adjustment costs: and costs due to the production of defective items.

Goel, et al. [1968] developed an iterative optimization algorithm to determine the exact'optimal solution for Duncan's model.

Taylor [1968] developed a model which allows for process shut down during the search for the assignable, cause and which incluces the time
and cost of repairing the process when it is out of control. But he omitted the cost of sampling.

Gibra [19.71] has proposed a single assignable cause model of an $\bar{x}$-chart. His process model is similar to Duncan's model. In the development of the cost model, he proposed the concept of worst cycle quality level (WCQL). The optimal values of the design parameters are obtained by minimizing the expected cost function subject to constraints on the WCQL.

Baker [1971] has proposed two discrete-time models in which a sample size $n$ is taken at the end of each period and a test statistic is plotted on the control chart with $\pm k$ olimits. His first model assumed that the number of periods the process remains in the control state follows a geometric distribution, while his second model assumed that the number of periods the process remains in the control state follows a Poisson distribution. Furthermore, he pointed out that the optimal economic control chart design is relatively sensitive to the choice of process failure mechanism. Substantial cost penalities may be incurred if an incorrect process failure mechanism is assumed.

Chiu and Wetherill [1974] modified Duncan's and Taylor's models and proposed a semi-economic: scheme for the design of an $\bar{x}$-chart by utilizing the concept of operating characteristic (OC) curves.

An assumption common to all the works cited above is that, when the process is disturbed by an assignable cause, only the mean changes while the variance remains unchanged. Krishnamorthi [1979] proposed.
a model under the assumption that the variance is also changed due to the occurrence of the assignable cause.

Control charts with warning limits were first introduced by Page [1955]. The chart includes warning limits which lie inside the action limits. A search for an assignable cause is undertaken if the last sample mean is in the out-of-control state (falls outside of the action limits) or if the last sample mean completes a run of length $R_{c}$ which is in between the waming and action limits. Page [1962] modified his first model and measured the sensitivity of an $\bar{x}$-chart by developing the Mean Action Time of the chart using run theory.

Weindling, et al. [1970] proposed a Mean Action Time of an -chart with warning limits and discussed the effects on mean action time of an $\bar{x}$-chart of changes in the location of the action and warning limits and the critical run length.

Gordon and Weindling [1975] developed a cost model for the economic design of a warning limit control chart. They considered a single assignable cause model. The costs considered are those of inspection, defective production and searching for and correcting the assignable cause. The criterion is average cost per good produced. The process has only one out-of-control state and shifts to this state are governed by a Markov process. The model of Gordon and Weindling allows economicallyoptimal determination of the design parameters, $k_{a}$ (action limit coefficient), $k_{w}$ (warning limit coefficient), $n$ (sample size). and $s$ (sampling interval).

## $\square$

Chiu and Cheung [1977] extended the work of Gordon and Weindling by considering the cost of process shut-down. They made various comparisons among the minimum ncosts designs of $\bar{x}$-charts with and without warning limits. They also provided a simplified scheme for the determination of control parameters.

Knappenberger and Grandage [1969] proposed a model for the ȩconomic design of an $\bar{x}$-chart when there are,multiple assignable causes. They minimized the expected cost per unit product. They assumed that the costs of investigating both real and false alarms are the same. This assumption is not practical.

Duncan [1971] extended his single assignable cause model to a multiple assignable cause model. The occurrence times of assignable causes are assumed to be independent exponential random variables. He assumed that once the process shifts to an out-of-control state due to the occurrence of an assignable causse, it remains in that out-ofcontrol state and no further assignable causes occur until the process is brought back to the in-control state. This assumption is quite unrealistic. But Duncan also formulated the "double occurrence" model in the same work, under the assumption that after an initial shift, a second occurrence of the assignable cause is possible. He showed thatt this modification in the model has little effect on the optimum solution of the design parameters, but produced some changes in the behaviour of the cokt surfacen Both Duncan [1971] and Knappenberger and Grandage [1969] defined a "matched" single cause model and found that the
optimum control plan of the matched single cause model approximated well the true optimum control plan for the original multiple cause mode 1.

### 2.2 Economic Design of Cusum Charts to Control Normal Means

The economic design of the cusum chart has a shorter history than the economic design of the $\bar{x}$-chart. It was first investigated by Taylor [1968] for normal processes. Taylor's single assignable cause model expressed the expected loss-cost per unit time as a function of the sample size $n$, the sampling interval $s$ and the $V$-mask design parameters $d$ and half angle $\phi$. The model allows for process shut-down during the search for the assignable cause and includes the time and the cost of repairing the process when it is out-of-controj. However, the model assumes that $n$ and $s$ are specified and that the effect of the assignable cause is a function of the sample size. The cost of sampling is also omitted.

Goel and Wu [1973] developed a single assignable cause model for the optimum economic design of a cusum control chart for controlling normal process means. They utilized a cost model similar to Duncan's single cause $\bar{x}$-chart model and presented both $V$-mask and-decision interval schemes to obtain the optimum values of the design parameters.

Under the assumption of normality of the process means and following the general modelling structure of both Duncan's $\bar{x}$-chart model and Taylor's cusum chart model, Chiu [1974] developed a single cause economic mode 1 for a cusum chart. He considered a one-sided decision interval
scheme in formulating the per hour loss-cost function and presented both a numerical optimization method and a simplified approximate solution procedure to determine the optimal values of the design parameters.

### 2.3 Design of Control Charts for Non-Normal Processes

The design of control charts which are discussed in the above sections and the comprehensive surveys of recent developments in control chart techniques by Gibra [1975] and Montgomery [1980], reveal that a considerable amount of work has been undertaken for the economic design of control charts under the assumption that the process variables are normally distributed. It is common knowledge that industrial random variables do not always conform to the assumption of nomality. In such cases conventional control charts, which are based on the nomality assumption, may wrongly indicate that the process is out-ofcontrol when it is actually in the in-control state. Similarly, they may wrongly indicate that the process is in the in-control state whereas $\cdots$
it remains in the out-of-control state.
Delaporte [1951] demonstrated the effect of non-nomality on control charts for sample means. Through numerical studies he has shown that the values of upper and lower control limits, obtained on the assumption of a normal population, differed substantially from the respective values obtained by studying the actual distribution of means.

Gayen [1953] discussed the need for correcting the normal theory control charts for measuring departures from normality and deseribed
some methods for calculating control limits for means and standard deviations in situations where their distributions depart significantly from the normal. One of his suggested methods was to express the non-normal probability density function in terms of an Edgeworth series, which provided a convenient altemative to the normal density function.

Moore [1957] hàs shown how certain departures from the normality assumption could affect the probabilities associated with control limits calculated by normal theory. Through numerical studies he cautioned against the risk of rigidity concerning, the normality assumption.

Ferrei [1958] considered the case when the "istribution of the quality characteristic is badly skowed and devised control charts for a log-normal population.

Singh [1966] investigated the effect of non-normality of the manufactured units on producer's and consumer's risks. He considered only the effect of the peakedness parameter, $\gamma_{2}=\beta_{2}-3$ and he faund that in the case of platykurtic populations $\left(r_{2}<0\right)$, if the specification limits are set near the mean, then both the producer's and consumer's risks will be greater than their respective normal theory values and if the specification limits are set far from the mean, both risks will be smaller than their corresponding normal theory values.

Hahn [1971], Schilling and Nelson [1976], Heiks [1977] and Gruska [1978] examined the conditions under which one might or might not expect process variables to be normally distributed and indicated the procedures
which may be used to check the validity of the normality assumption. They suggested some very important transformations of the process variable to achieve a better method of approximation to normality and made several comments on the consequences of incorrectly assuming normality.

Following Duncan's work for normal processes, Nagendra and Rai [1971] developed an economic model of an $\bar{x}$-chart to control nonnormal process means. They used several numerical approximations to derive the per hour loss-cost function of the model. Taking the $\because f i r s t$ partial derivatives of the loss-cost function with respect to 'sample size $n$, sampling interval s and using some approximations, they obtained expressions for the design parameters $n$ and $s$ for a specified. value of control limit coefficient $k$. Since $k$ is not treated as a variable, the resulting plan may be far from optimal. Moreover, the study did not consider the cost of process shut-down and no attempt, was made to study the effect of variations in the cost factors on the solution vectors.

Raouf, et al. [1979] used a direct search technique totobtainnan optimal solution of the design parameters of an $\bar{x}$-chart to control nonnormal process means and studied the effects of cost factors and nonnormality parameters on the solution vectors.

Lashkari and Rahim [1979] developed an economic model of an $\bar{x}$-control chart to control non-normal process means, considering the cost of process shut-down. They also provided a simplified scheme to determine the values of design parameters.

Lashkari and Rahim [1980] also developed an economic design of cusum charts under the non-normality assumption.

Very recently, Rahim and Lashkari [1981] proposed an economic model for the, design of an $\bar{x}$-chart with warming-limits to control non-normal process means.

### 2.4 Motivation for Proposed Study

The literature survey leads to the conclusion that considerable attention hàs been devoted to the economic design of control charts under the assumption of normality of the process means. In many cases the normality assumption is applied without knowing the distribution of the process variable, or even when the process variable deviates from. the normal. distribation.

The theoretical justification for the normality ussumption is based on the central limit theorem, which states that under very general. conditions the distribution of the sum, and therefore of the average, of $n$ independent observations will approach nomality as the number of observations increases.

The question of how large a sample should be to apply the central limit theorem will have a bearing on the operating cost of a controi chart. The operation of a control chart involves both fixed and variable sampling costs. Sampling cost increases with increase of sample size. Decreasing sample size will increase losses resulting from deviations from the mean. Therefore, it is desirable to find the optimum sample size that would balance the costs against the losses.

The solution for optimal determination of the sample size under the normality assumption is known either for given values of probabilities of Type I and Type II error [Knappenberger, 1966], or for given values of contrōl limit coefficient and shift parameter [Weiller, ,1952]. The probability that the sample point falls outside the control limits when the process is actually in the in-control state is known as the probability of Type I error, whereas the probability that a point falls inside the control limits when the process is in an out-of-control state due to the occurrence of an assignable cause is known as the probability of Type II error. In the design of sampling plans, the probabilities of Type I and Type II errors are known as the producer's and the consumer's risks, respectively. Here, then, the concern of the quality control engineer is to achieve a compromise between the values of the producer's and consumer's.risks.

In many applications, data will seldom follort a normal distribution. We may also be confronted with an industrial situation where the assumption of normality is neither achievable nor desirable. For instance, often the data may be so badly skewed that the skewness itself produces outages and indicates the presence of an assignable cause of variation if the nomality assumption is made [Morrison, 1958]. In such cases the skewness must be regarded as being typical of a variate. Otherwise, probabilities assosiated with control limits (probabilities of Type I and Type II errors) calculated by normal theory will provide erroneous results.

There are other situations where the process is non-normal in nature. For example, a process may have been screened for out- . of-tolerance parts, resulting in a truncated distribution [Hald, 1952].

In general, due to limitations in the measuring instruments or due to purely practical considerations of ease and speed of measurement, the values of the measured variable are recorded accurately only in a certain interval which; consequently, causes a truncated distribution [Johnson and Leone, 1976].

A mixture-distribution [Johnson and Leone, 1976] is another type of non-normal distribution which arises when products from two or more different sources are mixed. For example, the quality .. characteristic of a product produced on any one of the machines: may be distributed nomally, but if the mean or standard deviation of the process varies from machine to machine, a mixture of products from all machines will not, in general, yield a normal distribution.

Also a process may be subject to tool wear [Duncan, 1974], resulting in non-nomal process characteristics. Distributions of powers and products of normal variates are, in general, non-normal [Haldane, 1942]. Such situations are encountered frequently in the application of statistical control chart analysis to thermionic value test data [Morrison, 1958].

Although many industrial processes are non-normal in nature and despite the fact that the assumption of normality is very crucial in such circumstances, little attention has been paid to the economic
design of control charts under the non-nomalityrassumption. There is need for a procedure which will enable us to deal with non-normality

1 of data, to design control charts accordingly and to continue, our search for the assignable causes of variation..

# CHAPTER 3 . <br> OPERATING PROPERTIES AND DESIGN CRITERIA OF CONTROL CHARTS 

Statistical properties and design criteria of control charts which are relevant to the scope of this study are described in the following section.

### 3.1 Statistical Properties of Control Charts.

It is current practice to use statistical techniques to monitor the variability of the quality of output of an industrial process. The rationale for this procedure is the classification of such variability. into one of two types - variability due to inherent random fluctuations of the process, and variability due to changes in the process parameters. Process variability is of concem to the quality control engineer because the product must meet certain performance standards specified by the designer. Usually these standards are given in the form of specification limits within which a product's measurable characteristics must lie in. order for the product to be considered acceptable. The production engineer must therefore attain and thereafter, maintain, the state of control of the process in which variability is due only to inherent random fluctuations. In other words, he must make the process behave as if each measurable property of the product comes from a single statistical population having stationary parameters (i.e., constant with respect to time). If these parameters do vary with time, such variation must be investigated and its cause must be discovered by the production engineer.

Any feature of the production cycle which causes a change in one or more of the process parameters is called an assignable cause ${ }_{4}$ The presence of such an assignable cause is to be detected by the . control chart and removed from the system by the quality control engineer. The $\bar{x}$-control chart and the cumulative sum (cusum) chart are two well-known statistical techniques which have been used for the last few decades in detecting an assignable cause under the - assumption that the quality characteristics of the product are/. normally distributed.

In an $\bar{x}$-control chart, the control limits are set. at $\pm k$ standard deviations of the sample mean from the target value.. A sample of size $n$ is taken from the process every $s$ hours and the sample mean is plotted on the $\bar{x}$-chart. The process is subject to the occurrence of an assignable cause of variation which takes the form of a shift in the process mean from $\mu$ to $\mu+\delta \sigma$, where $\mu$, $\sigma$ and $\delta$ are, respectively, the process mean (target value), the process standard deviation and the shift parameter. The occurrence of sample means outside the control limits is regarded as an indication that the process is in an out-of-control state.

On the other hand, in a cumulative sum control chart, a sample of size $n$ is taken at regular intervals of $s$ hours. Successive values of the sample mean are compared with a predetermined reference value $K$. and the cumulative sum of deviations from this value is plotted or tabulated on the cusum chart. If this sum exceeds a predetermined decision interval $h$, the indication is that a change has occurred in the mean level of
the variable. Properties of a cusum test are described by a pair of average run lengths, $R_{0}$ and $R_{1}$, associated with the state of the : process inscontrol and out-of-control; respectively.

The efficiency of both $\bar{x}$-charts and cusum charts in dețecting the lack of control depends upon the values of the design parameters $n, s$ and $k$ for an $\bar{x}$-chart and $n, s, h$ and $k$ for a cusum chart.

### 3.2 Quality Control Chart as a Test of Hypothesis

As mentioned above, the function of a quality control procedure is to maintain a process in a state of control. This function is accomplished by periodically testing the null hypothesis that the process parameters are equal to the control values. The test is conducted by measuring the quality of a sample off the product produced by the process. The value of the test statistic is computed from the sample data. If this value falls in the critical region (i.e., outside the control limits), the null hypothesis is rejected and the process is investigated to determine and correct the condition which caused the process to go out of control. If the value of the test statistic is not in the critical region, the process is assumed to be in controi and it is allowed to continue.

As in any hypothesis testing procedure, two types of error may occur. One type, generaMy called "Type I error", involves rejecting the null hypothesis when the process is in control. The second type, generally called "Type II error", involves failure to reject the null hypothesis when the process is out of control. Type II error leads to costs
associated with an increase in the number of defective products produced by an out-of-control process. Costs of unnecessary investigation and loss of production arise from. Type I error. Both of these costs can be decreased by increasing the sample size and decreasing the sampling interval; however, this reduction in error cost is accompanied by an increase in sampling and testing costs. Type I error costs can also be decreased by decreasing the critical region, thus increasing type II error costs.

### 3.3 Criteria for the Design of Control Charts

The design of control charts infolves the optimum selection of design parameters. Selection criteria of these design parameters can be classified in the following categories and are discussed below:

## 1. Power Function Criterion,

2. Average Run Length Criterion,

* 3. Minimum Cost Criterion.
3.3.1 Power Function Criterion. The Fower Function criterion, which is a method commonly employed for determining the parameters $n$ and $k$ of an $\bar{x}$-control chart, was first used by Knappenberger [7966]. The use of this criterion is equivalent to defining a test of hypothesis between two simple altematives:

$$
\begin{aligned}
& H_{0}: \mu=-\mu_{0}, \\
& H_{T}: \mu=\mu_{0} \pm \delta \sigma, \quad \delta>0
\end{aligned}
$$

where $\delta \mathrm{o}$ is the shift in the process mean. The statistic $\bar{x}$ has a
normal distribution with mean $¥$ and variance $\sigma^{2} / \mathrm{n}$. and the control limits of the $\bar{x}$-chart are at $\pm k 0 / \sqrt{n}$. For a given probability $\alpha$ of Type I error, the values of $n$ and $k$ are chosen so that the power of the test, that is, the probability of rejecting $H_{0}$ when $H_{1}$ is true, is some specified value ( $1-B$ ).

The power function approach is a straightforward and simple criterion to use. But an arbitrary choice of $\alpha$ and $\beta$ does not reflact the cost and risk factors.associated with the process and does not appear to be more logical than an arbitrary selection of $n$ and $k$. Further, the sampling interval, $s$, is not taken into consideration.
3.3.2 Average Run Length'Criterion. Page [1954 ] defined the term "Average Run Length"" (ARL) as the average number of articles inspected between two successive occasions when some rectifying action is taken and employed it as a criterion for the design of $\bar{x}$-charts. Page showed that for a one-sided $\bar{x}$-chart, the ARLs, $R_{0}$, when the process is in control, and $R_{T}$, when the process is out-of-control are.

$$
\begin{equation*}
R_{0}=n /[1-\phi(k)] \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.R_{T}=\pi /[ \}-\Phi(k-\delta \sqrt{n})\right], . \tag{3.2}
\end{equation*}
$$

where $\Phi(x)$ is the cumulative distribution function of the standardized normal variate $x$.

When both negative and positive deviations in the process mean are equally important, the ARLs, $\mathrm{R}_{0}^{\prime}$ and $\mathrm{R}_{1}^{\prime}$ are

$$
\begin{align*}
R_{0}^{\prime} & =n / 2[1-\Phi(k)]  \tag{3.3}\\
\text { and } R_{1}^{\prime} & =n /\left[\left(1-\Phi(k-\delta \sqrt{n})+\Phi\left(-k^{\prime}-\delta \sqrt{n}\right)\right] .\right. \tag{3.4}
\end{align*}
$$

The methods used to design an $\bar{x}$-chart are either to fix $R_{0}$ and choose $n$ and $k$ for a given value of $\delta$ that will minimize $R_{1}$, or to specify $R_{1}$ and choose those values of $n$ and $k$ that will maximize $R_{0}$.

Weiler [1952] has shown that the average number of articles inspected before a change is given by

$$
\begin{equation*}
A(n)=n /[1-\Phi(k-\delta \delta n)] . \tag{3.5}
\end{equation*}
$$

For given values of $k$ and $\delta$, he determined a sample size $n$ which minimizes the function $A(n)$. Weiler showed that for a given control limit coefficient $k$, the value of $n$ that minimizes $A(n)$ depends on the amount $\delta \sigma$ by which the population mear has changed.

- Page [1954.a] introduced the cumulative sum chart as an alternative to the $\bar{x}$-chart for controlling the mean of a normal process. The selection criterion of the design parameters, based on the average run length criterion, is as follows.

The design parameters $n, h, K$ and $s$ are generally selected to yield approximate ARLs $R_{0}$ and ${ }_{1}$ at acceptable and rejectable quality levels $\mu_{0}$ and $\mu_{1}$, respectively. Ideally, the ARL should.be large when, the process is operating at an acceptable quality level (AQL) and small when the process is operating at a rejectable quality level (RQL). Page [1954b] showed that the cusum chart scheme is equivalent to a sequence of Wald-sequential tests with horizontal boundaries ( $0, h$ )
and initial score zero. He derived the following expressiton for the ARL:

$$
\begin{equation*}
A R L=N(0) /\{1-P(0)\}, \tag{3.5}
\end{equation*}
$$

where $P(0)$ is the probability that the test starts on the lower. boundary and ends on the lower boundary. $N(0)$ is the unconditional average number of samplings of thée test. For known values of $N(0)$ and $P(0)$, the value of ARL can be found from the above expression. However, it is quite complicated to obtain the values of $P(0)$ and $N(0)$ from the integral equations $P(z)$ and $N(z)$, respectively. The expressions for $P(z)$ and $N(z)$ are as follows:

$$
\begin{align*}
& P(z)=\int_{-\infty}^{-z} \phi(x) d x+\int_{0}^{h} P(x) \phi(x-z) d x  \tag{3.7}\\
& N(z)=1+\int_{0}^{h} N(x) \phi(x-z) d x, \tag{3.8}
\end{align*}
$$

where $\phi(x)$ is the density furction of the process variable $x$, distributed normally.

Kemp [1958] developed approximate solutions for $P(z)$ and $N(z)$. for the case when $x$ has a normal distribution. Ewan and Kemp [1960], Goel and Wu [1971], and Goel [1971] provided nomograms which can be used for the selection of design parameters approximately satisfying the requirements of $R_{0}$ and $R_{1}$ for controlling the mean of normal processes. Ewan and Kemp [1960] suggested that the reference vailue, $K$, should be midway between the ARL and RQL. Kemp [1962] showed that the V-mask scheme with lead distance $d$ and half angle $\phi$ is equivalent to a two-sided interval scheme.
3.3.3 Minimum Cost Criterion. The power function approach and the average run length approach discussed above are both statistical criteria. The design of control charts based on these criteria does not take into consideration the sampling interval, the cost and risk factors and various other parameters related to the process being controlled. From an industrial quality-control engineering point of view, a more realistic approach would be to use a criterion that would include the income and the cost figures associated with the process and the maintenance and operation of the control chart. However, to apply such decision criteria, the quality control engineer must know the characteristic of the product (measurable or attributive). He should have a knowledge of the state and nature, the failure mechanism, operating policy and the income and cost parameters of the production process.

### 3.4 Assumptions About Process Behaviour

In this section, the assumptions about the behaviour of the production process, which are required to formulate a model for the economic design of control charts are described.
3.4.1 The Production Process. A specified production process is considered. It is assumed that the quality characteristic of the - process is a variable measurable on a continuous scale. The process variable is assumed to be non-normally distributed with probability density function $f\left(\mu_{0}, \sigma^{2}, B_{1}, B_{2}\right)$ with mean $\mu_{0}$, variance $\sigma^{2}$, measure of skewness $B_{1}$ and measure of kurtosis $B_{2}$. The process starts in
an in-control state and may be disturbed by the occurrence of an assignable cause which shifts the process mean from $\mu_{0}$ to $\mu_{0}+\delta \sigma$, where $\delta$. is the known shift parameter and $\sigma_{2} B_{1}$ and $\beta_{2}$ are àssumed to remain stable. The occurrence of the assignable cause is considered as a random shock acting on the system, that is, the probability of the process shift within a small interval of time is directly proportional to the length of the interval.

To determine the nature of the transitions between the in-control and out-of-control states, it is assumed that the assignable cause occurs according to a Poisson process with mean rate of occurrence $\lambda$. That is, the length of time the process ramains in the in-controlustate is an exponential rangom variable distributed with mean $1 / \lambda$ hours.

Two different operating policies of the process are considered.

1) Policy $I$, which assumes that the process is kept running. until the assignable cause is discovered.
2) Policy If, which assumes that the process is shut down during the search for the assignable cause. With the aid of these two policies, the manufacturer can decide upon the appropriate models to be chosen for minimization of the process loss-cost.

The various incomes and costs that are associated with the operation of the process are: income when the process is in the incontrol state, income when the process is in the out-of-control state, the cost of searching for an assignable cause when one exists, cost of searching for an assignable cause when none exists and the cost of maintaining the control chart.
3.4.2 The Loss-Cost Function. A production cycle is defined as the time period from beginning of production (or adjus to the detection or elimination of an assignable cause. The production cycle for the process models under operating policy I consists of four periods: 1) the in-control period; 2) the out-of-control period, 3) the time to take a sample and interpret the results, and 4) the time. to find the assignable cause. Similarly, the production cycle under operating policy II also consists of four periods: 1) the in-control period, 2) the out-of-control period, 3) the search period" due to false alarms, and 4) the search and repair period due to true alarms.

Considering the relevant income and cost parameters associated with each period of the production cycle, the expected cost per production cycle can easily be derived. Hence, the expected cost per unit time is defined as the ratio of the expected value of total cost incurred during the cycle to the expected length of the cycle.

## CHAPTER 4

## ECONOMIC DESIGN OF $\bar{X}$-CHARTS TO CONTROL

## NON-NORMAL PROCESS MEANS

In this Chapter Duncan's model is generalized using the Edgeworth approximation to the normal distribution.

To investigate the economic design of $\bar{x}$-charts, initially a basic single assignable cause process model under policy I is proposed... and its expected loss+cost function is developed. An analytical solution to obtain the optimal value of the design parameters li.e., sample size $\underline{n}_{\text {, sampling }}$ interval $s$, control limits coefficient $k$ ) is not possible. An optimization technique based on Hooke and Jeeves pattem search is developed to obtain the optimal design parameter values.

The fundamental assumptions in developing the process model under policy I are: (I) that the process is allowed'to continue in operation, during the search for the assignable cause and (2) that the cost of eliminating the assignable cause is not charged against the net income for the production cycle. : In many processes, these restrictions are, unrealistic and it would be of interest to formulate a cost model based on different assumptions. Hence, a single assignable cause model for an $\bar{x}$-chart under policy II is also proposed and an expected losscost function is derived. The optimal design parameters are obtained by
applying the same optimization technique developed for the cost módel under policy I. A simplified scheme ${ }^{c}$ is also proposed for each of the cost models for selecting the design parameters so that the expected lośs-cost is minimal for a specified level of consumer's risk.

Through numerical studies, a sensitivity analysis of the model, under policy II, is performed. - Investigations are also made to examine the effects of errors in the estimation of data parameters on minimization of the loss-cost function for the proposed control plan.

Many, production processes are affected by several assignable causes and, in such situations, a single assignable cause model is not applicable. The single assignable cause model under policy II is extended to a multiple assignable cause model: With numerical illustrations, it is . demonstrated that a "matched" single assignable cause model can be proposed so that its optimal control plan approximates the exact optimum control plan for the original multiple assignable cause model obtained by a direct search technique. Hence, a simplified scheme such as that applied to the single assignable cause model is suggested for the "matched" single assignable cause model.

### 4.1 Characteristics of the Process Variable

To take into consideration the effects of non-normality on control chart design, it is assumed that, the first four terms of the Edgeworth series expansion provide an adequate representation of the distribution of the quality characteristic [Gayen, 1953]. Denoting the " quality characteristic by the random variable $X$, the probability density
function: (pdf) of the standardized variable $x=\frac{x-\mu_{0}}{\sigma}$ has the following form [Barton and Dennis, 1952; Kendall and Stuart, 1969]:
$f\left(x \mid \mu_{0}\right)=\phi(x)-\frac{\sqrt{\beta_{i}}}{6} \phi^{(3)}(x)+\frac{\left(\beta_{2}-3\right)}{24} \phi^{(4)}(x)+\frac{\beta_{1}}{72} \phi^{(6)}(x)$
Define $\gamma_{1}=E\left\{x^{3}\right\}$ and $\gamma_{2}=E\left\{x^{4}\right\}-3$. Recalling that $x=\frac{\alpha-\mu_{0}}{\sigma}$, we have $\gamma_{1}=\sqrt{\beta_{1}}$ and $\gamma_{2}=\beta_{2}-3 . \gamma_{1}$ is called the coefficient of skewness.

Positive values of $\gamma_{j}$ usually correspond to pdf's with dominant tails on the right side and negative values to tails on the left side. $\gamma_{2}$, is called the coefficient of excess (or kurtosis). For normal distribution both $\gamma_{1}$ and $\gamma_{2}$ are equal to zero. In this study, $\dot{\gamma}_{1}$ and $\gamma_{2}$ are to be used as the measures of non-normality parameters. . The equation (4.1) can be . represented in terms of $\gamma_{1}$ and $\gamma_{2}$ as follows
$f\left(x \mid \mu_{0}\right)=\phi(x)-\frac{\gamma_{1}}{6} \phi^{(3)}(x)+\frac{\gamma_{2}}{24} \phi^{(4)}(x)+\frac{\gamma_{1}^{2}}{72} \phi^{(6)}(x)$
Utilizing the well known relations [Gayen, 1953]
$\gamma_{y}(\bar{x})=\frac{\gamma_{1}(x)}{\sqrt{n}}$ and $\gamma_{2}(\bar{x})=\frac{\gamma_{2}(x)}{n}$, the pdf of the standardized sample average $y=\frac{\bar{x}-\mu_{0}}{\sigma / \sqrt{n}}$ is given by
$f\left(\dot{\bar{x}} \mid \mu_{0}\right)=f_{n}(y)=\phi(y)-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(3)}(y)+\frac{\gamma_{2}}{24 n} \phi^{(4)}(y)+\frac{\gamma_{1}^{2}}{72 n} \phi^{(6)}(y),(4.3)$
where $\phi(x)$ is the pdf of the standardized normal variable $x$ and

$$
\phi^{(r)}(x)=\left(\frac{d}{d x}\right)^{r} \quad \dot{\phi}(x) .
$$

Barton and Dennis [1952] studied the values of $\gamma_{1}$ and $\gamma_{2}$, through $\beta_{1}=\gamma_{1}{ }^{2}$ and $\varepsilon_{2}=\gamma_{2}+3$, which make the Edgeworth series nonnegative and unimodal. A graph showing the regions in which nonnegative and unimodal properties are true in the ( $\beta_{1}, \beta_{2}$ ) plane was also given by them. Berndt [1957] made a similar investigation when only $\gamma_{1}$ was used..

The conditions given by Barton and Dennis on $\gamma_{1}$ and $\gamma_{2}$ regarding the positive definiteness and unimodality of $f(x)$ are assumed in the present study. Further it is assumed that $\beta_{2} \geq 1+\beta_{1}$.

### 4.2 Single Assignable Cause Model - Policy I

Similar to Duncan's model for normal processes, a single assignable . cause model for non-normal processes is presented in this section. Considering a numerical exmple, optimal values of the design parameters . that are obtained using a difect search technique are compared with the corresponding approximate values provided by Nagendra and Raj [1971]. The approximate solution procedure, used by Nagendra and Rai, has also been improved. Furthermore, a simplified scheme is developed based on a prescribed 90 or 95 percent probability that the defective items found in a sample fall outside the control limits when the process is out of control.
4.2.1 Formulation of Loss-Cost Function. In order to formulate the loss-cost function for the economic design of an $\bar{x}$-chart, the characteristics that are to be derived are as follows.

i) The density function of the occurrence of the assignable cause is given by.

$$
\begin{aligned}
\dot{f}_{T_{a}}(t) & =\lambda e^{-\lambda t}, & & \lambda>0, t \geq 0 \\
& =0 & & \text { otherwise } .
\end{aligned}
$$

The average time required for the assignable cause to occur is

$$
\begin{equation*}
E\left(T_{a}\right)=\int_{0}^{\infty} t \lambda e^{-\lambda t}=1 / \lambda \tag{4.4}
\end{equation*}
$$

Hence the process remains in an in-control state with an average length of time of $1 / \lambda^{\wedge}$ hours.
: ii) If the samples are taken at intervals of s hours, then, given the occurrence of the assignable cause in the interval between the $j$ th and $j+1$ st samples or between js and ( $j+1$ )s hourrs, the average time of occurrence of the assignable cause within an interval between samples

$$
\begin{array}{r}
\text { is given by } \\
\tau=E\left[T_{b} \mid A\right] \left\lvert\, \int_{j}^{(j+1) s} \cdot \frac{j e^{-\lambda t}(t-j s) d t}{P(A)}\right.,
\end{array}
$$

where $T_{b}$ denotes the mean time of occurrence within an intersample interval and $A$ denotes the event that the assignable cause occurs in the interval. Thus,

$$
\tau=\frac{\int_{j s}^{(j+1) s} \lambda e^{-\lambda t}(t-j s) d t}{\int_{j s}^{(j+1) s} \lambda e^{-\lambda t} d t}
$$

$$
e^{-\lambda j s} \int_{0}^{s} \lambda T_{1} e^{-\lambda T_{1}} d T_{1}
$$

$$
e^{-\lambda j s} \int_{0}^{s} \lambda e^{-\lambda T_{1}} d T_{1}
$$

where $T_{1}=t-\cdots j s$. Thus

$$
\begin{align*}
\tau & =\frac{i-(1+\lambda s)^{\lambda} e^{-\lambda s}}{\lambda\left(1-e^{-\lambda s}\right)} \\
& =\frac{s}{2}-\frac{\lambda s^{2}}{12}+0\left(\lambda^{3} s^{4}\right) \tag{4.5}
\end{align*}
$$

iii) Under the assumption that the control limits are set at $\pm k$ standard deviations of the sample mean from the target value, the probability that the assignable cause is detected when the process is in the out-of-control state is

$$
\begin{equation*}
P=1-\beta=\int_{-\infty}^{\mu_{0}-k \sigma / \sqrt{n}} f\left(\bar{x} \mid \mu_{1}\right) d \bar{x}+\int_{\mu_{0}+k \sigma / \sqrt{n}}^{\infty} f\left(\bar{x} \mid \mu_{\eta}\right) d \bar{x} . \tag{4.7}
\end{equation*}
$$

where $\mu_{1}$ is the process average when it is out of control and is equal to $\mu_{0}+\delta \sigma$. Integrating (4.7), we obtain

$$
\begin{align*}
& P= 1-\beta= \\
&=+(-k-\delta \sqrt{n})-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}(-k-\delta \sqrt{n})+\frac{\gamma}{2}_{24 \phi^{2}}{ }^{(3)}(-k-\delta \sqrt{n}) \\
&(-k-\delta \sqrt{n})+1-\Phi(k-\delta \sqrt{n})+\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}(k-\delta \sqrt{n})  \tag{4.8}\\
&-\frac{\gamma_{2}}{24 n} \phi^{(3)}(k-\delta \sqrt{n})-\frac{\gamma_{1}^{2}}{72 n} \phi^{(5)}(k-\delta \sqrt{n}) .
\end{align*}
$$

P is know as the probability of true alarm. $B$ is known as the probability of a

Type II error. Under the normality assumption, equation (4.8) is reduced to

$$
\begin{equation*}
P=1-\beta=1-\phi(k-\delta \sqrt{n})+\phi(-k-\delta \sqrt{n}) . \tag{4.9}
\end{equation*}
$$

iv) When the assignable cause has not occurred, that is, when the process is in control, the probability of a sampling point falling outside the control limit or the probability of the false alarm is

$$
\begin{aligned}
\alpha & =\left\{-\int_{\mu_{0}-k \sigma / \sqrt{n}}^{\mu+k \sigma / \sqrt{n}} f\left(\bar{x} \mid \mu_{0}\right) d \bar{x}\right. \\
& =1-\left[\phi(k)-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{\prime}(2)(k)+\frac{\gamma_{2}}{24 n} \phi^{(3)}(k)+\frac{\gamma_{1}^{2}}{72 n} \phi^{(5)}(k)\right.
\end{aligned}
$$

$$
=\Phi(-k)+\frac{r_{1}}{6 \sqrt{n}} \phi^{(2)}(-k)-\frac{r_{2}}{2 \cdot 4 n} \phi^{(3)}(-k)-\frac{r_{1}^{2}}{72 n} .
$$

$$
\left.{ }_{\phi}^{(5)}(-k)\right]
$$

$$
=1-\left[\phi(k)-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}(k)+\frac{\gamma_{2}}{24 n}{ }_{\phi}^{(3)}(k)+\frac{\gamma_{1}^{2}}{72 n} \phi^{(5)}(k)-(1-\phi(k))\right.
$$

$$
\left.+\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}(k)+\frac{\gamma_{2}}{24 n} \phi^{(3)}(k)+\frac{\gamma_{1}^{2}}{72 n} \phi^{(5)}(k)\right]
$$

$$
=1-\phi(k)-\frac{\gamma_{2}}{12 n} \phi^{(3)}(k)-\frac{\gamma_{1}^{2}}{36 n} \phi^{(5)}(k)+1-\phi(k) .
$$

$$
=2-2 \Phi(k)-\frac{1}{36 n}\left[\exists r_{2} \phi^{(3)}(k)+r_{l}^{2} \phi^{(5)}(k)\right]
$$


where $\alpha_{c}=\frac{\gamma^{\prime}}{36 n}\left[3 r_{2} \phi^{(3)}(k)+r_{1}{ }^{2}{ }^{(5)}(k)\right]$.
$\alpha$ is the probability of a Type I error. For the normal case $\alpha$ is simply equal to $2 \Phi(-k)$. This, can also, be noted from equation (4.11), that as $n \rightarrow \infty$, $\ddot{\alpha}_{.}+2 \Phi(-k)$.
v) After the occurrence of the assignable cause, the probability that it will be detected on the $j$ th sample is ( $7-P)^{j-1} \cdot P$, which is the probability density function of the geometric distribution; then the expected number of samples taken before the assignable cause is detected is".

$$
\begin{align*}
& =\sum_{j=1}^{\infty} j(1-p)^{j-1} p \\
& =\frac{1}{p} \tag{4.12}
\end{align*}
$$

Therefore, the expected time the process to be out of control before a sample point falis outside the control limits is

$$
\begin{equation*}
\frac{s}{p}-\tau \tag{4.13}
\end{equation*}
$$

vi) The time required to take samples and to interpret their results has an average length of en.
vii). Let the time required to find the asstgnable cause have an average Tength of $D$.
-. Then the following statements are true.
viii)The expected length of time during whish the process is out of control before the search for the assignable cause is concluded is given by

$$
\begin{equation*}
\frac{s}{p}-\tau+e n+0 \tag{4.14}
\end{equation*}
$$

ix) The expected production cycle length of in-control/out-ofcontrol is

$$
\begin{equation*}
E(C)=\frac{1}{\lambda}+\frac{s}{P}-\tau+e n+0 \tag{4.15}
\end{equation*}
$$

Let $V_{0}$ be the per-hour income when the process is in control, $V_{1}$, the per-hour income when the process is out of control, $b+c n$ the cost of taking a sample, $V$ the expected cost of searching for the assignable cause when none exists and $W$ the expected cost of searching for an assignable cause when it exists.
$x)$ The expected number of false alams per cycle before the process goes out of control will be a times the expected number of samples taken in the 'in-control' period. The expected number of false alarms per cycle will thus be

$$
=\alpha \sum_{j=0}^{\infty} \int_{j s}^{(j+1) s} j \lambda e^{-\lambda t} d t
$$

$$
\begin{align*}
& =\alpha \sum_{j=0}^{\infty} j\left[e^{-j \lambda s}-e^{-(j+1) \lambda s}\right] \\
& =\alpha\left[\left(e^{-\lambda s}-e^{-2 \lambda s}\right)+2\left(e^{-2 \lambda s}-e^{-3 \lambda s}\right)+3\left(e^{-3 \lambda s}-e^{-4 \lambda s}\right)+\ldots\right] \\
& =\alpha\left[e^{-\lambda s}+e^{-2 \lambda s}+e^{-3 \lambda s}+e^{-4 \lambda s}+\ldots\right] \\
& =\frac{\alpha e^{-\lambda s}}{1-e^{-\lambda s}} \tag{4.16}
\end{align*}
$$

Then the expected net income derived from the production cycle is

$$
\begin{equation*}
\frac{V_{0}}{\lambda}+V_{1}\left(\frac{s}{p} \div \tau+e n+D\right)-W-V a e^{-\lambda s} /\left(1-e^{-\lambda s}\right)-(b+c n) \frac{E(C)}{s} \tag{4.17}
\end{equation*}
$$

Hence, the average net income per hour is

$$
I=\frac{\text { expression }(4.17)}{\text { expression }(4.15)}
$$

Defining. $L$ as $L=V_{0}-I$, we get after suitable simplification,

$$
\begin{equation*}
L=\frac{\lambda U B_{1}+V B_{0}+\lambda W}{1+\lambda B_{1}}+\frac{(b+c n)}{s} \tag{4.18}
\end{equation*}
$$

where $U=V_{0}-V_{I}$,

$$
\begin{equation*}
B_{1}=\frac{S}{P}-\tau+e n+D ; \tag{4.19}
\end{equation*}
$$

and $B_{0}=\alpha(1-\lambda \tau) / s$

The function $L$ represents the loss-cost per hour for the present model. The problem is to minimize the per-hour loss-cost function $L$ with respect to the design parameters $n$, $s$ and $k$.
4.2.2 Determination of the Optimal Design Parameters. An explicit solution of $n$, $s$ and $k$ is not possible. However, for a specified value of $k$, an approximate value of $n$ can be obtained. A value of $s$ can be approximated using the values of $n$ and $k$. This can be accomplished as : follows

For simplicity we assume that $\delta>0$, Thus the terms containing $(-k-\delta$ 向) may be neglected in equation (4.8), reducing it to

$$
\begin{align*}
& p=1-\phi(k-\delta \sqrt{n})+\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}(k-\delta \sqrt{n})-\frac{\gamma_{2}}{24 n} \phi^{(3)}(k-\delta \sqrt{n}) \\
& \forall \quad-\frac{\gamma_{1}^{2}}{72 n} \phi^{(5)}(k-\delta \sqrt{n}), \quad \delta>0 . \tag{4.21}
\end{align*}
$$

Letting $k-\delta \sqrt{n}=\zeta$,

$$
\begin{align*}
P= & 1 N-\Phi(\zeta)+\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}(\zeta)-\frac{\gamma_{2}}{24 n} \phi^{(3)}(\zeta) \\
& -\frac{\gamma_{1}^{2}}{72 n} \phi^{(5)}(\zeta) . \tag{4.22}
\end{align*}
$$

$$
t
$$

Moreover, $\lambda$ is a small quantity and hence $\lambda B_{1}$ is small compared to unity. Therefore, the term $\lambda B_{1}$ can be omitted from the first denominator of equation (4.18). Thus we have

$$
\begin{equation*}
L=L^{\prime}=\lambda U B_{1}+V B_{0}+\lambda W+\frac{(b+c n)}{s} . \tag{4.23}
\end{equation*}
$$

- Then $L^{\prime}$ is partially differentiated with respect to $n$ and's and
equating the derivatives to zero, gives the following equations.

$$
\begin{align*}
& \frac{\partial L^{\prime}}{\partial n}=\lambda U \frac{\partial B_{1}}{\partial n}+V \frac{\partial B_{0}}{\partial n}+\frac{c}{s}=0  \tag{4.24}\\
& \frac{\partial L^{\prime}}{\partial s}=\lambda U \frac{\partial B_{1}}{\partial s}+V \cdot \frac{\partial B_{0}}{\partial s}-\frac{b+c n}{s^{2}}=0, \tag{4.25}
\end{align*}
$$

where

$$
\begin{aligned}
& \frac{\partial B_{1}}{\partial n}=-\frac{s}{p^{2}} \frac{\partial p}{\partial n}+e \\
& \frac{\partial B_{0}}{\partial n}=\frac{\partial \alpha}{\partial n} \cdot \frac{1}{s}=\frac{\alpha}{n s}
\end{aligned}
$$

$$
\frac{\partial p}{\partial n}=\frac{\delta}{2 \sqrt{n}} \dot{\phi}(\zeta)+\frac{1}{144 n^{2}}\left[-12 \gamma_{1} \quad\left[\delta n \phi^{(3)}(\zeta)+\sqrt{n} \phi^{(2)}(\zeta)\right\}\right.
$$

$$
+3_{2}\left\{\delta \sqrt{n}_{\phi}{ }^{(4)}(\zeta)+2 \phi_{i}^{(3)}(\zeta)\right\}+\gamma_{1}{ }^{2}\left\{\delta \sqrt{n} \phi_{\phi}^{(6)}(\zeta)\right.
$$

$$
\left.\left.+2 \phi^{(5)}(\zeta)\right\}\right]
$$

$$
\frac{\partial B_{1}}{\partial s}=\frac{1}{p}-\frac{1}{2}+\frac{\lambda s}{6}
$$

$$
\frac{\partial B_{0}}{\partial s}=\frac{\alpha}{s^{2}}
$$

From (4.24) and (4.25):

$$
\begin{equation*}
\lambda U\left(-\frac{s}{p} \frac{\partial P}{\partial n}+e\right)+V \frac{c}{n s}+\frac{c}{s}=0 \tag{4.26}
\end{equation*}
$$

$$
\begin{equation*}
\lambda U\left(\frac{1}{P}-\frac{1}{2}\right)-\frac{a V}{s^{2}}-\frac{b+c n}{s^{2}}=0 \tag{4.27}
\end{equation*}
$$

From (4.27):

$$
\begin{equation*}
s=\left[(\alpha V+b+c n) /\left[\lambda U_{0}\left(\frac{1}{P}-\frac{1}{2}\right) \cdot\right\}\right] \tag{4.28}
\end{equation*}
$$

Substituting this value of $s$ in equation (4.26):

$$
\begin{equation*}
\alpha_{c} V+n\left(c-\frac{\alpha V+b+c n}{p^{2}\left(\frac{1}{p}-\frac{1}{2}\right)} \frac{\partial p}{\partial n}+\lambda U e\right) \approx 0 \tag{4.29}
\end{equation*}
$$

For a specified value of $k$, the value of $n$ which satisfies equation (4.29) can be taken as an approximate sample size. Substituting this value of $n$ in equation (4.28), an approximate value of $s$ can be evaluated.

Similar types of expressions for $n$ and $s$ have been derived by Nagendra and Rai [1971]. However, in these derivations, the term $\lambda$ Ue in equation (4.29) was not accounted for. They took the partial derivatives of $L$, instead of $L^{\prime}$, and performed much more complicated computations than the procedure described above. Moreover, they considered the derived values for $n$ and $s$ as' the optimum solutions for the design parameters, which did not seem to be realistic. Preclusion of the term dUe in equation (4.29) may have some serious effects on. the approximate solutions of $n$. and $s$. Inclusion of due in their
solution for $n$, could have improved the accuracy of the approximate control plan. Nevertheless, keeping one of the design variables fixed, the optimum design of the control plan cannot be achieved.

In the case of controlling the mean of a normal process, it may be feasible for practical purposes to specify the value of $k$, so as to attain a certain level of probability of Type I error. The reason behind this is that the expression for the probability of Type I error under nomality assumption is independent of sample size $n$. But, under the non-nomality assumption, the probability of Type I error is dependent on both sample size $n$ and control limit coefficient k. The probability of Type II error for controlling both normal and non-nomal means is a function of $n$ and $k$. Therefore, for a specified value of $k$, the approximate value of the design parameters will not provide an optimum control plan. Therefore, a direct search technique is desirable to obtain the exact optimum control plan. Through numerical illustration it will be shown later in this Ghapter how the approximate solutions are deviating from their corresponding optimum solutions obtained by using the direct search technique. However, for a specified value of $k$, approximate values of $n$ and $s$ could be used as a good initial point for a direct search.

## Direct Search Solution

The pattern search technique of Hooke and Jeeves [1961] is employed to minimize the expected per hour loss-cost associated with. the operation of an $\bar{x}$-chart. Pattern search is a direct search
technique for minimizing function $f$, of a vector-valued variable $x$. For the present case, $f=L$ and $\underline{x}=(n, s, k)$ is a three-dimensional vector with the components of $\underline{x}$ equal to the design parameters.
, The search starts with a local exploration in small steps around the starting point. If the exploration is a, success, i.e., if the loss-cost reduces during local exploration, the step size grows; if the exploration is a failure, the step size is reduced. If a change of direction is necessary, the method starts over again with a new pattern. The search is terminated when the step size is reduced to a specified value, or when the number of iterations equals to a predetermined value, whichever occurs first. However, due to the characteristics of function $L$, some modifications to the method have to be made in order to account for the inherent constraints on the sample size, and on the probabilities of Type I and Type II errors. These modifications are as follows.
i) $n$ must be an integer value;
ii) the expressions for $P$ and $\alpha$, i.e., equation (4.8) and (4.11), are non-negative for given values of $\gamma_{1}, \gamma_{2}$ and $\delta$.
The computer program 'PROAM XBAR', which incorporates these modifications is given in Appendix I .

- In the past, under the normality assumption, the value of $k$ was chosen to be either 2.5 or 3 in the conventional design of $\bar{x}$-charts [Shewhart, 1933; Dudding and Jennett, 1942]. One of these two values as an initial value of $k$ is chosen for the search. The root of the equation (4.29) is then obtained ${ }^{-u t i l i z i n g ~ e x t e r n a ̨ ~} \operatorname{FUNCTION~FI~and~SUBROUTINE~ZREALI.~}$

Then this root is considered as an initial value of $n$. The initial value of $s$ is then evaluated using equation (4.28). The optimum values of the design parameters are then obtained by the developed modified pattern search. 'SUBROUTINE SUB'. During the search, the functional valtue is evaluated using SUBROUTINE COST.

Numericial Examples
To obtain the optimal design parameters, the-search method assumes that the objective function is convex. Since it is not possible to . . analytically investigate the convexity of $L$, some analysis of its behaviour was conducted through numerical studies.

One such study is presented in Tabte 4.1 of Example $\left.4^{\circ .1}\right]^{\circ}$ This indicates that the surface of $L$ is approximately cenves in the resion around the optimal vaiue.

Example 4.1 Consider à process having non-normality parameters $\gamma_{1}=$ : -0.5 and $\gamma_{2}=-0.5$, the shift parameter $\delta=1$. and the rate of occurrence of the assignable cause $\lambda=0.01$. The cost parameters are assumed as follows: $V_{0}=150 ; V_{1}=50, \cdot V=50, W=25, b=0.5, c=0.1$, $D=2.0$ and $e=0.05$. The values of the loss-cost function $L$ and the design parameters in the neighbourhood of the optimal point are shown in Table 4.1. The ross-cost function assumes a miniman value of $L^{*}=5.1953$ at the following design parameter values:
. sample size $n=12$
sampling interval $\mathrm{s}=1.7147$

Table 4.1 Values of the Loss-Cost Function and Design Parameters in the Neighbourhood of Minimum Position

$$
\begin{aligned}
& \left(\lambda=0.01, \gamma_{0}=150, V_{1}=50, V=50, W=25,\right. \\
& b=0.5, c=0.1, e=0.05, \delta=1.0, \gamma_{1}=-0.5 \\
& \left.\gamma_{2}=-0.5, . D=2.0\right)
\end{aligned}
$$

| $n$ | s | k | L |
| :---: | :---: | :---: | :---: |
| 10 | 1.6147 | 2.5648 | -5.2107 |
| .11 | 1.7345 | 2.5675 | 5.1974 |
| 12 | 1.7147 | 2.6336 | 5.1953 |
| 13 | 1.7058 | $\cdots$ | 2.6745 |
| 14 | 1.9342 | 2.6298 | 5.2138 |
| 15 | 1.9081 | 2.7491 | 5.2377 |

.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
control limit coefficient $k=2.6336$.
With the assumption of the convexity of the objective function, the optimal solution for the design parameters was determined for a wide range of non-normality parameters $\gamma_{T}$ and $\gamma_{2}$, and of the shift parameter $\delta$. The cost parameters were fixed throughout the optimization procedure. For numerical illustrations, the optimal solutions for three sets of data are shown in Table 4.2. The values of $\delta, \gamma_{1}$ and $\gamma_{2}$ that are assigned to the three sets are as follows:


The relevant cost parameters and the value of $\lambda$ associated with Table 4.2 are the same as those in Table 4.1.

The optimal solutions obtained using direct search techniques are compared with the 'improved approximate' solutions computed using equations (4.29) and (4.28). In addition, comparison is also shown with the results obtained using the approximate procedure proposed by Nagéndra and Rai.

Results in Table 4.2 show that in all cases the proposed search optimization method yields lower loss-costs than both the 'approximate' and 'improved approximate' methods where $k$ is considered as a fixed quantity. Moreover, in the optimal search method, no terms are neglected for finding the solution. Therefore, it gives accurate -and reliable optimum values for the design parameters.

Table 4:2 Comparison of Results by Approximate Solution and Optimal Solution

| SET | k | $\delta$. | ${ }^{\gamma} 1$ | ${ }^{\gamma} 2$ | Approxima'te Solution |  |  |  |  |  | Optimal Solution |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Nagendra and Rai's Algori thm$\square$ $s$ |  |  | Proposed Al gori thm |  |  | $\mathrm{n}^{\text {* }}$ | s* | k* | L* |
| 1 | 3.0 2.5 2.0 | 0.5 | -0.5 | -0.5 | $\begin{aligned} & 66 \\ & 50 \\ & 42 \end{aligned}$ | 3.30 3.01 3.33 | $\begin{aligned} & 9.401 \\ & 8.389 \\ & 8.119 \end{aligned}$ | $\begin{aligned} & 49 \\ & 36 \\ & 32 \end{aligned}$ | 2.49 2.24 2.82 | $\begin{aligned} & 8.798 \\ & 7.909 \\ & 7.720 \end{aligned}$ | 24 | 2.08 | 2.15 | 7.542 |
| 2 | $\begin{aligned} & 3.0 \\ & 2.5 \\ & 2.0 \end{aligned}$ | 1.0 | 0.5 | 0.5 | $\begin{array}{r} 19 \\ -76 \\ 14 \end{array}$ | 2.06 2.18 2.78 | $\begin{aligned} & 5.488 \\ & 5.384 \\ & \underline{5.742} \end{aligned}$ | $\begin{aligned} & 16 \\ & 13 \\ & 12 \end{aligned}$ | 1.79 1.95 2.65 | $\begin{aligned} & 5.387 \\ & 5.2359 \\ & 5.645 \end{aligned}$ | 12 | 1.80 | 2.59 | 5.225 |
| 3 | 3.0 2.5 2.0 | 2.0 | 0.5 | 1.0 | 6 5 4 | 1.56 1.82 2.51 | 4.111 <br> 4.270 <br> 4.853 | 5 5 4 | 1.47 1.80 2.49 | 4.041 4.298 4.867 | 5 | 1.48 | 3.10 | 4.039 |

4.2.3 Development of a Simplified Scheme, The essential
characteristic of this $p$ lan is'to specify $P$, the probability of a true alarm and its detection to be at least at a given level (typical values are .90 op.95). This probability corresponds to a point on the OC curves, specifying the maxinum level for the consumer's risk (typical values are $: 10$ or .05). Thus, theptimal values of design parameters could be obtained by minimizing the loss-cost function developed in equation (4.18). provided that the consumer's risk does not exceed a maximum level in order to attain a specified level of protection against deteriorated quality. From this point of view, the scheme that will be developed is a semi-economic scheme. The condition $P=0: 90$ or $P=0.95$ is intuitively reasonable because it enables the manufacturer to detect an assignable cause rather quickly, on the average about 1.1 or 1.05 samples after its occurrence, so as to reduce the loss due to prolonged production of a large proportion of defectives.

For the sake of mathematical simplicity and practical convenience, some approximations in the minimization procedure are made. In practice, $\lambda$ is a very small quantity, say $\lambda=0.01$, and $\lambda B_{1}$ is small . compared with unity. Therefore, $\lambda 8_{1}$ can be omitted from the first, denominator of equation (4.18). Thus, the approximate loss-cost function is

$$
\begin{equation*}
L \simeq L^{\prime}=\lambda B_{1} U+\lambda W+\frac{V_{\alpha}}{s}+\frac{b+c n}{s}, \tag{4.30}
\end{equation*}
$$

where

$$
B_{1}=\left(\frac{1}{P}-\frac{1}{2}+\frac{\lambda s}{12}\right) s+e n+D
$$

Denoting

$$
\begin{equation*}
\delta \sqrt{n}-k=a \tag{4.37}
\end{equation*}
$$

and eliminating the tons containg $-\delta \sqrt{n}-k$ in the expression for $\beta$, the equation (4.8) becomes

$$
\begin{equation*}
P=\Phi(a)+\frac{\gamma 1}{6 \sqrt{n^{n}}} \phi(a)+\frac{\gamma_{2}}{24 n} \phi^{(3)}(a)+\frac{\gamma_{1}^{2}}{72 n} \phi^{(5)}(a) \tag{3}
\end{equation*}
$$

From equation (4.31),

$$
\begin{equation*}
n=\frac{(a+k)^{2}}{\delta^{2}} ; \tag{4.33}
\end{equation*}
$$

substituting $n$ from equation (4.33) in equation (4.30) and noting that $P$ is a constant appearing in $B_{1}$, the optimum values of $k$ and. $s$ are obtained by equating to zero the partial derivatives of $L$ ' with respect to $k$ and $s$ :

$$
\begin{align*}
& \frac{\partial L^{\prime}}{\partial k}=\lambda U \frac{\partial B_{1}}{\partial k}+\frac{V}{s} \frac{\partial \alpha}{\partial k}+\frac{2 c(a+k)}{s \delta^{2}}=0,  \tag{4.34}\\
& \frac{\partial L^{\prime}}{\partial s}=\lambda U\left(\frac{1}{p}+\frac{1}{2}\right)-\frac{d U}{s^{2}}-\frac{(b+c n)}{s^{2}}=0 \tag{4.35}
\end{align*}
$$

Equations (4.34) and (4.35) yield the following

$$
\begin{array}{ll}
2(c+\lambda e U s)(a+k)+\delta^{2} \cdot V \frac{\partial a}{\partial k} & =0 \\
\lambda U\left(\frac{1}{p}-\frac{l}{2}\right) s^{2}-\alpha V-(b+c n) & =0 \tag{4.37}
\end{array}
$$

From equation (4.36):

$$
\begin{equation*}
\because \frac{-2(a+k)}{\frac{\partial \alpha}{\partial k}}=\frac{\delta^{2} v}{c+\lambda \text { Yes }} \tag{4.38}
\end{equation*}
$$

where

$$
\begin{aligned}
\frac{\partial \alpha}{\partial k} & =-2 \phi(k)-\frac{\partial \alpha c}{\partial k} \ldots \\
& =-2\left[\phi(k)+\frac{\partial \alpha c}{2 \partial k}\right]
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\frac{(a+k)}{\phi(k)+\frac{\partial a c}{2 \partial k}}=\frac{\delta^{2} v}{c+\lambda \sqrt{2} s} \tag{4.39}
\end{equation*}
$$

$$
3
$$

Thus,

$$
\begin{equation*}
A^{* *}=\frac{\delta^{2} V}{c+\lambda \dot{U} e s} \tag{4.41}
\end{equation*}
$$

From equation (4.37):

$$
\begin{equation*}
s=\left\{(a V+b+c n) /\left\{\lambda \cup\left(P^{-1}-\frac{1}{2}\right)\right\}\right\}^{1 / 2} \tag{4.42}
\end{equation*}
$$

In equation (4.41), the term $\lambda$ d les is a small quantity because $e$ is often small and thus could be omitted, aq Duncan [1956] has suggested.

But Goel, et al. [1968] have showm that the effects of omitting this term may be serious if e happens to be moderately large. . The presence of $s$ in this term makes equations (4.41) and (4.42) intractable. As suggested by Chiu and Wetherill [1974], גUes is replaced by גUe, which is a poor approximation, but which turns out to be better than the complete omission of the term. Thus, equation (4.41) is . rewritten as

$$
\begin{equation*}
A^{* *}=\frac{\delta^{2} V}{c+\lambda U e} \tag{4.43}
\end{equation*}
$$

The values of $n, s$ and $k$ for the semi-economic plan are thus the şolutions of equations (4.32), (4.33), (4.42) and (4.43).

By varying the values of $k$ and $n$ that satisfy equations (4.32) and (4.33), one attains an acceptable Tevel for $P$. Those values of $k$ and $n$ which also satisfy equation (4.43) are to be selected and used in equation (4.42) to determine the corresponding value of $s$.

For practical application, a series of tables are constructed in which for given values of $\delta, \gamma_{1}$ and $\gamma_{2}$, the optimal values of $k$ and $n$ are listed corresponding to the value of $A^{* *}$. Also listed are the' values of $\alpha$ and $\left(\frac{1}{P}-\frac{1}{2}\right)$ which are used for evaluating $s$ from equation (4.42). The application of such tabies is demonstrated through the following numerical example.

Example 4.2 Consider the situation where sample means are nonnormally distributed with non-nomality parameters $\gamma_{1}$ and $\gamma_{2}$. Suppose that the process is kept running unfil an assignable cause is discovered;
then the loss-cost function is given by equation (4.18). The values of $\delta, \lambda$ and cost parameters are given as follows:
$\delta=2, \lambda=0.01, V_{0}=150, \quad V_{1}=50, \quad v=50, W=25, \quad b=0.5, \quad D=2.0$, $c=0.1$ and.e $=0.05$.

To determine the economic plan with $P \geq 0.95$, Table 4.3 will be applicablè.

## Procedure

1. Calculate $A^{* *}$. Here $A^{*}=\frac{\delta^{2} V}{c+\lambda U e}=1333$.
2. Determine $k$ and $n$. From Table 4.3, we find that the closest value to $A^{* *}=1333$, is $A^{* *}=1295$, and the corresponding value of $k$ is 3.1 and $n$ is 6 .
3. Evaluate $s$. We observe that $\alpha=0.003$ and $\left(\frac{1}{\mathrm{P}}-\frac{1}{2}\right)=0.531$. Thus, $s=\left\{(\alpha V+b+c n) /\left[\lambda \cup\left(\frac{1}{p}-\frac{1}{2}\right)\right]\right\}^{1 / 2}$ $\therefore=7.5342$
4. Evaluate $B_{1} \cdot B_{1}=\left(\frac{1}{p}-\frac{1}{2}+\frac{\lambda s}{12}\right) s+e n_{2}+D$

$$
\begin{aligned}
& =(0.531+0.00127) \times 1.5342+0.30+2 \\
& =3.1766
\end{aligned}
$$

5. Evaluate L. Equation (4.18) can be well approximated by.
$L=\frac{\lambda U B_{1}+\alpha V / s+\lambda W}{1+\lambda B_{1}}+\frac{b+c n}{s}$
$=4.076$

Table 4.3 Simplified Scheme for Determination of Control - Parameters for the Economic Design of $\bar{X}$-Chart to Control Non-Normal Means for Which $P>0.95$


Note: $A^{* *}$ in this Table is as defined by equation (4.43).

The exact solution to this problem is obtained through the direct search technique which yields $n=5, s=1.48, k=3.10$ and $L=4.0390$. The variation is only 0.92 percent in the loss-cost function. It is interesting to note that a simplified scheme provides less cost than the cost obtained by the approximate solution method according to Nagendra and Rai.

To compute the value of $A^{* *}$ and corresponding value of $n, \alpha$ and $\left(\frac{1}{\mathrm{p}}-\frac{1}{2}\right)$, a computer program 'SEMIXBAR' is developed and is presented in Appendix II.

### 4.3 Single Assignable Cause Model - Policy II

4.3.1 Formulation of Loss-Cosk Function for Policy II. In practice, in some production processes, the machine has to be shut down during the search for the assignable cause; the repair cost is charged against the net income from the process, and the time to repair the process is taken into consideration. In order to develap the loss-cost functions, the following additional terms, in conjunction $\quad$ with the terms defined in sections 4.2 .1 and 4.2 .2 , are used. Let the expected length of search time be $\tau_{s}$ hours, and the expected.. search cost be $k_{s}$. If the assignable cause does not exist, production is resumed after the search. If the assignable cause actually exists, it can aiways be detected and eliminated, but it takes a further expected repai'r time of $\tau_{r}$ hours and a further expected repair cost of $k_{r}$ to restore the process in-control state. The process starts afresh in-control after-the reparation. It is assumed that the time
for taking samples is negligible.
Then it is straightforward to see that the average length of a production cycle consists of four parts:

1) The in-control period, with an avèkage length of $1 / \lambda$ hours,
2) The out-of-control period, with an average length of $\frac{s}{p}-\tau$,
3) The search time due to a false alarm,

$$
\alpha \tau_{s}\left(\frac{1}{\lambda}-\tau\right) / s,
$$

4) The search and, repair times due to the true alarm, $\tau_{s}+\tau_{r}$. Thus the expected length of a production cycle under operating policy II is

$$
\begin{equation*}
\frac{1}{\lambda}+\left(\frac{s}{p}-\tau\right)+{ }_{\alpha} \tau_{s}\left(\frac{1}{\lambda}-\tau\right) / s+\tau_{s}+\tau_{r} . \tag{4.44}
\end{equation*}
$$

Similarly, the expected income from a production cycie is:

$$
\begin{equation*}
\frac{V_{0}}{\lambda}+V_{1}\left(\frac{s}{p}-\dot{\tau}\right)-\alpha k_{s}\left(\frac{I}{\lambda}-\tau\right) / s-\left(k_{s}+k_{r}\right) \tag{4.45}
\end{equation*}
$$

Hence the expected net income per hour is

$$
I=\frac{\text { Expression }(4.45)}{\text { Expression }(4.44)}
$$

Defining $L=V_{0} \cdot-I$ and after suitable simplification, the loss-cost function for Policy II is given as

$$
\begin{equation*}
L=\frac{\left.\lambda B_{1} \dot{U}+\lambda W+V B_{0}+(b+c n) \dot{(1}+\lambda B_{1}\right) / s}{1+\lambda B_{1}+\tau_{s} B_{0}+\lambda\left(\tau_{r}+\tau_{s}\right)} \tag{4.46}
\end{equation*}
$$

where $U=V_{0}-V_{1}, V=k_{s}+V_{0} \tau_{s} ; W=k_{r}+k_{s}+V_{0}\left(\tau_{r}+\tau_{s}\right)$,

$$
\begin{aligned}
& B_{1}=\frac{s}{P}-\tau \quad \text { and } \\
& B_{0}=\alpha(1-\lambda \tau) / s .
\end{aligned}
$$

" $\tau, \alpha$ and $P$ are defined in equations. (4.5), (4.11) and (4.21) respectively. The function $L$ represents the loss-cost per hour for the present model and is a function of the three design variables $n$, $s$ and $k$. As in the economic design for the control plan under Policy I, the problem of an economic design for control plan under Policy II is the determination of the values of $n, s$ and $k$ for which $L$ is minimum.
4.3.2 An Exact Algorithm. In order to determine the optimum values of the design parameters by minimizing the loss-cost function $L$, the algorithm that has been proposed in section 4.2 .2 for Policy I is also recommended for Policy II:
4.3.3 Development of a Simplified Scheme for Policy II. ' A comparison between equations (4.18) and (4.46) shows that they have a similar mathematical form and that (4.18) appears to be a particular case of (4.46) when $\tau_{r}=\tau_{s}=0$. Thus, following the same arguments of section 4.2.3 for the development of a simplified scheme: for the present model, the following two equations can be derived as follows.
(a) Ignore $\lambda B_{1}$ from the numerator and $\lambda\left(B_{1}+\tau_{r}+\tau_{s}\right)+\tau_{s} B_{0}$ from the denominator in equation (4.46).
(b) Differentiate the resulting expression with respect to $s$ and $k$; and equate to zero. Thus,

$$
\begin{align*}
& s=\left\{(\alpha V+b+c n) / \lambda U\left(p^{-1}-\frac{1}{2}\right)\right\}  \tag{4.47}\\
& A^{* *}=\frac{\delta^{2}}{c} \underline{V} \tag{4.48}
\end{align*}
$$

where the term $A^{* *}$ is defined by equation $(4,41)$. Hence, the tables which are constructed for a simplified scheme under Policy I, are also applicable for the present model. Application of one of such tables to the semi-economic design of an $\bar{x}$-chart to control non-normal process means under Policy II is shown through the following numerical example.

Example 4.3: Consider the case where the sample means are nonnomally distributed with parameters $\gamma_{1}=1.0$ and $\gamma_{2}=2.0$. Suppose that the process is shut-down during the search for the assignable. cause; the loss-cost function is then given by equation (4.46). The values of the shift parameter, the rate of occurrence of the assignable cause and the cost parameters are given as follows.
$\delta=2, \quad \lambda=0.01, \quad v_{0}=100, \quad \dot{v}_{1}=-100, \quad k_{r}=20, \quad k_{s}=10$, $\tau_{s}=0 . \dot{2}, \quad \tau_{s}=0.1, \quad b=0.5$ and $c=0.1$.

To determine the economic plan with $P \geq 0.90$, Table 4.4 is applicable.

## Procedure:

To make use of Table 4.4, first obtain the quantities that are) needed for the loss-cost function, equation (4.46). These are as follows: $\delta=2: 0, \quad U=200, \quad \lambda=0.01, \quad V=20, W=60$.

| Tabje 4.4 i | Simplified Scheme for Determination of Contmol Parameters for the Economic Design of $\bar{X}$-Chart to Control Non-Normal Means for Which $0.90 \leq P \leq 0.95$ ( $\delta=2, \gamma_{1}=1.0$, and $\gamma 2=2.0$ ) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\delta=$ ? |  | $Y_{1}=1.0$ | $\gamma_{2}=2.0$ |
| k | n | $\alpha$ | ( $1 / \mathrm{P}-1 / 2$ ). | A** |
| $1 . ?$ | $\bigcirc$ ? | 0.23014 | 0.555 | 15 |
| 1.5 |  | 0.11490 | 0.571 | 21 |
| 1.6 |  | 0.09312 | 0.596 | $=26^{\circ}$ |
| 2.0 | 3 | 0.03650 | $0: 558$ | $\therefore 77$ |
| 2.1 | 3 | 0.03471 | 0.571 | 92 |
| 2.2 | 3 | ก.02858 | 0.594 | 117 |
| 2.6 |  | 0.01916 | 0.568 | 321 |
| 2.7 | 4 | 0.01103 | 0.589 | 394 |
| 3.0 | 5 | 0.00580 | 0.558 | 818 |
| 3.1 | 5 | 0.00480 | 0.576 | 046 |
| 3.2 | 5 | 0.00396 | 0.598 | 1125 |
| 3.4 | 5 | 0.00231 | 0.556 | 1917 |
| 3.5 | 6 | 0.00185 | 0.573 | 2314 |

Note: A** in this' Table is as defined by equation (4.48).

1. Calculate $A_{\text {** }}^{* * *} A^{* *}=\frac{\delta^{2} y}{c}=\frac{80}{0.1}=800$
2. Determine $k$ and $n$. From Table 4.4 . we find that the closest value to $A^{* *}=800$, is $A^{* *}=818$, which corresponds to $k=3$. Further, we find that $n=5$ and $\alpha=0.00580$.
3. Evaluate $s$. Observe that $P^{-1}-\frac{1}{2}=0.558$. Thus, $s=\left\{(a V+b+c n) /\left[\lambda M\left(P^{-1}-\frac{1}{2}\right)\right]\right\}^{1 / 2}=1.0$.
4. Estimate the average loss-cost. From equation (4.46), we compute the loss-cost for this plan to be $\dot{L}=2.8162$. The exact solution to this problem, obtained by a direct search method, yields $\mathrm{k}=2.89, \mathrm{n}=5, \mathrm{~s}=1.032, \alpha=0.0075$ and $\mathrm{L}_{i}=2.8078$.

Example 4.4: Suppose, in Example 4.3, the non-normality of the process is ignored. Accordingly, the values of the parameters $\gamma_{1}$ and $\gamma_{2}$ are equal to zero. Using Table 4.5 and following the standard procedure of Example 4.3, one arrives at the following plan with no difficulty; $\mathrm{n}=5, \mathrm{k}=3.0, \mathrm{~s}=0.933$, and $\mathrm{L}=2.7329$.

However, if the process is, in fact, regarded as non-nomal, the plan results in an actual hourly loss-cost of $L=2.8162$, as noted in example 4.3. Thus, the use of conventional control plans with normality assumption, even though the production process is markedly non- . normal, will result in misleading values of loss-cost. This would eventually amount to substantial losses over a long period of operation.

Table 4.5 : Simplifjed Scheme for Determination of Control Parameters for the Economic Design of $\bar{x}$-Chart to Control Non-Normal Means for Which $0.90 \leq P \leq 0.95$ $\left(\delta=2, \gamma_{1}=0.0\right.$, and $\left.\gamma_{2}=0.0\right)$.

| $\delta=2$ |  | $r_{1}=0.0$ |  | $r_{2}=n .0$ |
| :---: | :---: | :---: | :---: | :---: |
| k | n | $\alpha$ | ( $17 \mathrm{P}-172$ ) | A** |
| 1.2 | 2 | 0.03014 | 0.555 | 15 |
| 1.3 | 2 | 0.19760 | 0.567 | - 17 |
| 1.4 | 2 | 0.16151 | 0.583 | 19 |
| 1.5 | 2. | 0.13362 | 0.601 | 22 |
| 1.7 | 3 | 0.05743 | 0.563 | 53 |
| 2.0 | 3 | - 0.04550 | 0.577 | 64 |
| 2.1 | 3 | $0.03573^{\circ}$ | ก. 594 | 79 |
| 2.4 | 4 | 0.01640 | 0.558 | 179 |
| 2.5 | 4 | 0.n124? | 0.57? | 228 |
| 2.6 | 4 | 0.00932 | 0.588 | 294 |
| 2.7 | 4 | n.00693 | 0.6078 | 384 |
| 2.9 | 5 | 0.00373 | 0.562 J | 751 |
| 3.0 | 5 | 0.00270 | 0.576 | 1009 |
| 3.1 | 5 | 0.00194 | 0.593. | 1369 |
| 3.3 | 6 | 0.00097 | n. 558 | 2844 |
| 3.4 | 6 | 0.00067 | 0.572 | 3976 |
| 3.5 | 6 | 0.00047 | 0.588 | 5613 |

Note: $A^{* *}$ in this Table is as defined by equation (4.48).

### 4.4 Efficiency of the Control Plan

In order to design an economically optimum. $\bar{x}$-chart control plan, all the relevant. data parameters must be estimated before the loss-cost function can be minimized. Unfortunately, little attention has been paid to the effect, on the optimality, of errors in, estimating cost and data parameters. The manufacturer can use an economic approach with sufficient confidence only if he has prior. knowledge of optimum data parameters. Depending on the individual circumstances, and the nature of the product, errors; in estimation may occur in varying degrees. It is therefore desirable to investigate to what extent these errors affect the optimality or the economic design of $\bar{x}$-charts.

Recall the loss-cost function developed in section 4.3.1, which after simplification, may be written as

$$
\begin{equation*}
\therefore \quad L=\frac{\lambda\left(V_{0}-V_{1}\right) B_{1}+\left(k_{s}+V_{0} \tau_{s}\right) B_{0}+\lambda\left\{k_{s}+k_{r}+V_{0}\left(\tau_{s}+\dot{\tau}_{r}\right)\right\}+(b+c n)\left(1+\lambda B_{1}\right) / s}{1+\lambda B_{1}+\tau_{s} B_{0}+\lambda\left(\tau_{s}+\tau_{r}\right)} \tag{4.49}
\end{equation*}
$$

The formulation of the loss-cost function involves the following data parameters:

$$
\delta, \lambda, V_{0}, \dot{V}_{1}, \tau_{s} ; \tau_{r}, k_{s}, k_{r}, b, c, \gamma_{1}, \gamma_{2} .
$$

To measure the efficiency of a non-optimum plan, the method of Hald [1964] is adopted in the present study. Hald's measure of efficiency has the advantage of being invariant to the choice of origin and the scale of losses, and of lying between 0 and 1. Consider the
expression of $L$ in equation (4.49) which represents the loss-cost bome by the manufacturer when he uses a particular control plan $\pi(n, h, k)$. This $L$ has an unavoidable, minimum part, $L_{m}$, which corresponds to an imaginary, perfect, conțrol procedure that detects the assignable cause as soon as it occurs without any sampling inspection and unnecessary halting of the production. It ts clear that

$$
\begin{equation*}
L_{m}=\left\{\dot{\lambda}\left[k_{s}+k_{r} \pm \dot{V}_{0}\left(\tau_{s}+\tau_{r}\right)\right] l /\left\{1+\lambda\left(\tau_{s} \pm \tau_{r}\right)\right\}\right. \tag{4.50}
\end{equation*}
$$

We may then define the efficiency of a general control plan $\pi$ relative to the optimum control plan $\pi_{0}$ to be

$$
\begin{array}{lll}
\varepsilon\left(\pi, \pi_{0}\right)=\left\{L\left(\pi_{0}\right)-L_{m}\right\} /\left\{L(\pi)-L_{m}\right\} & L(\pi)>L\left(\pi_{0}\right) \\
\varepsilon\left(\pi, \pi_{0}\right)=\left\{L(\pi)-L_{m}\right\} /\left\{L\left(\pi_{0}\right)-L_{m}\right\} . & . L(\pi)<L\left(\pi_{0}\right) \tag{4.52}
\end{array}
$$

This efficiency, $\varepsilon$, is clearly invariant to the origin and the scale. of losses, and it lies between 0 and 1 . The better the control plan, the closer to unity the value of $\varepsilon$, and vice versa. The quantity $100(1-\varepsilon)$ expresses the saving in percent of thersampling costs and other losses for the control plan $\pi$ by using $\pi_{0}$ instead of $\pi$. Using Hald's criterion for measuring the efficiency of a control plan, a sensitivity analysis of the model under Policy II is performed. Also, the attention of the user is drawn to the effects of errors in the estimation of the critical data parameter, on which a reliable optimum control plan is largely dependent.

## Sensitivity Analysis

Effect of $\lambda$. The average number of assignable causes per hour is denoted by $\lambda$ and an increase in $\lambda$ is equivalent to a decrease in the average time for the assignable cause to occur. To study the effect of this increase in $\lambda$ on the optimum design, the following data. set is considered.
$V_{0}=150^{\circ}, V_{1}=50 ; k_{r}=20, k_{s}=10$,
${ }_{\tau_{r}}=0.2, \tau_{s}=0.1, \gamma_{1}=0.5, \gamma_{2}=1.0$.
and $\delta=2.0$.
The numerical values asisigned to $\lambda$ are $0.005,0.008,0.01,0.05,0.08$, and 0.7. Suppose the true value of $\lambda=0.005$. For this; the exact optimum control plan $\pi_{0}=(n ; s, k)=(6,2.11,3.07)$ and the values of $L_{m}=0.3744$ and $L=1.4765$.

Let the other values of $\lambda$ be incorrectly estimated. Thus, the error factor for these cases will be $=$ estimated $\lambda /$ true $\lambda$. The effects of " $\ddot{\lambda}$ " on 'the design parameters and on the loss-cost function, and the relative efficiencies (measured as 100e) are obtained using equation, (4.51) and (4,52) corresponding to $\lambda$. These are given in Table 4.6 and depicted in Fig.4.1. ${ }^{\circ}$ In Fig. 4.1, graphs are drawn on different scales to accommodate the relevant values of the variables.

It is observed that the only significant effect of an increase: in $\lambda$ is on design-parameter s. For example, if $\lambda$ increases from 0.005 to 0.07 , i.e., if the average time for the assignable cause to occur. reduces from'

Table 4.6 Effect of $\lambda$ on the Controil Plan and


Effect of Errors in:the Estimated Values of $\lambda$.

| $\lambda$ | Optimał design n <br> s $\qquad$ |  |  | $L$ | $L_{m}$ | Error <br> factor | $100_{\varepsilon}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.005 | 6 | 2.11 | 3.07 | 1.4765 | 0.3744 |  | 100 |
| 0.008 | 6 | 1.67 | 3.11 | 1.9924 |  | 1.6 | 68.11 |
| 0.01 | 6 | 1.50 | 3.08 | 2. 3052 |  | - 2.0 | 57.07 |
| 0.05 | 6 | . 0.68 | 13.11 | $7.0784^{-}$ |  | 10.0 | 16.43 |
| 0.08 | 6 | 0.54 | 3.12 | 10.0464 |  | -16.0. | 11.39 |
| 0.1 | 6 | . 0.50 | 3.10 | 11.8952 |  | 20.0 | 9.57 |

- 

8

Fig. 4.1 Effect of $\lambda$ on the Design Parameters and the Loss-Cost Function, and Effect of Errors in the Estimated Values or 3 .

200 hours to 100 hours, the sampling interval changes from 2, 11 to 1.50. The sample size $n$ remains the same and there is a slightly effect on the control limit coefficient, $k$. However, with the increase of $\lambda$, the loss-cost function increases significantly and over-estimates of $\lambda$ resuit in low efficiencies of the control plan. Thus $\lambda$ is a critical data parameter.

Effect of $\delta$. The shift parameter $\delta$ is related to the change in the process mean by an amount $\delta \alpha$ An error in estimating $\delta$ results in an incorrect estimate of the effect of the assignable cause ( $\delta \sigma$ ) assuming that the estimate of $\sigma$ is accurate. Consequently, the profit derived from the out-of-control state, $V_{1}$ is also incorrectly estimated. The effect of $\delta$ on the design variables and loss-cost function, and the consequences of incorrect estimation of $\dot{\delta}$, are show in Fig. 4.2. As $\delta$ increases the value of sample size and sampling interval decreases, . but the value of control limit coefficient $k$ increases. The value of the loss-cost function decreases gradually with the increases of $\delta$. The correct value of" $\delta$ is assumed to be 0.5 in each case. The measure of efficiency. 100 e is low or very low despite the relatively small sizes of assumed error in the estimation (over estimation) of $\delta$. This leads to the conclusion that $\delta$ is also a critical parameter. Effect of Cost Factors $b$ and $c$. The cost factors $b$ and $c$ determine the cost of maintaining the control chart; which is equal to ( $b+c n$ ) per sample, where $b$ is the cost of sampling and $c n$ is the cost of plotting and computation. The effect of $b$ on the design parameter

$$
\begin{array}{llll}
\lambda & =.01 & v_{0}=150.0 & v_{1}=50.0
\end{array} k_{r}=20.0 .
$$

$$
=\stackrel{\text { x }}{n}-\stackrel{\text { U }}{8}
$$


Fig. 4.2 Effect of $\delta$ on the Design Farameters and the Loss-Cost Function, and Effect of Errors in the Estimated Values of $\delta$.
and on the loss-cost function, and the effects of errors in the estimated values of b are show in Fig. 4.3." This indicates that as b increases, sample size and sampling interval increase, but the effect of $b$ on control limit coefficient is insignificant.

The effect of $c$ is depicted in Fig. 4.4 which shows that sample size decreases and sampling interval increases with the increase of $c$.

Effects of $k_{r}$ and $k_{s}$. Figures 4.5 and 4.6 indicate that the effects of $k_{r}$ and $k_{s}$ on design parameters are insignificant. However, the loss-cost increases with the increase of both $k_{r}$ and $k_{s}$. It may be noted that cos.t factor $k_{r}$ was not considered by Duncan [1956]. However, no explanation was given for the omission of this factor in his model.

Effects of ${ }^{T} r$ and ${ }^{T_{s}}$. Effects of ${ }$ and $T_{s}$ are significant on the loss-cost but insignificant on the design parameter $k$ as seen in Figs. 4.7 and 4.8. Their effects on the sampling interval and sample size $n$, are moderate.

Based on the above results, the following conclusions about the sensitivity of the model with respect to $\lambda, \delta$ and to the cost factors may be drawn:

The optimum design is:

$$
\begin{aligned}
& \lambda=0.05 \quad \delta=2 \quad r_{1}=0.5 \quad r_{2}=1.0 \\
& Y_{0}=150.0 \quad V_{1}=50.0 \quad \tau_{r}=0.5 \quad \tau_{s}=0.3 \\
& c=0.1 \quad k_{r}=20.0 \quad k_{s}=10.0
\end{aligned}
$$




Fig. 4.3 Effect of $b$ on the Design Parameters and the Loss-cost Function, and Effect of Errors, in the Estimated Values of b.

।


Fig. 4.4 Effect of $c$ on the Design Parameters and the Loss-Cost Function, and Effect of Errors in the Estimated Value of $c$. $\qquad$

y


Fig. 4.5 Effect of $\mathrm{k}_{\mathrm{r}}$ on the Design Parameters and the Loss-Cost Function, and Effect of Errors in the Estimated Values of $\mathrm{k}_{\mathrm{r}}$.

## 



Fig. 4.6 Effect of $\mathrm{k}_{\mathrm{s}}$ on the Design Parameters
and the Loss-Cost Function, and
Effect of Errors in the Estimated
Values of $k_{s}$.


Fig. 4.7 Effect of $t_{r}$ on the Design : parameters and the Loss-Cost Function, and Effect of Errors in the Estimated Values of


Fig. 4.8 Effect of $\tau_{s}$ on the Design Paraneters and the Loss-Cost Function eriend Effect of Errors in the Estimated ${ }^{\text {IValues of }} \mathrm{I}_{5}$.
highly sensitive to errors in estimating the shift parameter $\delta_{2}$, and the rate of occurrence of the assignable cause $\lambda$.
moderately sensitive to the fixed cost and variable sampling ${ }^{\text {costs. }}$
relatively insensitive to the repair and search costs.

## The discussion about the effects of the non-normality parameters

 on the design variables and on the loss-cost function will be presented later in Chapter 6.
### 4.5 Multiple Assignable Cause Mode]

-The fundamental assumption of the process model'studied in previous sections is that there exists a single assignable cause which shifts the proces's mean by an amount so. In practice this assumption may not be satisfied, as it often occurs that a multiplicity of assignable causes may operate on, the process.
$\sim$ The production processes considered in this section have an incontrol state, and may jump to one" of the several out-of-control states, each with an associated assignable cause. The process is assumed to start in the state of control with mean $\mu$. It could be disturbed by the occurrence of an assignable cause $A_{j}(j=1,2, \ldots, n)$ which. produces a shift in the process mean of $\delta_{j} \sigma$, where $g$ is the process standard deviation. It is assumed that when the process has been disturbed
by a given assignable cause it is free from the occurence of other assignable causes. In other words; this.is equivalent to Duncan's Model I for normal cases [Duncan, 1971$].$
4.5.1 Formulation of Loss-Cost Function. Following the assumptions regarding the operating conditions of the process stated above, let:
$V_{0}=$ profit when the process is in control.
$v_{j}=$ profit when the process is in out-of-control state due to assiơnable cause $A_{j}$.
$\tau_{s}=-$ expected time to search for an assignable cause.
$k_{s}=$ expected per hour search cost.
$\tau_{j}=$ expected repair time, if the process is disturbed by the assignable cause $A_{j}$.
$k_{j}=$ expected per hour repair cost, if the process is disturbed by the assignable cause $A_{j}$.

In a production cycle the time at which the process goes out of control is distributed as the minimum of $n$ independent exponentially distributed random variables 'with means $\frac{1}{\lambda_{1}}, \frac{1}{\lambda_{2}}, \ldots, \frac{1}{\lambda_{j}}$ and thus has an exponential distribution with mean $\frac{T}{\lambda}$ where $\lambda=\Sigma \lambda_{j} \cdot$. This means, that duration of the in-control state is, on the average, $\frac{1}{\lambda}$ hours. Let,

6
a - probability of a false alarm,
$P_{j}$ - probability of a true alarm when assignable cause $A_{j}$. is operating. $\hat{f}$.

Each false alarm has a search time of $\tau_{s}$; thus, the total time spent
on the search $=\ddot{\tau}_{s} B_{0}$, where $\quad$. .

$$
B_{0}=\alpha(\exp (-\lambda s)) \mid\{1-\exp (-\lambda s)\}
$$

When the assignable cause occurs, it may occur at any time between two samples. The average occurrence time in the interval between two samples is

$$
\begin{equation*}
\left.t_{j}=\left[1-\left(1+\lambda_{j} s\right) \exp \left(-\lambda_{j} s\right)\right] \ddot{/ \lambda_{j}}-\lambda_{j} \exp \left(-\lambda_{j} s\right)\right] \tag{4.53}
\end{equation*}
$$

The time before a true alarm is signalled is

$$
\begin{equation*}
B_{j}=s / P_{j}-t_{j} . \tag{4.54}
\end{equation*}
$$

Following this alarm, a further expected time $\tau_{j}$ is required for detecting and eliminating the assignable cause $A_{j}$. Now, since there may only be one assignable cause present in each production cycle and since the frequency of the assignable cause $A_{j}$ is $\lambda_{j} / \lambda$,
the expected time the process is out of control, counting from the occurrence of the assignable cause to the completion of the cycle, is

$$
\begin{equation*}
\Sigma \lambda_{j}\left(B_{j}+\tau_{j}\right) / \lambda \tag{4.55}
\end{equation*}
$$

Thus the expected length of a production cycle is

$$
\begin{equation*}
\frac{1}{\lambda}\left(1+\Sigma \lambda_{j} B_{j}+\tau B_{0}+\Sigma \lambda_{j} \tau_{j}\right) \tag{4.56}
\end{equation*}
$$

The expected net income per cycle is:

$$
\begin{equation*}
\frac{V_{0}}{\lambda}+\left[\varepsilon \lambda_{j} V_{j} B_{j}-V B_{0}-\Sigma \lambda_{j} W_{j}-(b+c n)\left(1+\varepsilon \lambda_{j} B_{j}\right) / s\right] / \lambda \tag{4.57}
\end{equation*}
$$

Analogous to the single assignable cause model, the loss: cost function for the multiple assignable cause model is derived as follows.

$$
\begin{equation*}
L=\frac{\Sigma \lambda_{j} U_{j} B_{j}+V B_{0}+\Sigma \lambda_{j} H_{j}+\left(I+\Sigma \lambda_{j} B_{j}\right)(b+c n) / s}{1+\Sigma \lambda_{j} B_{j}+\tau_{s} B_{0}+\Sigma \lambda_{j}{ }^{\tau} j}, \tag{4.58}
\end{equation*}
$$

where $V=k_{s}+V_{0} \tau_{s}$,

$$
\begin{aligned}
W_{j} & =k_{j}+V_{0}^{\tau} \mathbf{j} \\
\text { and } & U_{j}
\end{aligned}=V_{0}-V_{j} .
$$

For an exact optimum design, the search method of section 4.2 .2 can be used with suitable modifications. The initial position for the search can be given by the method explained in an example later.
4.5.2 Application of the Simplified Scheme. In this section a matched [Duncan, 1971] single assignable cause model is proposed so that its semi-economic plan.will approximate the true optimum control plan for the . original multiple cause model.

The proposed matched single cause model is defined as follows.

1. The shift $\delta_{s}$ produced by the single assignable cause is equal to the weighted mean for the multiple cause shifts; so that

$$
\begin{equation*}
\delta_{s}=\Sigma \lambda_{j} \delta_{j} / \lambda \tag{4.59}
\end{equation*}
$$

2. The-rate of occurrence of the single assignable cause is the sum of the rates of occurrences of the individual assignable causes in the multiple cause model:

$$
\begin{equation*}
\therefore \quad \lambda_{s}=\lambda=\Sigma \cdot \lambda_{j} \tag{4.60}
\end{equation*}
$$

3. The hourly profit induced by the occurrence of the single assignable cause $\left(V_{S}\right)$ :

$$
\begin{equation*}
V_{s}=\Sigma \cdot \lambda_{j} V_{j} / \lambda ; \text { so that } U_{s}=V_{0}-V_{S}^{\prime} . \tag{4.61}
\end{equation*}
$$

4. Average time taken to eliminate the single assignable cause. is defined as

$$
\begin{equation*}
{ }_{T r s}=\frac{\Sigma_{j}^{T} \sum^{x}}{\lambda^{2}} \tag{4.62}
\end{equation*}
$$

5. Average cost for the detection and elmination of the single assignable cause for true alarm is then,

$$
\begin{equation*}
k_{r s}=\frac{\sum \lambda_{j} k_{j}}{\lambda} \tag{4.63}
\end{equation*}
$$

6. The average costofi searching for a single assignable cause when it exists is thus,

$$
\begin{equation*}
W_{s}=\dot{k}_{r s}+V_{0} \tau_{r s} . \tag{4:64}
\end{equation*}
$$

To determine an approximately optimum plan by the simplified scheme of section 4.3.3, an example is considered below.

Example 4.5 - Consider a non-normal multiple cause model defined by the quantities given in Table 4.7.

Table 4.7 A Triple Cause Model

| $\lambda_{j}$ | $\delta_{j}$ | $V_{j}$ | $k_{j}$ | $\tau_{j}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | , |  |  |  |
| 0.005 | 1.2 | 262 | 42 | 0.20 |
| 0.004. | 2.0 | $\therefore 75$ | 30 | 0.15 |
| 0.001 | 3.5 | -110 | - | 20 |

Other parameters values are assumed as follows,

$$
v_{0}=350, k_{s}=20, r_{s}=0.15, b=2.0, c=0.3, \gamma_{1}=1.0 \text { and }
$$

$r_{2}=2.0$.
Determine an approximate plan for the triple cause model with $\mathrm{P} \geq 0.95$.
For the matched model,
$\lambda_{s}=0.01, \delta_{s}=1.75, v_{1 s}=150, k_{r s}=35, \tau_{r s}=0.17$
so that
$U_{s}=V_{0}-V_{j_{s}}=200, V_{s}=k_{s}+V_{0} \tau_{s}=20+52.50=72.50$
$W_{s .}=94.5$.

Table 4.8 is applicable. Following the simplied scheme of section 4.3.3
1st step: $A^{* *}=370$
2nd step: Table 4.8 gives $n=6$ and $k=2.7$.
3rd step: Evaluate $s$. From Table $4.8 \alpha=0.00967$ and $P^{-1}-\frac{1}{2}=0.544$.
Thus, $s=\left\{\left(\alpha V_{s}+b+c n\right) /\left[\lambda_{s} U_{s}\left(p^{-1}-\frac{1}{2}\right)\right]\right\}^{1 / 2}$
$=2.03$
4th step: Using equation (4.46), $L=5.3254$.
For comparison purposes, the worked-out exact plan for the original triple cause model is given as:

$$
n=7, s=1.86, k=2.89 \text { and } L=5.3659 .
$$

Table 4.8 Simplified Scheme for Determination of Control Parameters for the Economic Design of $\bar{X}$-Chart to Control Non-Normal Means fôr Which $P>0.95$ $\left(\delta=1.75, \gamma_{1}=1.0\right.$, and $\left.\gamma_{2}=2.0\right)$


Note: $A^{* *}$ in this Table is as defined by equation (4.48).

AN ECONOMIC DESIGN OF $\bar{X}$-CHARTS WITH WARNING LIMITS TO CONTROL NON-NORMAL PROCESS MEANS

In this chapter, an expected cost model for a production process under the surveillance of an $\bar{x}$-chart with warning limits for controlling the non-normal process mean is developed. It is assumed that the process is subject to the occurrence of a single assignable cause and is operating under the policy II. The design parameters of a general control chart with warning limits are the sample size, the sampling interval, the action limit coefficient, the warning limit coefficient, and the critical run length. To develop the expected losscost function, expressions for the average run lengths, when the process is in control, and when the process is out of control, are derived. A direct search technique is employed to obtain the optimal values of the design parameters. Numerical examples are provided, and the effects of the non-normality parameters on the loss-cost function and on the design parameters are discussed. Conclusions are drawn about the relative efficiencies of the economic design of $\bar{x}$-charts with and without warning limits. A simplified form of the algorithm is also devised which could be useful for practical application at the workshop level.

### 5.1 Formulation of Loss-Cost Function

A production process which has two states, in-coftrol and out-ofcontrol, is considered. The process is assumed to start in a state of in-control. The quality characteristic of the process variable is
measurable on a continuous scale and is non-normally distributed with the same density function as described in section 4.1. :
'The process is assumed to be shut-down during the search for the assignable cause. A sample of fixed size $n$ is taken at regular. intervals of time and the sample mean is plotted on a one-sided $\bar{x}$-chart with warning limits; The upper action limit is set at $\mu_{0}+k_{a} \sigma / \sqrt{n}$, where $k_{a}$ is the upper control limit coefficient. The upper warning. Iimit is set at $\mu_{0}+k_{w^{\prime}} \sigma / \frac{1 \pi}{}$ where $0<k_{w}<\dot{k}_{a}$. A. search for the assignable cause is undertaken if the last sample mean falls outside the action limit, or if the last sample mean completes a critical. rum length $R_{c}$ which is in: between the warning' and action limits.'

Following the general outlines of the works of Duncan-[1956] and, Chiu and Cheung [1977], the loss-cost function of the process under the surveillance of an $\bar{x}$-chart with warning limits for controling. the non-normal process means can be formulated as follows.

Let $T_{a}$ be the random time during which the process operates under the state of control. By assumption, $T_{a}$, has an exponential distribution with $E\left(T_{a}\right)=1 / \lambda$. Let $M$ be the number of samples taken before the process goes out of control, and $G$ the number of samples taken after the Mth sample and up to the moment the chart signals lack of control. Let $N$ be the number of false alarms occurring among the first $M$ samples. Then .. it is straightforward to see that the expected length of the production cycle consists of four parts: (a) the in-control period, (b) the search times due to false alarms, (c) the out of contral period, and (d) the search and repair times due to true alarms.


Fig. 5.1 0jagramatic Representation of In-Control and Out-of-Controf State of the Process.

Using the same terminology as defined in section 4.3, the expected length of a production cycle is

$$
\begin{equation*}
s E(M)+\tau_{s} E(N)+s E(G)+\tau_{s}+\tau_{r} \tag{5.1}
\end{equation*}
$$

and the expected income from a production cycle is

$$
\begin{equation*}
\frac{V_{0}}{\dot{\lambda}}+V_{1} E\left(M s+G s-T_{a}\right)-E(N) k_{s}-(b+c n) E(M+G)-k_{s}-k_{r} . \tag{5.2}
\end{equation*}
$$

Hence, the average net income per hour is

$$
\begin{equation*}
I=\frac{\text { Expression }(5.2)}{\text { Expression }(5.1)} \tag{5.3}
\end{equation*}
$$

The assignable cause occurs somewhere between the Mth and the ( $M+1$ )st samples, in the cycle. Then the average length of the time of the occurrence within this interval, measured from the beginning of the interval, is:

$$
\begin{equation*}
E\left(t_{T}\right)=E\left(T_{a}-M s\right)=\{1-(1+\lambda s) \exp (-\lambda s)\} /\{\lambda-\lambda \exp (-\lambda s)\} \simeq \frac{s}{2}-\frac{1}{12} \lambda s^{2} \tag{5.4}
\end{equation*}
$$

Thus from equation (5.4):

$$
\begin{equation*}
E(M)=1 / \lambda s-\frac{1}{2}+\lambda s / 12 \tag{5.5}
\end{equation*}
$$

To detemine the expected number of false alarms during the first $\dot{M}$ samples, we have for fixed M [Chiu, 1974]:
$E(N \mid M)=M / R_{0}$
where $R_{0}$ is the average run length (ARL) of $\bar{x}$-chart with warning limit at the acceptable quality level $\mu_{0}$. Thus, from equation (5.5):

$$
\begin{equation*}
E(N)=E(M) / R_{0}=\left\{7 / \lambda s-\frac{1}{2}+\lambda s / 12\right\} / R_{0} \tag{5.6}
\end{equation*}
$$

Taylor [1968] has show, by computer simulation, that the dependence of $E(G)$ on $M$ is negligible, and that it could be written as

$$
\begin{equation*}
E(G) \simeq R_{1} \tag{5.7}
\end{equation*}
$$

where $R_{1}$ is the ARL of the chart at the rejectable quality level, .

$$
\begin{align*}
& \mu_{T}=\mu_{0}+\delta \sigma . \text { Thus, } \\
& E\left(M s+G s-T_{a}\right)=R_{i} s-\frac{1}{2}-s:+\frac{1}{12} \lambda s^{2} \% \tag{5.8}
\end{align*}
$$

and:

$$
\begin{equation*}
E(M+G)=\frac{1}{\lambda s}-\frac{1}{2}+\frac{1}{12}_{12} \lambda+R_{1} \tag{5.9}
\end{equation*}
$$

Substituting equations (5.6) - (5.9) into equation (5.3) and defining

$$
\begin{align*}
& U=V_{0}-V_{1} ; \\
& V=k_{s}+V_{0} \tau_{s} ; \\
& W=k_{r}+k_{s}+V_{0}\left(\tau_{r}+\tau_{s}\right)  \tag{5.10}\\
& B_{0}=\left(\frac{1}{s}-\frac{\lambda}{2}+\frac{\lambda^{2} s}{12}\right) / R_{0} ; \\
& B_{1}=\left(R_{1}-\frac{1}{2}+\frac{\lambda s}{12}\right) s ; \\
& L=V_{0}^{1}-I
\end{align*}
$$

$$
\begin{align*}
& \text { thus, } L \text { becomes after some simplification, } \\
& \qquad L=\frac{\lambda U B_{1}+V B_{0}+\lambda W+(b+c n)\left(1+\lambda B_{1}\right) / s}{1+\lambda B_{1}+\tau_{s} B_{0}+\lambda\left(\tau_{r}+\tau_{s}\right)} \tag{5.11}
\end{align*}
$$

where L represents the average long-run per-hour loss-cost of the process.

### 5.2 Effect of Non-Normality on Loss-Cost Function

Before minimizing equation (5.11) to obtain the optimum design - parameters of the $\bar{x}$-chart with warning limits, it is noted that the values of the average run lengths $R_{0}$ and $R_{1}$ are dependent on the probability density function of the process variable, which, by our assumption, is non-normal:

The average run length, for a one-sided $\bar{x}$-chart with warning limits for controliling a normal process mean, as given by Page [1962] is

$$
\begin{equation*}
A R L=\left(1-q^{{ }^{C}}\right) /\left[i-q-p^{1}\left(1-q^{R^{c}}\right)\right], \tag{5.12}
\end{equation*}
$$

where $R_{C}$ is'the critical run length , $P^{\prime}$ is the probability that a point falls below the warning limit, and $q$ is the probability that a point falls between the warning and action limits. For controlling non-normal process means, when the process is out of control, the following expressions for $p^{\prime}$ and $q$ are derived using equation (4.21) given in section 4:2.
$P^{\prime}=\Phi\left(k_{w}-\delta \sqrt{n}\right)-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}\left(k_{w}-\delta \sqrt{n}\right)+\frac{\gamma_{2}}{24 n} \dot{\phi}^{(3)}\left(k_{w}-\dot{\sqrt{n}}\right)+\frac{\gamma_{1}{ }^{2}}{72 n} \phi^{(5)}\left(k_{w}-\delta \sqrt{n}\right)$
and

$$
\begin{align*}
q= & \phi\left(k_{a}-\delta \sqrt{n}\right)-\Phi\left(k_{W}-\delta \sqrt{n}\right)-\frac{\gamma}{6 \sqrt{n}}\left[\phi^{(2)}\left(k_{a}-\delta \sqrt{n}\right)-\phi^{(2)}\left(k_{W}-\delta \sqrt{n}\right)\right]  \tag{5.13a}\\
& +\frac{\gamma}{24 n}\left[\phi^{(3)}\left(k_{a}-\delta \sqrt{n}\right)-\phi^{(3)}\left(k_{W}-\delta \sqrt{n}\right)\right]+\frac{\dot{\varphi}}{72 n}\left[\phi ^ { 2 } ( 5 ) \left(k_{a}^{-\delta \sqrt{n})}\right.\right. \\
& \left.-\phi^{(5)}\left(k_{W}-\delta \sqrt{n}\right)\right] \tag{5.13b}
\end{align*}
$$

where $\Phi$ denotes the distribution function of the unit normal variate. Thus, $R_{1}$ is obtained by substituting equations (5.13a,b) into equation (5.12). Similarly, letting $\delta=0$ in equations ( $5.13 a, b$ ) and substituting the resulting $p^{\prime}$ and $q$ into equation (5.12) $R_{0}$ is obtained. These expressions will be used in equation (5.11), for locating the minimum position of L .

### 5.3 Determination of the Optimal Design Parameters

In order to obtain the optimum control plan, the objective function $L$ given by equation( 5.11 )is minimized with respect to the design variables, i.e., the sample interval s, the coefficients of action and warning limits $k_{a}$ and $k_{w}$, and the critical run length, $R_{c}$. The dependence of $L$ on three parameters, $k_{a}, k_{w}$, and $R_{c}$, through equations ( 5.12 ) and ( $5.13 \mathrm{a}, \mathrm{b}$ ) prectudes the use of any analytical optimization method. Rather, the direct search method of Hooke and Jeeves [1961] is employed to minimize $L$ with respect to the vector of variables ( $n$, $\left.s, k_{a}, k_{w}, R_{c}\right)$. However, due to the characteristics of function' $L$; some modifications to the method have to be made in order to account for the inherent constraints on some of the design variables. These. modifications are as follows.
(i) $n$ and $R_{c}$ assume integer values;
(ii) $k_{a}$ and $k_{w}$ maintain the relationship such that $0<k_{w}<k_{a}$;
(iii) the expressions for $R_{T}$ and $R_{0}$ are non-negative for given values of $\gamma_{1}, \gamma_{2}$, and $\delta$.
On the basis of these modifications, the computer program 'WARNING' is
developed in order to minimize the loss-cost function and is given in Appendix

From the past studies on the design of $\bar{x}$-charts with warning limits. [Chiu and Cheung, 1977] under the normality essumption, it. has been found that the value of the critical run length $R_{c}$ is either 1 or 2. Therefore, in the process of optimization, the range of values for $R_{c}$ is from 1 to 4 . In the conventional design of $\bar{x}$-charts with warning limit $k_{a}=3$ and $k_{W}=2$ have bee considered: [iChiu and Cheung;-r977]. Thus, the relation $k_{W} \doteq \frac{2}{3} k_{a}$ is used to specify the initial values of these two paraneters.

Finally, an iniitial value for $s$ is determined as follows. In practice, the values of $\lambda$ and $1 / R_{0}$ are very small. Hence, the quantity $: \lambda \mathrm{B}_{1}+\tau_{s} B_{0}+\lambda\left(\tau_{r}+\tau_{s}\right)$ in the denominator of equation
is very small compared with unity, and therefore it can be omitted; similarly, in the numerator, the term $\lambda B_{1}$ is very small compared to unity and thus it can also be omitted. Consequently, equation (5.11) becomes

$$
\begin{equation*}
L \approx \lambda U B_{1}+V B_{0}+\lambda W+(b+c n) / s \tag{5.14}
\end{equation*}
$$

By differentiating equation (5.14) with respèct to $s$ and setting the results equal to zero, and omitting the terms $\lambda^{2}$ and $\lambda^{2} / R_{0}$, the following exfation is obtained

$$
\begin{equation*}
s=\left\{\left(\frac{V}{R_{0}}+b+c n\right) /\left[\lambda u\left(R_{1}-\frac{1}{2}\right)\right]\right\}^{1 / 2} \tag{5.15}
\end{equation*}
$$

which will be used to determine an initial value for safter choosing
the initial values of $n, k_{a}$ and $k_{w}$.

## NUMERICAL EXAMPLES

To obtain the optimal design parameters, the search method assumes that the objective function is convex. Since it is not possible to analytically investigate the convexity of $L$, some analysis of its behaviour was conducted through numerical studies, which indicated that the surface of $L$ is approximately convex in the region around the optimal value.

With the assumption of convexity of the objective function, optimal plans were determined for a wide range of the non-normality parameters, $\gamma_{1}$ and $\gamma_{2}$, and of the shift parameter, $\delta$; the cost parameters were fixed throughout the optimzation process.

Example 5.1. Consider a process having non-nomality parameters. $\gamma_{1}=0.5$ and $\gamma_{2} \doteq 1.0$, the shift parameter $\delta=2$, and the rate of the occurrence of the assignable cause $\lambda=0.01$. The cost parameters are assumed as follows: ${ }^{\cdot} V_{0}=150, V_{1}=50, k_{r}=20, k_{s}=10,{ }^{\tau} r=0.2, \tau_{s}=0.1, b=0.5$, and $c=0.1$. The results of the optimization, presented in Table 5.1, indicate that the optimal plan is abtained at $R_{c}=2, n=5, s=.1 .428$ hours, $k_{a}=2.9062, k_{w}=2.5034$, and the objective function value is $\mathrm{L} \equiv 2.2955$.

Table 5.1 Optimal Design for Example 5.1

| $R_{c}$ | $n$ | $s$ | $k_{a}$ | $k_{w}$ | $L$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 5 | 1.431 | 3.2953 | 2.8917 | 2.2963 |
| 2 | 5 | 1.428 | 2.9062 | 2.5034 | 2.2955 |
| 3 | 5 | 1.430 | 2.8914 | 2.3081 | 2.2962 |
| 4 | 5 | 1.430 | 1.4291 | 2.1425 | 2.2963 |

To study the effects of non-normality parameters on the loss-cost function and the design parameters, Table 5.2 is prepared. The relevant cost parameters, the shift parameters, and the value'of $\lambda$ associated with Table 5.2 are the same as those in Table 5.1. However, parameter $\gamma_{1}$ is varied from -0.5 to 1.0 with increments $0, f 0.5$, and parameter $\gamma_{2}$ is yaried from -0.5 to 2.0 with increments of 0.5 . For given values of $Y_{1}$ and $\gamma_{2}$, the Table presents the optimal design parameters ( $n, s, k_{a}, k_{W}$ and $\left.\cdot R_{c}\right)$, and the optimal value of $L$.

It is evident from Table 5.2, that the effect of skewness is more marked than that of kurtosis. For given $\gamma_{2}$, the values of $s, k_{a}, k_{w}$ and $n$ increase as $\gamma_{\gamma}$ - increases. The same is true for $L$. However, the critical run length $R_{c}$ remains unchanged, and the sample size $n$ does not show marked changes.

From a non-economic point of view, Roberts [1966] and Weindling;et a1. [1970] used the Average Run Length "(ARL) criterion to compare the efficiencies of the economic designs of $\bar{x}$-chart with and without warning limits. They assumed the same ARL $\left(R_{0}\right)$, when the process is in control for both charts. The ARL $\left(R_{I}\right)$ values when the process is out of control are then compared for various shifts, $\delta \sigma$, in the process mean. They have reached the following conclusion; for a small shift, the $\bar{x}$-chart with warning limits has a shorter $\mathrm{R}_{1}$ than the $\bar{x}$-chart with only action limits. From the manufacturer's point of view, the loss-cost value is more usefu] for assessing the effectiveness of a control chart as opposed to average. run lengths. Thus, a minimum cost criterion is used to measure the relative performances of these charts in this study; the results are presented in section 6.7.


TAble 5.2 Opeimal Values of the Dealgn Parameters and Loat-Cost Function of an Fconomic Design of rix-chart with Warning Li耍t.


| $Y_{2}$ |  |  |
| :---: | :---: | :---: |
| -0.5 | 4 .45 5 5 <br> 1.2782 1.4039 1.4240 1.4557 <br> 2.5125 2.7734 2.8500 2.8797 <br> 2.1698 2.3643 2.4831 2.5112 <br> 2 2 2 2 <br> 2.2032 2.2531 2.2761 2.2941 | $\begin{aligned} & \square \\ & n \\ & s \\ & k_{a} \\ & k_{c} \\ & R_{c} \\ & L \end{aligned}$ |
| 0.0 | 4 5 5 5  <br> 1.2875. 1.4077 1.4270 1.4540  <br> 2.5250 2.7906 2.8687 2.8976  <br> 2.1690 2.3706 2.4800 2.5159  <br> 2 2 2 2 2 <br> 2.2160 2.2609 2.2828 2.3003  | $\begin{aligned} & n \\ & 3 \\ & k_{a} \\ & k_{\mathbf{w}} \\ & R_{c} \\ & L \end{aligned}$ |
| 0.5 | 4 5 5 6 <br> 1.2992 1.4076 1.4284 1.5370 <br> 2.5359 2.8132 2.8844 3.1 .87 <br> 2.1675 2.3721 2.4847 2.7331 <br> 2 2 2 2 <br> 2.2286 2.2685 2.2893 2.3044 | $\begin{aligned} & n \\ & s \\ & k_{a} \\ & k_{w} \\ & k_{w} \\ & \mathbf{R}_{c} \end{aligned}$ |
| 1.0 | 4 5 5 6 <br> 1.3062 1.4099 1.4283 1.5153 <br> 2.5516 2.8328 2.9062 3.1320 <br> 2.1691 2.3768 2.5034 2.7276 <br> 2 2 2 2 <br> 2.2408 2.2758 2.2955 2.3081 | $\begin{aligned} & n \\ & s \\ & \mathbf{k}_{\mathrm{a}} \\ & \mathbf{k}_{\mathrm{w}} \\ & \mathbf{R}_{\mathrm{c}} \\ & \mathrm{~L} \end{aligned}$ |
| 1.5 | 4 5 5 6 <br> 1.3162 1.4122 1.4282 1.5136 <br> 2.5656 2.8547 2.9250 3.1554 <br> 2.1675 2.4362 2.5112 2.7448 <br> 2 2 2 2 <br> 2.2528 2.2827 2.3014 2.3117 | $\begin{aligned} & n \\ & s \\ & k_{a} \\ & k_{u} \\ & R_{c} \\ & L_{c} \end{aligned}$ |
| 2.0 | 5 5 5 6 <br> 1.4075 1.4121 1.4265 1.5126 <br> 2.7320 2.8812 2.9484 3.1663 <br> 2.3073 2.4612 2.5175 2.7620 <br> 2 2 2 2 <br> 2.2835 2.2893 2.3070 2.3151 | $\begin{aligned} & n \\ & s \\ & k_{a} \\ & k_{w} \\ & q_{c} \\ & L_{c} \end{aligned}$ |
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- However, it would be interesting to note that, when the process is in control, a large Average Run Length $\left(R_{0}\right)$ corresponds to a small Type I error, and when the process is out of control, a small Average Run Length ( $R_{1}$ ), corresponds to spall Type II error. Thus, following similar arguments that have been used in section 4.3 .3 for developing simpliftéd scheme for an economic design of an $\bar{x}$-chart, a simplified scheme for an $\bar{x}$-chart. with warning limits is proposed in the following section.


### 5.4 A Simplified Scheme

In this section a semi-economic scheme is presented which allows the - user to specify-the value of ARL at the rejectable quality level $R_{j}$, so that a desired level of protection against the deteriorated quality could be obtained. It is interesting to note that in Table 5.2 , the ratio of the warming limit coefficient $k_{w}$ to the action limit coefficient $k_{a}$ lies between 0.80 and 0.90. Under the normaltty assumption, similar results were $\cdot$ obtained by Chiu and Cheung [1977]. For the development of a simplified scheme, an average value of this ratio, i.e., $k_{w} / k_{a}=0.85$ is considered. Thus, for a given value of $R_{1}, R_{0}$ may be treated as a function of $k_{a}$ on $l y$. Letting $\delta \sqrt{n}-k_{a}=a$, so that,

$$
\begin{equation*}
n=\frac{\left(a+k_{a}\right)^{2}}{\delta^{2}} \tag{5.76}
\end{equation*}
$$

substituting this value of $n$ in equation (5.14), $L$ becomes

$$
\begin{equation*}
L^{\prime}=\lambda U B_{1}+V B_{0}+\lambda W+\left(b+\frac{c\left(a+k_{a}\right)^{2}}{\delta^{2}}\right) / s \quad . \tag{5.17}
\end{equation*}
$$

The near optimum value of. $k_{a}$ is obtained from:

$$
\begin{equation*}
\frac{\partial L^{\prime}}{\partial k_{a}}=v \frac{\partial B_{0}}{\partial k_{a}}+\frac{2 c\left(a+k_{a}\right)}{\delta^{2} s}=0 \tag{5.18}
\end{equation*}
$$

substituting $\mathrm{B}_{0}$ :

$$
\begin{equation*}
V \frac{-\left(\frac{1}{s}-\frac{1}{2} \lambda+\frac{1}{12} \lambda^{2} s\right)}{R_{0}^{2}} \frac{\partial R_{0}}{\partial k_{a}}+\frac{2 c\left(a+k_{a}\right)}{\delta^{2} s}=0 . \tag{5.19}
\end{equation*}
$$

That is, approximately

$$
\begin{equation*}
\frac{\left(a+k_{a}\right) R_{0}^{2}}{\frac{\partial R_{0}}{\partial k_{a}}}=\frac{\delta^{2} v}{2 c} \tag{5.20}
\end{equation*}
$$

Defining

$$
\begin{equation*}
A^{* *}=\frac{\left(a+k_{a}\right) R_{0}^{2}}{\frac{\partial R_{0}}{\partial k_{a}}} \tag{5.21}
\end{equation*}
$$

For various values of $k_{a}$,' one can find the corresponding values of $A^{*}$, knowing the values of $\delta, \gamma_{1}$ and $\gamma_{2}$ by the following procedure:
Step 1: Choose a set of values for $k_{a}$, say $\left(k_{a 1}, k_{a 2}, \ldots, k_{a m}\right)$, such that $k_{a i+1}>k_{a i} \geq 1$ for all $i$.
Step 2: For each value of $k_{a i}$ find $n_{i}$ for which $R_{1 i}=R_{1} *$ by using equation (5.12), where $R_{1}$ * is the set value of $R_{1}$ at the desired level of protection. Now compute $R_{0 i}$ using equation (5.12) for given value of $R_{1 i}$.

Step 3: Having set values of $R_{0}{ }^{\prime}$ s (i.e.., $R_{01}, R_{02}, \ldots, R_{0 m}$ ) corresponding to $k_{a}^{\prime} s$ (i.e., $k_{a l}, k_{a 2}, \ldots, k_{a m}$ ), compute the vector of derivatives $\left(\frac{\partial R_{01}}{\partial k_{a 1}}, \frac{\partial R_{02}}{\partial k_{a 2}}, \ldots, \frac{\partial R_{0 m}}{\partial k_{a m}}\right)$ using numerical differentiation.

Hence, calculate the corresponding values of
$A^{*}{ }^{\prime}$ ' (i.e., $\left.A_{1}{ }^{*}, A_{2}{ }^{*}, \ldots, A_{m}{ }^{*}\right)$.
9
The values of $k_{a}, n, R_{0}$ and $A^{*}$ are thus tabulated, using the computer program 'SEEMIWARN' given in Appendix IV.' It is noted that such a table corresponds to specific values of $R_{1}, \delta ; r_{1}$ and $r_{2}$. A series' of such tables are thus prepared for a wide range of nonnormality parameters $\gamma_{1}$ and $\gamma_{2}$, the shift parameter $\delta$, and for a specified value of. $R_{1}$. The application of one of these tables is now demonstrated through a nifferical example.

## An Example.

Consider the same example as in section 5.3, for which $\gamma_{1}=0$, $\gamma_{2}=0.5$ and $\delta=2.0$. Table 5.3 is prepared for this example. The computations are performed in the following steps:

Step 1: Calculate $A^{*}: A^{*}=\frac{V_{\delta}{ }^{2}}{2 c}=500^{\circ}$
Step 2: Determine $k_{a}, n$ and $R_{0}$ : From Table 5.3, it is found $k_{a}=2.80$,

$$
n=5 \text { and } R_{0}=328.8 .
$$

Step 3: Calculate $s$ : Using equation (5.15) $s=\left[\left(\frac{V}{R_{0}}+b+c n\right) /\left\{\lambda U\left(R_{1}-\frac{l}{2}\right)\right\}\right]^{j / 2}$ $=140$

Step 4: Calculate $B_{0}: B_{0}=\left(\frac{1}{s}-\frac{\lambda}{2}+\frac{\lambda^{2} s}{T 2^{2}}\right) / R_{0}$

$$
=0.002159
$$

Table 5.3 Semi-economic Scheme for Design ${ }^{\prime}$ of $\bar{X}$-chart with Warning limits to Control Non-Normal Process Means.


Note: $A^{*}$ in this Table is as defined by equation (5.20).

Step 5: Calculate $\dot{B}_{\mathrm{I}}:: \mathrm{B}_{\mathrm{T}}=\left(\mathrm{R}_{\mathrm{I}}-\frac{1}{2}+\frac{\lambda 5}{12}\right) \mathrm{s}$



Therfore, the semi-economic control plan specifies the parameter values as $n=5, s=1.40, k_{a}=2.80, k_{w}=0.85 * k_{a}=2.38$ with the loss-cost function value of 2.2705 , which is only 0.09 percent above the exact loss-cost value of 2.2685, given in Table 5.2.
$<$

## CHAPTER 6

AN ECONOMIC DESIGN OF CUMULATIVE SUM CHARTS TO CONTROL NON-NORMAL PROCESS MEANS

Even though $\bar{x}$-charts have been popularly used for over fifty years, the increasing complexity of industrial processes have necessitated a search for more efficient and economical means of improving quality control. An important development in this direction was the introduction of Cusum charts by Page [1954a] which have gained wide application ever since. The major application of cumulative sum charts is in industrial quality contro\}, where the results from testing and. inspecting the product are received in sequence and a prompt decision is required when the process starts malfunctioning. In this Chapter, a single assignable cause model under operating policy II for an economic design of cusum chạrts is considered. The economic design of the - cusum charts involves the determination of the design parameters that minimize a relevant cost function. The design parameters are the sample size $n$, sampling interval $s$, the reference value $k$, and the decision interval h. Approximating the non-nomal probability density function of the process by an Edgeworth series, and deriving the average run lengths in cusum control schemes by the use of a system of linear algebraic equations, an expression for the expected loss-cost function for the process is defined. Using the decision interval scheme, an
iterative algorithm is developed and used for near-optimal determination of design parameters. A simplified version of the algorithm is also devised. Finally, comparisons are made among the relative performances of economic design of $\vec{x}$-charts with and without warming limits and cusum charts.

### 6.1 The Assumption of the Process Model

The assumptions regarding the state, nature, and operating conditions of the process are the same'as described in section 5.1 . The operation of a cusum chart for controlling the mean of a process involves taking samples of size $n$ at regular intervals of $s$ hours and plotting the cumulative sums $S_{r}=\sum_{j=1}^{r}\left(\bar{x}_{j}-K\right)$ versus sample number $r$, where $\bar{x}_{j}$ is the sample mean of the $j$ th sample, and $K$ is the prespecified reference value. If the cumulative sum exceeds the decision interval $h$, it is concluded that an upward shift in the process mean has occurred. Thus the sample size $n$, sampling interval $s$, reference value $K$, and the decision interval $h$ are the parameters required for designing one-sided cusum charts. To control both positive and negative deviations from the process mean a V-mask with lead distance $d$ and half angle $\phi$, or two onesided cusum charts with reference values $K_{1}, K_{2}\left(K_{1}>K_{2}\right)$ and with respective decision intervals $h$ and $-h$ may be utilized [Goel and Wu, 1973].

### 6.2 Formulation of Loss-Cos't Function

Following the same procedure, as described in section 5.2 , for the development of loss-cost function for $\bar{x}$-chart with warning limits the loss-cost function of the process under a cusum
control chart can be defined as follows

$$
\begin{equation*}
L=\frac{-\lambda U B_{1}+V B_{0}+\lambda W+(b+c n)\left(T+\lambda B_{T}\right) / s}{1+\lambda B_{1}+r_{s} B_{0}+\lambda\left(\tau_{r}+\tau_{s}\right)}, \cdots \cdots \tag{6,1}
\end{equation*}
$$

where
$\sqrt{ }$

$$
\begin{equation*}
B_{0}=\left(\frac{1}{s}-\frac{\lambda}{2}+\frac{\lambda^{2} s}{12}\right) / R_{0} \tag{6.2}
\end{equation*}
$$

' and

$$
\begin{equation*}
B_{1}=\left(R_{1}-\frac{1}{2}+\frac{\lambda s}{12}\right) s \tag{6.3}
\end{equation*}
$$

$B_{0}$ and $B_{1}$ are calculated as in section 5.1 using the corresponding values of $R_{0}$ and $\dot{R}_{1}$ from the cusum chart.

The objective is to minimize the per-hour, loss-cost function $L$ with respect to the design parameters $s, h, n$ and $K$. However, it is noted that the function $L$ also depends on $R_{0}$, and $R_{1}$ which are in turn, functions of $h, n$ and $K$. Also the basic integral equations for evaluating $R_{0}$ and $R_{p}$ involve the non-normal distribution of the quality characteristic of the product. Thus an analytical solution for the design parameters seems difficult. In the following section, an iterative optimization algorithm is proposed which minimizes the loss:cost function $L$, and converges to near-optimal values of the design parameters. A simplified scheme to determine the design parameters is also presented, which is less complicated and therefore is more applicable at the shop level.

### 6.3 Determination of the Control Parameters

As noted before, the loss-cost function $L$ depends on the ARL whose determination is one of the major difficulties in the design of cusum charts. In the past, a number of methods for obtaining the ARL have been reported which utilize either approximate expressions or - numerical techniques [Barraclough and Page, 1959; Van Dobben De Bruyn, 1968; Kemp, 1958; Page, 1954b; Goe1, 1971; Góel and Wu, 1971]. In the present study the basic integral equations are approximated by a system of linear algebraic equations [Goel and Wu . 79737, and solved numerically to obtain the ARL of the cusum charts for non-normal process means. 6.3.1 Determination of Reference Value K. There is strong numerical and theoretical evidence [Ewan and Kemp, 1960] that for given $R_{1}$, the value of $R_{0}$, approaches its maximum when $K$, the reference value, is chosen midway between the AQL and. RQL. Thus,

$$
\begin{equation*}
k=\mu_{0}+\frac{1}{2} \delta \sigma \tag{6.4}
\end{equation*}
$$

6:3.2 Determination of the ARL by a System of Linear Algebraic Equations. Following the work of Page [1954a], the ARL of a one-sided cusum chart for controlling non-normal process means, with horizontal boundaries at $(0, H)$ is defined as

$$
\begin{equation*}
A R L=\frac{N(0)}{1-P(0)} \tag{6.5}
\end{equation*}
$$

where $P(0)$ and $N(0)$ are special cases at $z=0$ of $P(z)$ and $N(z)$, which are defined as follows.

$$
\begin{equation*}
P(z)=\int_{-\infty}^{-z} g_{1}(x) d x+\int_{0}^{H} P(x) \cdot g_{1}(x-z) d x, \quad 0 \leq z \leq H, \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
N(z)=1+\int_{0}^{H} N(x) \cdot g_{1}(x-z) d x, \quad 0 \leq z \leq H, \tag{6.7}
\end{equation*}
$$

where $g_{1}(x)$ is the pdf of the standardized increments $\frac{\bar{x}-k}{d \sqrt{n} \cdots}$. cumulative sum, for the non-normal process with mean $\theta=\frac{\mu_{0}-K}{\sigma / \sqrt{n}}$ and with non-normality, parameters $\gamma_{1}$ and $\gamma_{2}$, and $H$ the standardized decision interval defined as

$$
H=\frac{h}{\sigma / \sqrt{n}}
$$

Substituting equation (4.3) into equation (6.6) we obtain

$$
\begin{aligned}
& \begin{aligned}
P(z) & =f^{-z}\left[\frac{1}{\sqrt{2 \pi}} e^{-1 / 2(x-\theta)^{2}}-\frac{\gamma_{k}}{6 \sqrt{n}} \phi^{(3)}(x-\theta)+\frac{r_{2}}{24 n} \phi^{(4)}(x-\theta)+\frac{\gamma_{1}}{72}\right. \\
& f^{H} \\
& +f_{0}^{H}\left[\frac{1}{\sqrt{2 \pi}} e^{-1 / 2(x-\theta-z)^{2}}-\frac{i_{n}}{6} \phi^{(3)}(x-\theta-z)+\frac{\gamma_{2}}{24 n} \phi^{(9)}(x-\theta-z)\right.
\end{aligned} \\
& \left.\cdot \quad+\frac{\gamma^{2}}{72 n} \phi^{(6 .)}(x-\theta-z)\right] P(x) d x
\end{aligned}
$$

or,

$$
\begin{align*}
P(z) & =\Phi(-z-\theta)-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}(-z-\theta)+\frac{\gamma_{2}}{24 n} \phi^{(3)}(-z-\theta)+\frac{\gamma_{1}^{2}}{72 n} \phi{ }^{(5)}(-z-\theta) \\
& +\delta^{H}\left[\frac{1}{\sqrt{2 \pi}} e^{-T / 2(x-\theta-z)^{2}}-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(3)}(x-\theta-z)+\frac{\gamma_{2}}{424 n} \phi^{(4)}(x-\theta-z)\right. \\
& \left.+\frac{\gamma_{1}^{2}}{72 n} \phi^{(6)}(x-\theta-z)\right] P(x) d x \tag{6.8}
\end{align*}
$$

Where $\Phi(x)$ is the cumiulative distribution function of the standardized normal variate $x$. Equation (6.8) is a Fredholm integral equation of the second kind, which may be reduced as follows, using the method given by Kantorovich and Krylov [1958].

$$
\begin{align*}
\tilde{P}(z) & =\Phi(-z-\theta)-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(2)}(-z-\theta)+\frac{\gamma_{2}}{24 n} \phi^{(3)}(-z-\theta)+\frac{\gamma_{1}^{2}}{72 n} \phi^{(5)}(-z-\theta) \\
& +\sum_{j=1}^{m} A_{j}\left[\frac{1}{\sqrt{2 \pi}} e^{-1 / 2\left(z_{j}-\theta-z\right)^{2}}-\frac{\gamma_{1}}{6 \sqrt{n}} \phi^{(3)}\left(z_{j}-\theta-z\right)+\frac{\gamma_{2}}{24 n} \phi^{(4)}\left(z_{j}-\theta-z\right)\right. \\
& \left.+\frac{\gamma_{1}^{2}}{72 n} \phi^{(6)}\left(z_{j}-\theta-z\right)\right] \tilde{P}\left(z_{j}\right) . \tag{6.9}
\end{align*}
$$

In the above expression, $z_{j}$ are the Gaussian points (the roots of the Legendre polynomials). $A_{j}$ are the Gaussian coefficients (weights) for the interval $(0, H)$, and $m$ is the number of Gaussian points. To determine the values of $\tilde{p}_{e}\left(z_{j}\right), m$ linear algebraic equations are developed as follows. Since
$\sum_{j=1}^{m} A_{\text {Cl }}=$ upper limit - lower limit $=H-0=H$,
and defining,

$$
\begin{align*}
& K\left(z_{j}, z_{i}\right)=\phi\left(z_{j}-\theta-z_{i}\right)-\frac{\gamma}{1}_{6 \sqrt{n}}{ }^{(3)}\left(z_{j}-\theta-z_{i}\right) \\
&+\frac{Y_{2}}{24 n} \phi(A)\left(z_{j}-\theta-z_{i}\right)+\frac{\gamma_{1}^{2}}{72 n} \phi \quad(6)  \tag{6.10}\\
&\left(z_{j}=\theta-z_{i}\right)
\end{align*}
$$

$$
\begin{align*}
K\left(z_{i}, \theta\right) & =\int \phi\left(-z_{i}-\theta\right)-\frac{r_{1}}{6 \sqrt{n}} \phi^{(2)}\left(-z_{i}-\theta\right)+\frac{r_{2}}{24 n} \phi^{(3)}\left(-z_{i}-\theta\right) \\
& +\frac{r_{1}^{2}}{72 n} \phi^{(5)}\left(-z_{i}-\theta\right) \tag{6.11}
\end{align*}
$$

we have the following system of linear equations.

$$
\begin{aligned}
& \tilde{P}\left(z_{1}\right)-A_{1} K\left(z_{1}, z_{1}\right) \tilde{P}\left(z_{1}\right)-A_{2} K\left(z_{2}, z_{1}\right) \tilde{P}\left(z_{2}\right) \ldots-A_{m} K\left(z_{m}, z_{1}\right) \tilde{P}\left(z_{m}\right)=K\left(z_{1}, \theta\right) \\
& \tilde{P}\left(z_{2}\right)-A_{1} K\left(z_{1}, z_{2}\right) \tilde{P}\left(z_{1}\right)-A_{2} K\left(z_{2}, z_{2}\right) \tilde{P}\left(z_{2}\right) \ldots-A_{m} K\left(z_{m}, z_{2}\right) \tilde{P}\left(z_{m}\right)=K\left(z_{2}, \theta\right) \\
& \vdots \\
& \vdots \\
& \tilde{P}\left(z_{m}\right)-A_{1} K\left(z_{1}, z_{m}\right) \tilde{P}\left(z_{1}\right)-A_{2} K\left(z_{m}, z_{2}\right) \tilde{P}\left(z_{2}\right) \ldots-A_{m} K\left(z_{m}, z_{m}\right) \tilde{P}\left(z_{m}\right)=K\left(z_{m}, \theta\right)
\end{aligned}
$$

The above system can be written in a compact form by using the matrix notation. Let

$$
\left.\begin{array}{rl}
\underline{A}= & {\left[\begin{array}{ccc}
\left\{1-A_{1} K\left(z_{1}, z_{1}\right)\right\} & \left\{-A_{2} K\left(z_{2}, z_{1}\right)\right\} & \ldots \\
\left\{-A_{m} K\left(z_{m}, z_{1}\right)\right\} \\
\left\{-A_{1} K\left(z_{1}, z_{2}\right)\right\} & \left\{1-A_{2} K\left(z_{2}, z_{2}\right)\right\} \ldots & \left\{-A_{m} K\left(z_{m}, z_{2}\right)\right\} \\
\vdots & \vdots & \vdots \\
\left\{-A_{1} K\left(z_{1}, z_{m}\right)\right\} & \left\{-A_{2} K\left(z_{2}, z_{m}\right)\right\} \ldots & \left\{1-A_{m} K\left\{z_{m}, z_{m}\right)\right\}
\end{array}\right]} \\
\underline{P}=\left[\tilde{P}\left(z_{1}\right) \tilde{P}\left(z_{2}\right) \ldots \tilde{P}\left(z_{m}\right)\right]^{\prime} \\
\underline{Y}=\left[K\left(z_{1}, \theta\right)\right. & \left.K\left(z_{2}, \theta\right) \ldots K\left(z_{m}, \theta\right)\right]^{\prime}
\end{array}\right]
$$

Hence,

$$
\begin{align*}
& \underline{A} \underline{P}=\underline{Y} \\
& \text { or } \quad \underline{P}=\underline{A}^{-1} \underline{Y} . \tag{6.12}
\end{align*}
$$

provided $A$ is not singular.

Similarly for equation (6.7) we obtain

$$
\begin{align*}
\tilde{N}(z) & =1+\left[\sum_{j=1}^{m} A_{j} \frac{1}{\sqrt{2 \pi}} e^{-1 / 2\left(z_{j}-\theta-z\right)^{2}}-\frac{\gamma_{l}}{6 \sqrt{n}} \phi^{(3)}\left(z_{j}-\theta-z\right)+\frac{\gamma_{2}}{24 n} \phi{ }^{(4)}\left(z_{j}-\theta-z\right)\right. \\
& \left.+\frac{\gamma_{1}^{2}}{72 \pi} \phi^{(6)}\left(z_{j}-\theta-z\right)\right] \tilde{N}\left(z_{j}\right) \tag{6.13}
\end{align*}
$$

which results in

$$
\begin{equation*}
\underline{N}=\underline{A}^{-1} \underline{I} \tag{6:14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \underline{N}=\left[\begin{array}{lllll}
\tilde{N}\left(z_{1}\right) & \tilde{N}\left(z_{2}\right) & \ldots & \tilde{N}\left(z_{m}\right)
\end{array}\right] \\
& \underline{I}=\left[\begin{array}{cccccc}
1 . & 1 & \ldots & 1
\end{array}\right]^{\prime}
\end{aligned}
$$

The calculations of $\tilde{P}(z)$ and $\tilde{N}(z)$ are easily performed on a digital computer. The number of Gaussian points, $m$, is chosen to achieve the desired accuracy for a given problem. To obtain the ARL, $z$ is set equal to zero in equations (6.9) and (6.13), and the values of $\tilde{P}(0)$ and $\tilde{N}(0)$ are then substituted for $P(0)$ and $N(0)$, respectively, in equation (6.5), with $H$ and $\theta=\delta \sqrt{n} / 2$ for $R_{1}$, and $H$ and $\theta=-\delta \sqrt{n} / 2$ for $R_{0}$.
6.3.3 Determination of $s$. The optimal value of $s$ is obtained by setting $\cdot \frac{\partial L}{\partial s}=0$ for given values of $n, h$ and $K$. This yields

$$
\begin{align*}
& \lambda s^{2} \quad\left\{U+\tau_{s} B_{0} U+\lambda U\left(\tau_{r}+\tau_{s}\right)-B_{0} V-\lambda W\right\}\left(\frac{\partial B_{1}}{\partial s}\right) \\
& +s^{2}\left\{V+\lambda B_{1} V+\lambda V\left(\tau_{r}+\tau_{s}\right)-\lambda \tau_{s} B_{1} U-\lambda \tau_{s} W\right\}\left(\frac{\partial B_{0}}{\partial s}\right) \\
& -(b+c n)\left[\left\{1+\lambda B{ }_{j}+\tau_{s}{ }^{B}+\lambda\left(\tau_{r}+\tau_{s}\right)\right\}\left(1+\lambda B_{1}\right)\right. \\
& +\tau_{s} s\left(1+\lambda B_{1}\right)\left(\frac{\partial B^{2}}{\partial s}-\lambda s\left\{\tau_{s} B_{0}+\lambda\left(\tau_{r}+\tau_{s}\right)\right\}\left(\frac{\partial B_{1}}{\partial s}\right)\right]=0 \tag{6.15}
\end{align*}
$$

where

$$
\begin{aligned}
& \frac{\partial B_{0}}{\partial s}=\left(-\frac{1}{s^{2}}+\frac{1}{12} \lambda^{2}\right) / R_{0} \\
& \frac{\partial B_{1}}{\partial s}=R_{1}-\frac{1}{2}+\frac{1}{6} \lambda_{s}
\end{aligned}
$$

Equation (6.15) is a quadratic equation in $s$, which can be solved on a computer with an initial root derived below. In practice the values of $\lambda$ and $1 / R_{0}$ are very small. Hence the quantity $\lambda B_{1}+\tau_{s} B_{0}+\lambda\left(\tau_{r}+\tau_{s}\right)$ in the denominator of equation (6.1) is very small. compared with unity, and therefore it can be omitted. Similarly, in the numerator, the term $\lambda B_{1}$ is very smali compared with unity and thus it can be omitted. Consequently,

$$
\begin{equation*}
L=\dot{L}^{\prime}=\cdot \lambda U B_{1}+V B_{0}+\lambda W+(b+c n) / s \tag{6.16}
\end{equation*}
$$

The equation $\frac{\partial L^{\prime}}{\partial S}=0$ is then an approximation to (6.15). Solving for $s$, and omitting the terms $\lambda^{2}$ and $\lambda^{2} / R_{0}$, one obtains:

$$
\begin{equation*}
s \simeq\left[\left(\frac{V}{R_{0}}+b+c n\right) /\left\{\lambda U\left(R_{l}-\frac{1}{2}\right)\right\}\right]^{1 / 2} \tag{6.17}
\end{equation*}
$$

which serves as an initial root for the numerical evaluation of equation (6.15).

We are now in a position to outline the iterative optimization algorithm to find the design parameters of the cusum chart for nonnomal processes.
6.3.4 The Algorithm.
(1) Set the initial value of sample size $n_{1}$, i.e., $n_{1}=$ ?
(2) Set the initial value of the standardized decision interval $H_{j}$, i.e., $\mathrm{H}_{1}>0$
(3) Evaluate $R_{0}$ and $R_{T}$ from equation (6.5)
(4) Evaluate $s$ from equation (6.15)
(5) Evaluate the loss-cost function $L_{j}^{i}$ from equation (6.1)
(6) Increment the standardized decision interval by $\Delta H$ :
$H_{j+1}=H_{j}+\Delta H$
(7) Repeat steps (3) through (6) until, for some value of the index, j such as J , the following holds
$L_{\underline{d}+1}^{i}=L_{J}^{i}<L_{J-1}^{i}$
Let $L *\left(n_{i}\right)=L_{j}^{i}$. Thus, $L *\left(n_{i}\right)$ is the minimum loss-cost function corresponding to the sample size $n_{i}$.
(8) Increment the sample size by 1 :
$n_{i+1}=n_{i}+1$
(9) Repeat steps (2) through (8) until, for some value of the index $i$, such as $I$, the following holds
$L^{*}\left(n_{I+1}\right)>L^{*}\left(n_{\mathrm{I}}\right)<L^{*}\left(n_{I-1}\right)$
Let $\mathrm{L}^{* *}=\mathrm{L}^{*}\left(\mathrm{n}_{\mathrm{I}}\right)$. Thus $\mathrm{L}^{* *}$ is the overall minimum value of the loss-cost function, and the values of $R_{0}, R_{1}, s$ and $H$ correspending to $L^{* *}$ are the near-optimal values of the design parameters.
(10) The decision interval $h$ is obtained from $h=H \sigma / \sqrt{n}$, and the reference value K from:
$K=\dot{\mu}_{0}+\frac{1}{2} \delta \sigma$.
The computer program 'CUSÜM' for the above algorithm is developed and listed in Appendix V.

### 6.4 Numerical Illustration

In this section, the application of the algorithm is demonstrated via a numerical example. Also the properties of the optimal solution of the control chart parameters, obtained over a wide range of the values of the non-normality parameters $\gamma_{1}$ and $\gamma_{2}$, and the shift parameter s, are discussed.

## A. Numerical Example

A non-normal process with mean $\mu_{0}=25$, variance $\sigma^{2}=1.2$ and non-nomality parameters $\gamma_{1}=0.5$ and $\gamma_{2}=1.0$ is considered. Other parameters are assumed as follows: $\lambda=0.05, \delta=\frac{\hat{v}_{0}}{0}=150, v_{1}=50$, $k_{r}=20, k_{s}=10, \tau_{r}=0.2, \tau_{s}=0.1, b=0.5$ and $c=0.1$.

The values of the loss-cost function $L$ and the design parameters in the neighbourhood of the optimal point are shown in Table 6.1 and depicted in Fig. 6.1. The loss-cost function assumes a minimum value of $L^{*}=7.0268$
at the following design parameter values:
sample size $\mathrm{n}=5$
sampling interval $s=0.648$ hours
standardized decision interval $\mathrm{H}=0.70$
ARL at acceptable quality levei $R_{0}=288.48$
ARL at rejectable quality level $\mathrm{R}_{1}=1.056$
Therefore, the decision interval $h$ is

$$
h=4 \frac{\sigma}{\sqrt{n}}=;(0.70)(\sqrt{1.2}) / \sqrt{5}=0.34
$$

Table 6.1 Values of the Loss-Cost Function and Design Parameters in the Neighbourtood of Minimum Position.



Fig. 6. 1 Loss-Cost Function and Design Parameter in the Neighbourhood of Minimum Pdsition
and the reference value is

$$
K=\mu_{0}+\frac{1}{2} \delta \sigma=25+\frac{1}{2}(2)(\sqrt{1.2})=26.1
$$

## Properties of the 0ptimum Solution

The near-optimal values of the control chart parameters are obtained over a wide range of non-normality parameters $\gamma_{1}$ and $\gamma_{2}$, andthe shift parameter $\dot{\delta}$, as shown in Table 6.2. The rate of occurrence of the assignable cause $\lambda$, and the relevant cost parameters associated with Table 6.2'are the same as those in Table 6.1. The numerical values. assigned to $\gamma_{1}$ are $-0.5,0.0,0.5$ and those assigned to $\gamma_{2}$ are $-0.5,0.0,0.5,1.0,1.5$ and 2.0. The shift parameter $\delta$ is assumed to vary from 0.5 to 2.25 with increments of 0.25 . For specific values of $r_{1}, r_{2}$, and $\delta$, the optimal sample size $n$, the standardized decision interval H , the sampling interval s , and the ARLs, $\mathrm{R}_{0}$ and $\mathrm{R}_{1}$, are obtained by minimizing the per hbur loss-cost function $L$ using the algorithm described in section 6.3.4.

Based on the optimization results, given. in Table 6.2, the following .observations regarding the properties of the optimal solutions may be made.

For the pair of values of $\gamma_{1}$ and $\gamma_{2}$, the loss-cost function $L$ decreases with the increase of $\delta$ in all cases. As $\delta$ increases, the sample size $n$ decreases which results in the decrease of variable cost associated, with sample inspection. The sampling interval also decreases as $\delta$ increases, which will increase the sampling cost. But with an increase in $\delta$, the ayerage

Table 6.2 Values of the Design Parameters and Loss-Cost Eunction of an Economic Design of Cusum Chart to Control Non-Nomal Process Means.
$\left(\lambda=.05, \gamma_{0}=150\left\{y_{1}=50, k_{r}=20, k_{s}=10, \tau_{r}=0.2, \tau_{s}=0.1, b=0.5, c=0.1\right)\right.$
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| $Y_{2}$ | $1.00$ |  |  | $\delta$$r_{1}$ | 1.25 |  | $\therefore$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -0.5 | 0.0 | 0.5 |  | 0.0 | 0.5 |  |
| -0.5 | 12 | 13 | 13 | $\theta$ | 9 | 10 | $\pi$ |
|  | 1.123 | 1.104 | 1.101 | 1.127 | 1.100 | 1.077 | ${ }_{1}^{1}$ |
|  | 108.08 | 94.15 | 75.30 | 159.19 | 133.73 | 128.02 | $\mathrm{F}_{0}$ |
|  | 0.500 | 0.500 | 0.500 | 0.550 | 0.550 | 0.550 | H |
|  | 0.817 | 0.857 | 0.873 | 0.706 | 0.752. | 0.793 | 5 |
|  | 8.3754 | 8.4560 | 8.5122 | 7.7767 | $7.8611^{\circ}$ | 7.9182 | L |
| 0.0 | 12 | 12 | 13 | - | 9 | 10 | 0 |
|  | 1.122 | -1.130 | 1.100 | 1.126 | 1.099 | 1.076 | R 1 |
|  | 103.35 | 86. 61 | 73.99 | 150.00 | 127.92 | 123.41 | $\mathrm{R}_{0}$ |
|  | 0.500 | 0.550 | . 0.500 | 0.550 | 0.550 | 0.550 | H |
|  | 0.819 | 0.824 | 0.875 | 0.708 | 0.755 | 0.795 | 5 |
|  | 8.3798 | 9.4601 | 8.5163 | 7.7858 | 7.8690 | 7.9251 | $L$ |
| 0.5 | , 12 | 12 | 13 | 8 | 9 | 10 | $n$ |
|  | 1.121 | 1.129 | 1.100 | 1.124 | 1.098 | 1.076 | $\mathrm{R}_{1}$ |
|  | 100.75 | 84.74 | 72.71 | 141.81 | 122.60 | 119.11 | $\mathrm{RO}_{0}$ |
|  | 0.500 | 0.550 | 0.500 | 0.550 | 0.550 | 0.550 | H |
|  | 0.821 | 0.826 | 0.876 | 0.711 | 0.757 | 0.797 | s |
|  | 8.3841- | 0.4643 | 9. 5204 | 7.7948 | 7.8769 | 7.9319 | L |
| 1.0 | 12 | 12 | 13 | 9 | 9 | 10 | $n$ |
|  | 1.121 | 1.128 | 1.099 | 1.123 | 1.098 | 1.076 | $\mathrm{R}_{1}$ |
|  | 98.27 | 82.96 | 71.48 | 134.46 | 117.70 | -115.11 | $\mathrm{FO}_{0}$ |
|  | 0.500 | 0.550 | - 0.500 | 0.550 | 0.550 | 0.550 | H |
|  | 0.823 | 0.828 | 0.878 | 0.714 | 0.760 | 0.798 | 9 |
|  | 8.3885 | 8.4685 | 8.5244 | 7.8036 | 7.8848 | 7.9387 | $\llcorner$ |
| $1.5{ }^{\circ}$ | 12 | 12 | 13 | 8 | 9 | 10 | $n$ |
|  | 1.120 | 1.128 | 1.099 | 1.122 | 1.097 | 1.075 | R1 |
|  | 95.92 | 81.24 | 70.39 | 127.84 | 113.18 | 111.37 | $R_{0}$ |
|  | 0.500 | 0.550 | 0.50 | . 0.550 | -0.550 | 0.550 | ${ }_{H}$ |
|  | 0.824 | 0.829 | 0.879 | 0.717 | 0.762 | 0.801 | 5 |
|  | 8.3928 | 8.4726 | 8.5205 | 7.8127 | 7.8926 | 7.9455 | L |
| 2.0 | 12 | 12 | 13 | 9 | 9 | 10 | n |
|  | 1.119 | 1.127 | 1.098 | 1.092 | 1.096 | 1.075 | R1 |
|  | 93.67 | 79.60 | 69.14 | 142.98 | 108.99 | 107.86 | RO |
|  | 0.500 | 0.550 | 0.500 | 0.500 | 0.550 | 0.550 | H |
|  | 0.826 | 0.831 | 0.881 | 0.754 | 0.764 | 0.803 | 5 |
|  | 0.3972 | 9.4767. | 8.5326 | 7.8212 | 7.9003 | 7.9523- | L |

Table 6.2 Continued....
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| $\gamma_{2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $-0.5$ | 4 .5 5 <br> 1.078 1.047 1.045 <br> 736.48 446.65 265.20 <br> 0.500 0.550 0.600 <br> 0.586 0.640 0.653 <br> 6.8497 6.9570 7.0048 | $\begin{array}{r} 3 \\ 1.096 \\ 316.41 \\ 0.550 \\ 0.538 \\ 6.6805 \end{array}$ | $\begin{array}{r} 4 \\ 1.046 \\ 494.98 \\ 0.550 \\ 0.608 \\ 6.7869 \end{array}$ | $\begin{array}{r} 4 \\ 1.048 \\ 304.18 \\ 0.650 \\ 0.617 \\ 6.8417 \end{array}$ | $\begin{gathered} n \\ R_{1} \\ R_{0} \\ H \\ s \\ i \end{gathered}$ |
| 0.0 | 4 .45 5 <br> 1.077 1.047 1.051 <br> 476.28 370.96 269.73 <br> 0.500 0.550 0.650 <br> 0.592 0.644 0.649 <br> 6.8768 6.9732 7.0194 | $\begin{array}{r} 3 \\ 1.094 \\ 703.55 \\ 0.550 \\ 0.547 \\ 6.7189 \end{array}$ | $\begin{array}{r} 4 \\ 1.046 \\ 387.40 \\ 0.550 \\ 0.612 \\ 6.8081 \end{array}$ | $\begin{array}{r} 4 \\ 1.048 \\ 264.69 \\ 0.650 \\ 0.620 \\ 6.8590 \end{array}$ | $\begin{gathered} n \\ \mathrm{~K}_{1} \\ \mathrm{RO}_{\mathrm{O}} \\ \mathrm{H} \\ \mathrm{~L} \end{gathered}$ |
| 0.5 | 4 5 5 <br> 1.084 1.047 1.050 <br> 426.82 317.19 243.43 <br> 0.550 0.550 0.650 <br> 0.591 0.647 0.652 <br> 6.9030 6.9894 7.0326 | $\begin{array}{r} 4 \\ 1.040 \\ 647.99 \\ 0.400 \\ 0.607 \\ 6.7525 \end{array}$ | $\begin{array}{r} 4 \\ 1.051 \\ 365.26 \\ 0.800 \\ 0.611 \\ 6.8278 \end{array}$ | $\begin{array}{r} 4 \\ 1.054 \\ 263.57 \\ 0.700 \\ 0.617 \\ 6.8758 \end{array}$ | $\begin{gathered} n \\ \mathrm{Ri} \\ \mathrm{RO} \\ \mathrm{H} \\ \mathrm{~S} \\ \mathrm{~L} \end{gathered}$ |
| 1.0 | $\begin{array}{rrr} 4 & 5 & 5 \\ 1.083 & 1.052 & 1.050 \\ 326.56 & 315.56 & 221.80 \\ 0.550 & 0.600 & 0.650 \\ 0.597 & 0.645 & .0 .656 \\ 6.9284 & 7.0045 & 7.0458 \end{array}$ | $\begin{array}{r} 4 \\ 1.044 \\ 530.06 \\ 0.450 \\ 0.608 \\ 6.7773 \end{array}$ | $\begin{array}{r} 4 \\ 1.056 \\ 348.77 \\ 0.650 \\ 0.609 \\ 6.8470 \end{array}$ | $\begin{array}{r} 5 \\ 1.025 \\ 440.93 \\ 0.650 \\ 0.654 \\ 6.8908 \end{array}$ | $\begin{array}{r} n \\ \left.-\quad \begin{array}{r} n \\ R_{0} \\ H \\ s \\ L \end{array}\right] \end{array}$ |
| 1.5 | 1 4 5 <br> 1.082 1.052 1.056 <br> 264.45 277.97 228.02 <br> 0.550 0.600 0.700 <br> 0.603 0.648 0.651 <br> 6.9534 7.0193 7.0583 | $\begin{array}{r} 4 \\ 1.049 \\ 452.02 \\ 0.500 \\ 0.608 \\ 6.8016 \end{array}$ | $\begin{array}{r} 4 \\ 1.055 \\ 297.51 \\ 0.650 \\ 0.613 \\ 6.8645 \end{array}$ | $\begin{array}{r} 5 \\ 1.028 \\ 449.66 \\ 0.700 \\ 0.651 \\ 6.9001 \end{array}$ | $n$ $R_{1}$ $R_{0}$ $H$ 5 $L$ |
| 2.0 | $\begin{array}{rrr} 4 & 5 & 5 \\ 1.087 & 1.057 & 1.055 \\ 249.79 & 279.47 & 210.17 \\ 0.600 & 0.650 & 0.700 \\ 0.602 & 0.0 .645 & 0.654 \\ 6.8779 & 7.0333 & 7.0700 \end{array}$ | $\begin{array}{r} 4 \\ 1.049 \\ 356.14 \\ 0.500 \\ 0.613 \\ 6.8245 \end{array}$ | $\begin{array}{r} 4 \\ 1.060 \\ 291.37 \\ 0.700 \\ 0.611 \\ 6.8812 \end{array}$ | $\begin{array}{r} 5 \\ 1.029 \\ 408.25 \\ 0.700 \\ 0.653 \\ 6.9087 \end{array}$ | $\begin{array}{r} R_{1} \\ R_{1} \\ R_{0} \\ H \\ H \\ \hline \end{array}$ |

run length $R_{0}$ increases. This results in a decrease in the expected number of false alarms. Hence, the searcty cost is reduced and an increase in sampling cost is compensated. Gradual increases in the decision interyal with increasing $\delta$, is obvious. These resūlts are depicted in Figs: 6.2 and 6.3.

For given values of $\delta$ and $\gamma_{2}$, the optimum values of sample size and sampling interval increase with increasing $\gamma_{1}$. A large sampling interval should decrease the total fixed cost of sampling. Moreover, the average run length at the rejectable quality level $R_{j}$, decreases with increasing $\gamma_{j}$, which resulits in reducing the loss-cost due to extended duration of off-target product. But, it appears from Table 6.2 that the loss-cost function is increasing with the increase of $\gamma_{7}$. The reason is that as $\gamma_{7}$ increases, the average. run length, $R_{0}$ at the acceptable quality level decreases, resulting in a large number of false alarms and thusa higher loss-cost function value: One such case is depicted in Fig. 6.4. It is observed that variations in loss-cost function and in the design parameter due to variation: of $\gamma_{2}$, are consistent in the range of -0.5 to 0.5 and 1.0 to 2.0 , but its effects on $R_{0}$ is quite remarkable as shown in Fig. 6.5.

In the economic design of control charts, smaller probabilities of Type II error are desirab'Te, since they result in smaller ARL values at the rejectable quality level, $\mathrm{R}_{\mathrm{Y}}$. For example, for a probability of Type II error equal to 0.05 , the probability of true alarm is 0.95 which corresponds to an $R_{1}$ value of $1 / 0.25=1.05$. This indicates that the
$\stackrel{\circ}{\therefore}$


Fig. 6:2 Effect of $\delta$ for Given Values $\partial f r_{1}$ and $i_{2}$ on $L_{i}$. $R_{0}$ and $R_{j}$.


Fig. 6.3 Effect of $\delta$ for Given Values of $Y_{1}$ and $Y_{2}$ on Design Parameters.


Fig. 6.4 Effect of $y_{1}$ for Given $\left(y_{2}, s\right)$ on Design Parameters, ARLs and Loss-Cost Function


Fig. 6.5 Effect of $\gamma_{2}$ for Given $\left(Y_{1}, s\right)$ on Design Parameters, , ARLs and Loss-Cost Function
assignable cause can be detected during a length of time equal, on the average, to 1.05 times the sampling intervals. The quick detection of the assignable cause tends to reduce the loss-cost due to prolonged production of off-target product.

### 6.5 A Simplified Scheme

In this section a semi-economic scheme is presented which allows the user to specify the value of the ARL at the rejectable quality level $R_{1}$, so that a desired level of protection against the deteriorated "quality could be obtained. Therefore, for a given $R_{1}, R_{0}$ may be traated as a function of $\theta$ only.

Considering the definition of $\theta$ :

$$
\begin{equation*}
0=\frac{\left(\mu_{0}-K\right)}{\sigma / \sqrt{n}} \tag{6,18}
\end{equation*}
$$

and substituting the value of $K$ from equation (6.4), we obtain

$$
\begin{equation*}
\theta=-\frac{1}{2} s \sqrt{n} \tag{6.19}
\end{equation*}
$$

Thus;

$$
\begin{equation*}
\dot{n}=\frac{4 e^{2}}{s^{2}} \tag{6.20}
\end{equation*}
$$

Substituting this value of $n$ in equation (6.16), we obtain

$$
\begin{equation*}
L^{\prime}=\lambda U B_{1}+V B_{0}+\lambda W+\left(b+c \cdot \frac{4 \theta}{\delta^{2}}\right) / s . \tag{6.21}
\end{equation*}
$$

Applying the same approximation used in deriving equation (6.17), the near-optimal value of $\theta$ is obtained from:

$$
\begin{equation*}
\frac{\partial L^{\prime}}{\partial \theta}=V \frac{\partial B_{0}}{\partial \theta}+\frac{8 c \theta}{\delta^{2} s}=0 \tag{6.22}
\end{equation*}
$$

Substituting $\mathrm{B}_{0}$ from equation (6.2):

$$
V \frac{-\left(\frac{1}{s}-\frac{1}{2} \lambda+\frac{1}{12} \lambda^{2} s\right)}{R_{0}^{2}} \cdot \frac{\partial R_{0}}{\partial \theta}+\frac{8 c \theta}{\delta^{2} s}=0
$$

That is,

$$
\begin{equation*}
\left(R_{0}^{2} \theta\right) /\left(\frac{\partial R_{0}}{\partial \theta}\right)=\frac{V s^{2}}{8 c} \tag{6.23}
\end{equation*}
$$

Define:

$$
\hat{D}=\frac{\left(R_{0}^{2} \theta\right)}{\left(\frac{\partial R_{0}}{\partial \theta}\right)}
$$

For various values of $\theta$, one can easily compute the corresponding values of $\hat{D}$, knowing the values of $s, \gamma_{1}$ and $\gamma_{2}$ by the following p̈racedure:

Step 1: Choose a set of values for $\theta$, say $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{m}\right)$, such that $\theta_{i+1}>\theta_{i}$, and $\theta_{i} \geq 0$, for all $i$.
Step 2: For each value of $\theta$, find the corresponding value of $n$, using equation (6.20).

Step 3: For each pair of $\left(n_{i}, \theta_{i}\right)$ values, find $H_{i}$, using the algorithm described in section 6.3.4 for which $R_{1 i} \simeq R_{1}$ * where $R_{1}$ * is the set value of $R_{1}$ at the desired level of protection. $R_{0 i}$ is now computed for the given value of $R_{1 i}$.

Step 4: Having set the values of $R_{0} ' s$ (i.e., $R_{01}, R_{02}, \ldots, R_{0 m}$ ) corresponding to $\theta$ 's (i.e., $\theta_{1}, \theta_{2}, \ldots, \theta_{m}$ ), compute the vector of derivatives $\left(\frac{\partial R_{01}}{\partial \theta_{l}}, \frac{\partial R_{02}}{\partial \theta_{2}}, \ldots, \frac{\partial R_{0 m}}{\partial \theta_{m}}\right.$ numerically.
Hence catculate the corresponding values of $\hat{\mathrm{D}}$ 's (f.e., $\left.\hat{\mathrm{o}}_{\mathrm{i}}, \mathrm{o}_{2}, \ldots, \mathrm{o}_{\mathrm{m}}\right)$.

Based on this algorithm a computer program 'CUSUM SEMI' is developed and is listed in Appendix VI. The values of $\hat{D}, \theta ; H$, and $R_{0}$ this obtained are tabulated for later use. It is noted that such a table corresponds to specific values of $R_{1}, \delta, \gamma_{1}$, and $\gamma_{2}$. A series of such tables are thus prepared for a wide range of non-normality parameters $\gamma_{\gamma}$ and $\gamma_{2}$, the shift parameter $\delta$, and for specified values of $R_{j}$. The application of these tables is now demonstrated through a numerical example.

An Example
Consider the same example as in section 6:5, for which $\mu_{0}=25$, $\sigma^{2}=1.2 ; \gamma_{1}=0.5, \gamma_{2}=1.0$ and $\delta=2.0$. Table 6.3 is prepared. for this example, in which $R_{1}=1.05$ by assumption. The computations are performed in the following steps:
Step 1: Calculate D: $\hat{D}=\frac{V_{\delta}^{2}}{8 c}=125$.
Step 2: Determine $n$ : From Table 6.3, find an initial value of $\theta=2.35$ corresponding to $\hat{D} \cong 125$. Hence $n_{r}=\frac{4(2.35)^{2}}{2}=5.52$; since $n$ must be integer, let $n=6$, for which $\theta=2.45$ from equation (6.20).

Table-6.3 Simplified Scheme for Determination of Control Parameters


Note: $\hat{D}$ in this Table is as defined by equation (6.23).

Step 3: For $\theta=2.45$, find $H=1.036, R_{0}=1103.08$. Hence $h=$ $1.036 \sigma / \sqrt{n}=0.46$
Step 4: Calculate $s$ from equation (6.17): $\dot{s}=\left[\left(\frac{25}{1103.08}+0.5+0.6\right) / 1\right.$ $(5 \times 0.55)]^{1 / 2}=0.64$ hours

Step 5: Calculate $B_{0}$ from equation (6.2): $B_{0}=(1.5625-0.0250+0.0001) /$ $1103.08=0.00139$.
Step 6: Calculate $B_{1}$ from equation (6.3): $B_{1}=(1.05-0.5+0.00267) x$ $0.64=0.35371$
Step 7: Calculate the loss-cost function from.equation (6.1)

$$
L=\frac{1.7686+0.03475+3.75+1.7491}{1+0.017686+0.000139+0.015}=7.0704
$$

Step 8: Calculate $K^{\prime}=25+\frac{1}{2}(2)(\sqrt{1.2}) \simeq 26.1$
It is seen that the loss-cost for the semi-economic control plan is only 0.62 percent above the loss-cost value of 7.0268 given in Table 6.2

This simplified scheme can be easily handled by the workshop supervisor. 'ir may also provide a good initial position for direct search for an exact optimum plan.

### 6.6 Application of Simplified Scheme to iTwo-Sided Charts.

In this section we discuss how the above simplified scheme can be easily applied to a cusum chart with two-sided decision interval.

Consider a cusum chart which has an upper standardized decision interval $H$ with central reference value $X$, and a lower standardized
decision interval -H with a central reference value -K. Then it is well. known that ARL's for the chart are
$R_{0}{ }^{t}=\frac{1}{2} R_{0}$.at $A Q L$
and

$$
R_{1}{ }^{\prime}=R_{1} \quad \text { at } R Q L
$$

$R_{0}$ and $R_{1}$ are the corresponding ARL's for the one-sided cusum chart specified by $H$ and $\theta=\left(\mu_{0}-K\right) / \sigma / \sqrt{n}$. It is clear that if $R_{0}$ is replaced by $\frac{1}{2} R_{0}$ in equation (6.5), (6.23), a simplifed scheme can be derived for the two-sided case, analogous to the one-sided case developed in section
6.5. The modified procedure for applying Table 6.3 to the present case, therefore, is

Equate $\hat{D}$ to $\frac{V \delta^{2}}{4 c}$.
Obtain $\theta, H, n$, and $k$ by the procedure of the example of section 6.5.
For the purpose of calculating $s$, use the formula:
$s=\left[\left(\frac{2 V}{R_{0}}+b+c n\right) /\left\{\lambda \cup\left(R_{1}-\frac{1}{2}\right]\right\}\right]^{1 / 2}$.
Translate $H$ and $\theta$ into $h$ and $K$ by the same method used in section 6.5.

### 6.7 A Relative Comparison Among the EconomiciDesign of $\bar{x}$-chart, $\bar{x}$ chart with Warning Limits and Cusum Chart

Because of its simplicity and ease of operation, the $\bar{x}$-chart with action limits has been in use for about fifty years. The $\bar{x}$-chart with warming limits has become popular during the recent years since it is generally believed that it is more efficient than the $\overline{\mathrm{x}}$-chart
for detecting the shifts in the process mean. But there are certain disadvantages in the operation of the $\bar{x}$-chart with warning limits.
The use of warning, limits, in addition to the control limits smplies that a certain number, $R_{c}$, of successive means must fall between the warning and controllimits to take action. If, for example $R_{c}=3$, then two points in this area, followed by a third mean between the centre line and the warning limit, would cause no action.. Even another point between the same warning limit and control limit would not constitute convincing evidence of a shift in the process mean. In other words, there is no cumulative effect of the mean points that deviate from the expected value-unless $R_{c}$ number of points ( $R_{C}=3$ for this example) successively appear in between the warning and the control limits. Now it is certainly possible that a shift could occur in the process mean and remain undetected for a substantial period.

In contrast, the cusum chart is based on all sample points rather than the last few samples. The chart deals with retrospective examination of the past samples to detect the occurrence of significant changes in the process mean.

The purpose of this section is to make a comprehensive comparison of the performances of the $\bar{x}$-chart, the $\bar{x}$-chart with warning limits and the cusum chart at various degrees of.shift in the process level. In the past, using. the average run length criterion under the normality assumption, many authors [Goldsmith and Whitfield, 1961; Roberts, 1966; Goel, 1968] have studied the the performance characteristics of $\bar{x}$ - and cusum charts. They compared their relative efficiencies in detecting lack of control. In this section,
under non-normality assumption the minimum loss cost
criterion is employed for each char't as a measure of its performance. The cost factors associated with each chart are assumed to be equal. Alt the three charts are considered to be one-sided.

Consider a process operating under Policy fI. The shift -parameter $\delta$, mean $\mu_{0}$, variance $\cdot \sigma^{2}$, and non-normality parameters ( $r_{2}, r_{2}$ ) of the process along with the relevant cost factors are known. The optimum design parameters and loss-cost function of the $\bar{x}-$ chart, $\bar{x}$-chart with warning limits and cusum chart are obtained by the methods given in sections $4.3,5.3$ and 6 . 3 , respectively. The loss-cos:s for these charts have been compared in Table: 6.4 for various shifts in the process mean.

In addition to the optimum design parameters, and loss-cost for each of the control charts at various levels of shift parameter $\delta$, the corresponding average run lengths $R_{0}$ and $R_{1}$ are also shown.

The rate of occurrence of the assignable cause $\lambda$, mean $\mu_{0}$, variance ${ }_{\sigma}^{2}$, the non-normality parameters $\gamma_{1}, \gamma_{2}$ and the cost factors, associated with Table 6.4 are
$\lambda=0.05, \mu_{0}=0.0, \sigma^{2}=1.0, \gamma_{1}=0.5, \gamma_{2}=0.5, v_{0}=150.0, v_{1}=50$, $k_{r}=20, k_{s}=10, \tau_{r}=0.2, \tau_{s}=0.1, b=0.5$ and $c=0.1$.

It can be seen from Table 6.4 and Fig. 6.6 that for the shifts in the process mean between $0.5 \sigma$ and $1.5 \sigma$ the loss-cost for the cusum chart is siightly less than that of the $\bar{x}$-chart with waming limits. However, the loss-cost due to the $\bar{x}$-chart with warning limits is lower

than that of the $\bar{x}$-chart with action limits. But when the shift in the process mean is aboye $1.5 a$, the loss-cost for the $\bar{x}$-chart is slightly less than that of the $\bar{x}$-chart with warning limit and cusum charts. It is also observed from Table 6.4 that, for each of these charts, the relatively large, sample size and large sampling interval are nore economical for à small shift in the process mean. However, for the, shifts greater than 1.50 , smal $]$ sample size and frequent sampling are desirable.

A professional quality control engineer is always concerned with the optimal selection of producer's and consumer's risks which are, respectively, . analogous to the probabilities of Type.I and Type II errors for an $\bar{x}$-chart. The desirability of small or optimal values of the Type I and Type II errors for an $\bar{x}$-chart can be translated into the desirability of a large average run length $R_{0}$, when the process/is in control and a short average rur length $\mathrm{R}_{1}$, when the process is out of control, respectively, for an $\bar{x}$-chart with warning limits and for a cusum chart. Extensive numerical studies based on Table 6.4 reveal that there are no appreciable differences in the average run length $\mathrm{R}_{\mathrm{T}}$ among these three charts.


Fig. 6.6 Loss-Cost vs so for $\bar{x}$-chart, $\bar{x}$-chart with Waming Limits and Cusum Chart

CHAPTER 7

MODEL BEHAVIOUR UNDER HUMAN ERROR AND

## EXTREME SAMPLE DISTRIBUTIONS

This chapter addresses the effects of human errors on the models developed for the economic design of control charts in the present study. It also includes the discussions on a simulation of the model behaviour under extreme cases of sample distributions.

### 7.1 The Effects of Human Errors

It has been mentioned earlier in this dissertation that the industrial products are the outputs of man-machine systems. In developing the mathematical models for the economic design of control charts in chapters 4-6, the presence of inspection or measurement errors was not considered. The assumption was that these errors did not occur or, if they did, their frequency was low enough that they had no practical importance in the models., In practice, there may be some situations where the inspection tasks or measurements not error free. In such situations, the presence of inspection or measurement errors may seriously affect the level of protection afforded by a statistical quality control procedure [Dorris and Foote, 1979]. For these reasons, errors should not be ignored. Such errors not only severely distort quality objectives but also. increase the loss-costs. However, once it is knowm that inspection error
or measurement error'is present, the quality control engineer "may use revised training procedures or introduce new equipment to reduce the inaccuracies in the measurements. But these actions alone will not erase them completely [Jacobson, 1952]. Therefore, in order to make the quality control procedure more accurately representative, one should incorporate these errors in designing the underlying, control plan.

- Since the impact of human factors are ever-increasing in the present industrial environment, it would be fair to present the following discussion on the work done in this area which has not been included in the literature survey in chapter 2 .

Effects of human errors on various aspects of attributes acceptance sampling plans have been considered in detail bey several authórs [Ayoub, et al., 1970 a,b; Biege1, 1974, Case, et al., 1975; Collins, et al., 1973,1978; Collins and Case, 1976; Dorris and Foote, 1978,1979; Drury, 1978; etc.]. Two types of inspection errors are possible in attribute sampling plans. These are: an item which is good may be classified as a defective (Type I error) or an item which is defective may be classified as good (Type II error). The performance measures such as probability of acceptance, average outgoing quality (AOQ), lot tolerance percent defective (LTPD), total cost per lots and others have been extensively treated in the above mentioned works.

The effects of measurement errors on variables acceptance sampling plans have also been widely studied. Among them-were
the work of Diviney and David [1963]; and Mei, et al., [1975] are noteworthy. There are two types of error involved in varïable measurement. These are bias and imprecision. Bias: Bias is considered as the difference between the true measurement of a product and the long run average of repeated measurements made on the product. Mathematically, bias may be expressed as: $\quad \mu_{e}=E\left(\mu_{0}\right)-\mu_{0}$, where $\hat{y}_{0}$ represents an observed measurement and $\mu_{0}$ is the true measurement of a specified unit. Imprecision: When the measuring procedure is sufficiently sensitive, repeated readings on the same unit of product will show a certain amount of scatter, whether or not there is a bias or calibration error. This second type of error can be assuned to be normally distributed and to be, at least approximately, independent of the true value of the product. The standard deviation of these scattered points is known as the imprecision error. The usual, well-known remedies of these errors are [Juran, 1951]:

1. use more precise measuring equipment:
2. institute an extensive operator-measuring-training program;
'3. use average rather than single measurements.
Diviney and David [1963] presented the relationships that exist between measurement error and variable acceptance, and demonstrated a corrective procedure which effectively minimized unnecessary rejection in ${ }^{\text {w }}$ the variable acceptance plan. Bias, imprecision, and their combined effects on the operating characteristic curve are examined in detail by Mei, et al:, [1975]. They presented a method which is explicitly designed
for compensating measurement error and-provides the desired operating curve.

Only two published works on the control charts under errors are available in the current quality control literature. Both of these papers assume that the measured yariables are normally distributed. One of these, the $P$ control chart under inspection . ${ }^{\prime \prime}$, error, was presented by Case [1980] and the other one by Abraham [1977] covering $\bar{x}, R$ and cusum charts under the assumption of imperfect inspection. Under the assumption of the nomality of the measured variables $x_{i}$ and measurement error $e_{i}$, Abraham computed the ARL at "the acceptable quality level for both $\bar{x}$-charts and cusum charts. These results were then compared with the corresponding values of ARL obtained when there was no measurement error. The effects of measurement error on the economic design of control charts under the assumption of non-normality. of measured variables have not been studied yet.

The following assumptions are made to incorporate measurement errors' - in the economic model of the control charts for controlling non-normal process means.

1. The measured variables are non-normally distributed with mean $\mu_{0}$, variance $\sigma^{2}$, measure of skewness $\beta_{7}$, and measure of kurtosis $\mathrm{B}_{2}$. .
2. Each measurement involves some deviation from the true value. This deviation, characterized by bias and imprecision, is the random variable nomally distributed with mean 0 and variance

$$
\sigma_{e}^{2}, \text { i.e., } N\left(0, \sigma_{e}^{2}\right) .
$$

3. The lot distribution and the measurement error distribution are independent.

Let the observed measured variable be denoted by:

$$
\begin{equation*}
x_{0}=x+x_{e} \tag{7.1}
\end{equation*}
$$

 probability distribution of the observed value is the convolution of the lot distribution and the measurement error distribution. That is,

$$
\begin{equation*}
f\left(x_{0}\right)=f_{1}(x) * f_{2}\left(x_{e}\right) \tag{7.2}
\end{equation*}
$$

where * denotes convolution, $f_{1}(x)$ is the probability distribution of true value and $f_{2}^{\prime}\left(x_{e}\right)$ is the probability distribution of measurement ${ }^{\text {. }}$ error. The mean, standard deviation, the measure of skewness, and the measure of kurtosis of the observed $x_{0}$ are as follows:

$$
\begin{align*}
x_{0} & =x+x_{e} \\
E\left(x_{0}\right) & =E\left(x_{0}+x_{e}\right)=u  \tag{7.3}\\
V\left(x_{0}\right) & =V(x)+V\left(x_{e}\right) \\
& =\sigma^{2}+\sigma_{e}^{2}  \tag{7.4}\\
\mu_{3}\left(x_{0}\right) & =\mu_{3}(x)  \tag{7.5}\\
\mu_{4}\left(x_{0}\right) & =\mu_{4}(x)+6 \sigma^{2} \sigma_{e}^{2}+3 \sigma_{e}^{4}  \tag{7.6}\\
\beta_{1}\left(x_{0}\right) & =\mu_{3}^{2}(x) /\left(\sigma^{2}+\sigma_{e}^{2}\right)^{3} \\
B_{2}\left(x_{0}\right) & =\frac{\mu_{4}\left(x_{0}\right)}{\left(\sigma^{2}+\sigma_{e}^{2}\right)^{2}} \ldots
\end{align*}
$$

where $\mu_{r}$ denotes the $\gamma$ th corrected moments.

Therefore the non-nomality parameters $r_{1}\left(x_{0}\right)$ and $r_{2}\left(x_{0}\right)$ of the observed values are:

$$
\begin{align*}
& r_{1}\left(x_{0}\right)=\frac{r_{1}(x)}{\left(1+\sigma_{e}^{2} / \sigma^{2}\right)^{3 / 2}}  \tag{7.7}\\
& r_{2}\left(x_{0}\right)=\frac{\eta \gamma_{2}(x)}{\left(1+\sigma_{e}^{2} / \sigma^{2}\right)^{2}} \tag{7.8}
\end{align*}
$$

Substituting $\gamma_{1}\left(x_{0}\right)$ and $\gamma_{2}\left(\dot{x}_{0}\right)$ in equations (4.10 \& 4.22) for $\gamma_{1}(x)$ and $r_{2}(x)$ respectively and, thus compensating for measurement errors, one could easily proceed with the analysis of economic design of $\bar{x}$-charts for controlling non-riormal process means.

### 7.2 Application of the Model to the Simulated Distributions

In this section, the application of one of the models developed in chapters $4-6$ is illustrated through two simulated non-normal distributions. These distributions are members of the following non-normal family of distributions [Box and Tiao, 1962]:

$$
f(x ; \mu, \sigma, \eta)=\omega e^{-\frac{1}{2}\left\{\left|\frac{x-\mu}{\sigma}\right|^{2 /(1+\eta)}\right\}}
$$

where $n$ is a "measure of non-normality", and

$$
\begin{aligned}
& \omega^{-1}=\Gamma\left\{1+\frac{1}{2}(1+n)\right\} 2^{\left\{1+\frac{1}{2}(1+n)\right\}_{\sigma}} \\
& (-\infty<x<\infty, \quad 0<\sigma<\infty,-\infty<\mu<\infty,-1<n<1) .
\end{aligned}
$$

In particular, when $n=0$, the parent distribution becomes nomal; when $\dot{n}=1$, the parent distribution becomes double exponential; and when $n \rightarrow-1$, the parent distribution tends to uniform.

This non-normal family of distributions, however, has the following limitations. In using $\eta$ as above, the parent distribution considers only non-zero fourth moments and assumes a symmetric distribution. With the knowledge of the non-normality parameters of the simulated distribution, the average run length $R_{T}$, is obtained at different levels of sample size $n$. If the result of $R_{1}$ for given sample size $n$ is in good agreement with the corresponding result obtained from the analytical solution, one can justify the validity of the underlying model proposed in this study. These are accomplished as follows:
I. Consider a two-parameter double exponential distribution with probability density function

$$
f(x ; \mu, \sigma)=\frac{1}{2} \sigma e^{-|x-\mu| / \sigma}-\infty \leq x \leq \infty \quad \ldots
$$

The cumulative distribution is given by

$$
\begin{array}{ll}
F(x)=\frac{1}{2} e^{(x-\mu) / \sigma} & x \leq \mu \\
F(x)=1-\frac{1}{2} \cdot e^{-(x-\mu) / \sigma} & x>\mu
\end{array}
$$

The double exponential random variate $x$ can easily be generated by
means of the following steps:
(i) generate uniformly random numbers $u$ in the intervai $[0,1]$
(ii) if $u$ is less than or equal to 0.5 , set $u=F(x)=\frac{1}{2} e^{(x-\mu)} / \sigma$ so that $x=\mu+\sigma \log (2 u)$.
(iii) if $u$ is greater than 0.5 , set $u=1-\frac{1}{2} e^{-(\dot{x}-\mu) / \sigma}$. so that $x=\mu-\sigma \log \{2(1-u)\}$.

Having generated the random variates $x_{i},(i=1, \ldots, N)$ one can find the values of the non-nomality parameters $\gamma_{1}$ and $\gamma_{2}$. Substituting these values of $\gamma_{1}$ and $\gamma_{2}$ in equation (4.22) for a given value of control limit coefficient $k$, and shift parameter $\delta$, the values of If at different levels of $P$. could be determined; hence when the process is out of control, the corresponding average run lengths of $R_{1}=\frac{l}{P}$ can be found. For given values of $n, k$ and $\delta$, the $r$ values of. $P$ considering the actual distribution [i.e., double exponential in this casel of the processalso can be obtained from:

$$
\begin{align*}
P & =\int_{-\infty}^{\mu_{0}-k \sigma / \sqrt{n}} f\left(\bar{x} ; \mu_{1}, \sigma / \sqrt{n}\right) d \bar{x}+\int_{\mu_{0}+k \sigma / \sqrt{n}}^{\infty} f\left(\bar{x} ; \mu_{1} ; \sigma / \sqrt{n}\right) d \bar{x} \ldots \\
& =\int_{-\infty}^{-k-\delta / n} f(z ; 0,1) d z+\int_{k-\delta \sqrt{n}}^{\infty} f(z ; 0,1) d z \tag{7.9}
\end{align*}
$$

## Numerical Illustration

Consider a double exponential population with mean of 0 and unit standard deviation. A sample distribution of this population is generated, and it is tabulated in Table 7.1, and depicted in Figure 7.1. Therefore, the values of the non-normality parameters $\gamma_{1}=0.05$ and $\gamma_{2}=2.19$ are obtained. Substituting the values of $\gamma_{1}$ and $\gamma_{2}$ in equation (4.22) the values of $P$ and the corresponding $R$ are obtained for different. sample sizes, as shown in Table 7.2. It is assumed that the values of the control limit coefficient $k$ and the shift parameter $\delta$ are fixed. When $k=3, \delta=2$ and $n=5$, from Table 7.2; the average run length $R_{1}$ $=1.07$. This value of $R_{I}$ is considered to be the model value.

The value of $R_{1}$ can also be obtained analytically using equation (7.9).

$$
\begin{aligned}
P & =\frac{1}{2} e^{-7.47}+\int_{-1.47}^{\infty} \frac{1}{2} e^{-|z|} d z \\
& =0.003+1-\frac{1}{2} e^{-1.47} \\
& =0.888
\end{aligned}
$$

Hence, the analytical result of $R_{1}=1.12$.
It is interesting to note that the value of $P$ can also be calculated from colurm 5 of Table 7.1; it is equal to $(1-0.109)=0.881$,
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Fig. 7.1 Frequency Curve of the Simulated Doubie Exponential Sample Distribution.
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Table. 7.2 Average Run Length $R_{1}$ When a Process. is Double Exponentially Distributed

| $\gamma_{1}=0.05$ | $\gamma_{2}=2.19 \quad \delta=2$ | $k=3$ |
| :---: | :---: | :---: |
| Sample Size | Power of the <br> Test <br> $p$ | Average Run <br> Length |
| $n$ | 0.11 | $R_{1}$ |
| 1 | 0.42 | 9.01 |
| 2.7 | 0.69 | 2.39 |
| 3 | 0.85 | 1.45 |
| 4 | 0.93 | 1.18 |
| 5 | 0.97 | 1.07 |
| 6 | 0.98 | 1.03 |
| 7 | 0.99 | 1.02 |

which results in $R_{1}=1.14$. This indicates that the analytical result of the average run length $R_{\eta}$, is very close to both the simulated result and the result obtained from equation (4.22) used in the undertying model.
II. Consider a rectangular population with density function

$$
\begin{array}{rlr}
f(x) & =\frac{1}{B-A} & A \leq x \leq B \\
& =0 &
\end{array}
$$

The cumulative distribution is given by:

$$
F(x)=\int_{A}^{x} \frac{d x}{B-A}=\frac{x-A}{B-A}
$$

Assuming $A=-700$ and $B=100$ and following a similar procedure as applied to the cwo-parameter double exponential distribution, the uniform random variates are generated and the sample distribution of these generated random variates are shown in Table 7.3, and depicted in Fig. 7.2. The values of the non-nomality parameter are $\gamma_{1}=-0.5$ and $\gamma_{2}=-1.21$. Substituting these in equation ( 4.22 ), the average run length of the process under the rectangular distribution for different sample sizes is evaluated and shown in Table 7.4. It is assumed that $k=3, \delta=2$.

From Table 7.4, for $n=5$, the average run length $R_{1}=1.08$

- the corresponding value obtained from the analytical solution is 1.03. Therefore, since the values of $R_{1}$ for various sample sizes of both of these underlying simulated process distritutions do not differ significantly from the corresponding analytical values, validation of the models developed in this study is quite justifiable.

Table 7.3 Samplé Distribution of a Simulated Rectangular Populationiwith Mean 0...... and Unit Standard Deviation. $\cdots$...

| $X$ | `FREQUENCY | C. CUM FREQ | PERCENT | CUM PERCENT |
| :---: | :---: | :---: | :---: | :---: |
| $-1.7$ | 23 | 23 | 2.300 | 2.300 |
| -1.6 | 28 | 51 | 2.800 | 5.100. |
| -1.5 | 24. | 75 | 2.400 | 7.500 |
| -1.4 | 24 | 99 | 2.400 | 9.900 |
| $-1.3$ | 30 | 129 | 3.000 | 12.900 |
| -1.2 | 21 | 150 | 2.100 | 15.000 |
| $-1.1$ | 20 | 170 | 2.000 | 17.000 |
| $-1$ | 37 | 207 | 3.700 . | 20.700 |
| - -0.9 | 37 | 244 | 3.700 | 24.400 |
| -0.8 | 28 | 272 | 2.800 | 27.200 |
| $-0.7$ | 30 | 302 | 3.000 | 30.200 |
| -0.6 | 26 | 328 | 2.600 | 32.800 |
| -0.5 | 31 | 359 | . 3.100 | 35.900 |
| +-0.4 | 22 | 381 | 2.200 | 38.100 |
| -0.3 | 27 | 408 | 2.700 | 40.800 |
| -0.2 | 19 | 427 | 1.900 | 42.700 |
| -0.1 | 32 | 459 | 3.200 | 45.900 |
| 0 | 27. | 4\%8. 486 | 2.700 | 48.600 |
| 0.4 | 30 | 516 | 3.000 | 51.600 |
| 0.2 | 31 | 547 | $3.100^{\circ}$ | 54.700 |
| 0.3 | 32 | 579 | 3:200 | 57.900 |
| 0.4 | 29 | 608 | 2.900. | 60.800 |
| 0.5 | 30 | 638 | $3.000{ }^{\circ}$ | 63.800 |
| 0.6 | 33 | 671. | 3.300 | 67.100 |
| 0.7 | 32 | 703 | 3.200 | 70.300 |
| 0.8 | 19 | 722 | 1.900 | 72.200 |
| 0.9 | 32 | 754 | 3.200 | 75.400 |
| 1 | 24 | 778 | ?.400 | 77.800 |
| 1.1 | 27 | 805 | 2.700 | 80.500 |
| 1.2 | 41 | 846 | 4.100 | 84.600 |
| 1.3 | 32 | 878 | 3.200 | 87.800 |
| 1.4 | 35 | 913 | 3.500 | 91.300 |
| 1.5 | 25 | 938 | 2.500 | 93.800 |
| 1.6 | 39 | 977 | 3.900 | 97.700 |
| 1.7 | 23 | 1000 | 2.300 | 100.000 |
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Fig. 7.2. Frequency Curve of the Simulated Rectangular Sample Distribution.

Table 7.4 Average Run Length $\mathrm{R}_{\mathrm{p}}$. When a Process is Rectangularly Distributed

| $\gamma_{1}=-0.05$ | $\gamma_{2}=-1.21 \quad \delta=2$ | $k=3$ |
| :---: | :---: | :---: |
| Sampie Size | Power of the <br> Test <br> $P$ | Average Run <br> Length <br> $R_{1}$ |
| $n$ | 0.18 | 5.56 |
| 1 | 0.43 |  |
| 2 | 0.67 | 2.33 |
| 3 | 0.83 |  |
| 4 | 0.92 | 1.49 |
| 6 | 0.97 | 1.20 |
| 7 | 0.98 | 1.03 |
| 8 | 0.99 | 1.02 |

Furthermore, the optimum designs under these distributions are obtained for a given set of cost factors, rate of occurrence of the assignable cause $\lambda$, and shift parameter $\delta$. The corresponding design under the normality assumption is also obtained for the purpose of comparison. These are shown in Table 7.5. The results indicate that under these two extreme sample distributions; only optimal values of the average run length $R_{0}$ deviate significantly from the corresponding value obtained under the normality assumption. Although the difference in per-hour loss-cost function under normal and nonnormal distributions is not significant, over a long period of operation the difference in total loss-cost may become quite considerable.

Table 7.5 Comparison of the Economic Design of $\bar{x}$-chart for Normal and Non-Normal Processes.

$$
\begin{aligned}
& \left(\lambda=0.05, \delta=2, V_{0}=150, V_{1}=50, \tau_{r}=0.2, \tau_{s}=0.1, K_{r}=20,\right. \\
& \left.K_{s}=10, t=0.5, c=0.1\right)
\end{aligned}
$$

| Process | $\dot{\gamma}_{1} \ldots \dot{\gamma}_{2}$ | n | S | k | P | $\mathrm{R}_{1}$ | $\alpha$ | $\mathrm{R}_{0}$ | L |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Doubleexponential | $0.05 \quad 2.79$ | . 5 | 0.65 : | 2.87 | 0.947 | 1.06 | 0.0039 | 251 | 7.0415 |
| Normal | $0.0 \quad 0.0$ | 5 | 0.65 | 2.77 | 0.955 | 1.05 | 0.0028 | 357 | 6.9719 |
| Rectaņgular | -0.05-1.21. | 5 | 0.63 | 2.73 | 0.959 | 1.04 | 0.0018 | 588 | 6.9245 |

## CHAPTER 8

CONCLUSIONS AND RECOMMENDATIONS

The contributions of the present research may be summarized as follows. .

The research presents economic models for the design of $\bar{x}$-charts, of $\bar{x}$-charts with warning limits, and of cusum charts to control nonnormal process means. Appropriate search optimization algorithms are devised and are èmployed on the loss-cost function, derived for the relevant control chart, to obtain the optimal values of the design parameters. In addition, a simplified scheme; applicable at the workshop leve 1 , is developed for each of the control charts. A sensitivity analysis is carried out to demonstrate the effect on the optimal solution of varying the model parameters and cost factors. Subsequently, the effect of non-nomality on the design of control charts is studied. Relative performances of the three charts are compared. Furthermore; model behaviour under human error is investigated. Finally, validatjon of the model is justified using simulated non-normal distributions.

## ${ }^{8} 1$ CONCLUSIONS

Findings of this research bring forth a number of conclusions, which are described below.

1. Economic Design of $\bar{x}$-Charts. A process with a single assignable cause of variafion is considered. The loss-cost function for the process is developed under two operating policies. Policy I assumes that the process is not allowed to continue in operation during the search for an assignable cause. Policy II assumes that the process is allowed to continue in operation during the search. An optimization. algorithm, based on Hooke and Jeeve's pattern search technique, is developed and employed to minimize the loss-cost function under both operating policies and thus the corresponding optimal values of the design parameters are obtained. The search technique assumes that the objective, function is convex. Since it is very difficult, if not . impossible, to verify analytically that the objective function is convex, some analysis of its behaviour is conducted through numerical studies and it is found that the surface of the objective function is approximately convex in the region around the optimal values. Although the above search scheme results in the most economic design, it ${ }^{6}$ requires a good knowledge of mathematics, statistics and computer programing. Therefore there is clearly a need for a simple and concise .re method that would be applicable at the workshop level. The simplified scheme developed here would serve this purpose. The tables provided for the simplified scheme can be used to detemine the design parameters which minimize loss-cost for a specified level of consumer's risk (typical values are 0.7 or 0.05 ). Specifying the consumer's risk point to be 0.1 or 0.05 , enables the manufacturer to detect the assignable cause about 1.1 or 1.05 samples, on the average, after its occurrence.

Numerical studies show that the resulting simplified scheme is close to the minimum control plan. In addition to the optimal and simplified schemes, an approximate solution procedure is also presented. However, this solution procedure considers the value of the control limit coefficient as a fixed factor. Moreover, it does not take into account the average time required to discover, and the cost of searching for the assignable cause, when it exists. Nevertheless, it gould be used as a good initial point of the suggested optimum search algorithm and it will reduce computational time by a considerable amount.

A sensitivity analysis of the model reveals that the model is highly sensitive to the shift parameter and the rate of occurrence of the assignable cause, moderately sensitive to fixed and variable sampling costs, and relatively insensitive to repair and search costs. Analysis of the results showed that smaller samples should be taken more frequently to detect large shifts in the process means and large samples should be taken less frequently for smaller shifts. The solutions to the multiple assignable cause model are found very close to those of the 'matched' single assignable cause model. This widens the applicability of the proposed simplifed scheme,
2. Economic Design of $\vec{x}$-Charts with Warning Limits. An optimum $\bar{x}$-chart design with warning limits under Policy If is obtained for some sets of data. It is found that the most economic choice of critical run length $R_{c}$ is equal to 2 . It is also noticed that the effect of skewness is more marked than that of kurtosis. It is observed from the analysis that the ratio of warning limit coefficient $K_{W}$ to action
limit coefficient $k_{a}$ lies between 0.80 and 0.90 . Accordingly, the average value of this ratio, i.e., 0.85 , is considered and a simplified scheme is developed under the restriction that the assignable cause is detected, on the average, 1.1 or 1.05 samples: after its occurrence.
3. Economic Design of Cusum Charts. The design of cusum charts involves much more mathematical complexifies than the $\bar{x}$-chart with and without warring limits. Optimal values of the control chart parameters are obtained over a wide range of non-nomality and shift parameters. The optimization algorithm enables one to locate the minimum where the cost surface is either strictly convex or relatively flat around the optimum. The following observations regarding properties of the optimal solution may be made. For pairs of values of $r, 1$. (measure of skewness) and $\gamma_{2}$ (measure of kurtosis), the loss-cost function $L$, sample size $n$ and sampling interval $s$ decrease with an increase of $\delta$. By increasing $\delta$, the average run length $\mathrm{R}_{0}$ increases, which subsequently decreases the number of false alarms. Due to decreases in $s$, the expected sampling cost increases, but this increased cost trades off with the reduced search cost. For given values of $\delta$ and $\gamma_{2}$, the optimum values of sample size, sampling interval and losscost increases with increasing $\gamma_{\gamma}$. But average run length, $R_{0}$, decreases with increasing $\gamma_{1}$. The variations in loss-cost function and in design parameters due to variation in $\gamma_{2}$ are not remarkable. The simplified scheme developed here can be easily handled by a quality control practitioner. It may provide a good initial point for the proposed search algorithm
and may reduce computational complexities by a considerable amount. A comparison of the performances of the three charts indicates that, for a shift in the process mean between $.5 \sigma$ and 1.50 , the performance of the cusum chart is better than that of the $\bar{x}$-chart with warning limits. However, the performance of the latter is better than that of the $\bar{x}$-chart with only action limits. With the shift in the process mean above 1:50, the performance of the $\bar{x}$-chart is silightly better than that of the $\bar{x}$-chart with waming limits and of the cusum chart.

Human Factors. Industrial products are the outputs of manmachine systems. In practice, there may be some situations where inspectijon tasks or measurements are not error-free. In such situations, these errors may seriously affect the level of pratection afforded by the quality control procedure. In order to incorporate these errors in the models, developed in this research, the required expressions for mean, variance, measure of skewness and measure of kurtosis are derived. Under measurement errors, it is noticed that the non-normality parameters decrease with increasing $\sigma_{e}^{2} / \sigma^{2}$ (ratio of measurement erfror variance to process variance).
5. Application of the Models. Validation of the model is justified by the use of two non-normal simulated distributions (viz. double exponential and rectangular distributions) encountered in industry. The optimum designs under these two distributions are obtained for a given set of cos.t factors, rate of occurrence of the assignable cause $\lambda$, and shift, parameter $\delta$. The results indicate that
under these two extreme sample distributions only optimal values of the average run' length $R_{0}$ deviate significantly from the corresponding value obtained under the normality assumption. Although, the differences in per-hour loss-cost function under normal and non-normar distributions is not significant, over a long period of operation the difference in total loss-cost may become quite considerable.

### 8.2 RECOMMENDATIONS

As a result of this investigation, several additional research topics may be proposed.

1. The assumption that the occurrence time of an assignable cause follows an exponential distribution could be relaxed. If the probability of a process shift within a small interval of time is directly proportional to the length of the interval, then this assumption is appropriate. However, if the assignable cause occars as a result of the cumulative effects of heat, vibration, shock and other similar phenomena, or as a result of improper set-up or excessive stress during the process start up, then use of the exponential distribution in the model may not be appropriate [Montgomery, 1980], and serious economic consequences may result from this model assumption [Baker, 1971]. Investigation of this aspect is suggested.
2. The models developed in the present investigation require that a shift in process mean be specified. It could be of considerable interest to investigate the sensitivity of the model by assuming $\delta$ as a random
varilable with a known probability density function.
3. It is assumed in this study that when the process is disturbed by an assignable cause, only the mean changes while the variance and non-normality parameters remáin unchanged.. It might be interesting to investigate how the $\bar{x}$-chart and $a$-chart perform together as a composite unit and to detemmine how optimal they are under diffèrent conditions of changed mean and standard deviation
4. An investigation can be carried out of the joint economic design of the $\bar{x}$-chart and R-chart for non-norinal processes. This could be done using the present study and the works of Saniga [1977] and Singh [1970].
5. The simultaneous control of two or more related, measurable variables is of considerable importance, in the field of s.tatistical quality control when a function of the product depends on the ioint effect' of these variables, rather than on the separate effects of each. - Under the nomality assumption the problem has been considered by Jackson [1959], and Montgomery and Kalatt [1972]. Analogous to these, an attempt could be made to extend the present work into a multicharacteristic control chart.

## $\therefore \quad$ APPENDICES
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## *************************************************************

i This prosram is used for findins the optimal desisn
$\because$ iparameters of an x-chart bs minimizins the lossmcost
ifunction L. The erosram consists of. two stases of search . i
IIn the first stase it provides an aferoximate solutiof of
ithe desisn parameters. This approrimate solutioni is used las an initial point for the second stase search. These are laccomelished as follows:
$\because$ First stase:
An approximate solution of the sample siae is obtained isolvins equation (4.29) for a specified value of a control ilimit coefficient. Function F1 fresents the equation
( (4.29) and its root is evaluted throush IMSL (International iMathematical \& Statinstical Librariesl routine ZREALI. i
iAn apfroximate value of samplins interval conditioned upon
ithe sample size and control limit coefficient is evaluted lusins equation (4.28).

Second stase:
: In the second stase, the prosram starts search for ortimal Idesisn parameters ay hook and jeeve's pattern search. IDuring the search, tie functional value is evaluated usins isubroutine COST.

NOMENCLATURE

Módel Farametrs
ALPHA - TuFe I error
: F Fixed sameting cost, b
Variable samelins cost, c
A ${ }^{\circ} \mathrm{erase}$ time reauired to find an assisn: able cause after a true alarm under policy I
Shift parameter
Time reauired to take and inspect a samele for the model oferatins under folicy I
Rate of occurrence of assisnable cause Averse reazir cost $\boldsymbol{K}$ Averase search cost $\boldsymbol{N}$ кs under folicy II:

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

*************************************************************

> PROGRAM LISTING
************************************************************
C * THE ECONOMIC IESIGN OF X-CHARTS TO CONTROL NON-NORMAL • *
*FROCESS MEANS . THE PRORAM IS MEANT FOR BOTH DPERATING * *FOLICIES. THE NUMEFICAL UALUES ASSIGNEI TO RI ARE -0.5.0.0, * *0.5, 1.0 ANI TO R2 ARE $-0.5,0.0,0.5,1.0,1.5$ ANI 2.0 . THE * C *SHIFT FARAMETER [IELTA ASSUMED TO 0.5 TO 2.25 WITH INCREMENTS* *OF 0.25 .
************************************************************** EXTERNAL F1


```
    EFS=1.OE-5
    EFS2=1,0E-5
    ETA=1.0E-3
    NSIG=5
    ITMAX=1000
    LL=1
    CALL"ZREALI{F1,EFS,EFS2,ETFA,NSIG,LL,X4,ITMAX,IER)
    NN1=X4(1)+0.5
    X(1)=NN1
    X(2)=SQRT((ALFH*T+B+C*X(1))/(LAMLIA*U*FF))
    x(3)=X3
    c **************************************************************
c *
SECOND STAGE SEARCH
*)
X0(1)=X(1)
x0(2)=x(2)
XD(3)=x(3)
DEL(1)=1.0
DEL(2)=0.5
nEL(3)=0.5
    NN=3
    CALL SUR(REL,NN,XT,XO,XM,FXB,F,ALPHA)
    TABLE(IDELTA,IRI,IR2,1)=XM(1)
    TABLE(INELTA,IRI,IR2,2)=XM(2)
    TABLE(IDELTA,IRI,IR2,3)=XM(3)
    TABLE(IDELTA,IR1,IR2,4)=F
    TABLE(IIIELTA,IRI,IR2,5)=ALFAH
    TABLE(INELTA,IRI;IR2;6)=FXE
    R1=R1+0.5
    IR1=IR1+1
    IF(R1.GT.1.0) GO TD 700
    GO TO 300
700 [IELTA=DELTA+0.25
    IMELTA=IIEELTA+1
    IF(LIELTA.GT.2.25) GO TO 800
    GO TO 400
    FRINT 1,LAMLIA,VO,V1,K゙R,N゙SyTRyTS,E,C,D,E
    IM=1
    IN=2
    FRINT 2
    no 1100 IJ=1:4
    TE(IJ.NE.A) FRINT 5
    XIN=IN
    IELLTA1=0.25*XIN
    DELTA2=|ELTA1+0.25
    FRINT 3,DELTA1,MELTA2
```

PRINT 4
$\mathrm{R} 2=-0.5$
IO 1000 IR2 $=1 \times 6$
PRINT 11,((TARLE (INELTA,IR1,IR2,1),IRI=1,4),InEL†A=IM,IN)
FRINT 12,((TABLE(INELTA,IR1,IR2,2) ,IR1ロ1;4),IDELTA=IM,IN)
PRINT 13,R2,( (TARLE(IIELTA,IR1,IR2,3),IRI=1,4),INELTA=IMrIN)
FRINT 14,((TARLE(INELTA,IR1*IR2,4),IR1=1,4),ILELTA=IM,IN)
FRINT 15:((TABLE(IDELTAFIRIYIR2,5);IR1=1,4) IIDELTA=IMiN)
FRINT 16,((TABLE(INELTA,IR1,IR2,6),IRI=1,4),ITDELTA=IM,IN)
IF (IR2.EQ.6) GO TO 1000
FRINT 4
$\mathrm{F} 2=\mathrm{R} 2+0.5$

## 1000

CONTINUE
$I M=I M+2$
IN $=$ INH2
R2 $=-0.5$
FRINT 2
1100 CONTINUE
STOP







*' i $\quad{ }^{\prime}, 74 x^{\prime \prime} / 1$
*' : R2 :',33X'R1',39X, X'/

*' !'/


FORMAT ('1'/////////' +', 80('-'),'1')






ENI
c. $\quad$ ******************************************************
c * HOOK ANI JEEVES SEAFCH ROUTINE: *
$\mathrm{C} \quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
SURROUTINE SUB(DEL,NN,XT,XO,XM,FXE,F,ALFHA)

- DIMENSION XXI(3),XT(3),XD(3),XM(3), DEL(3)

ICMAX $=1000$
$X M(1)=X O(1)$
$X M(2)=X 0(2)$
$X M(3)=X 0(3)$

```
    XM1=XM(1)
    XM2=XM(2)
    XMZ=XM(3)
:CALL EOST(XMI:XM2,XM்3,F,ALPHA,FXB')
    IC=0
21 K゙N゙=0
    10 11 I=1,NN
    TEMP=XM(I)
    XM(I)=XM(I)+DEL(I)
    XM1=XM(1)
    XM2=XM(2)
    XMZ=XM(3)
    CALL COST (XMI,XM2,XM3,F,ALFH'A,FXE)
    IF((FFXE:LT,FXB).AND. (F,GT,O,O).AND.GALFHA.
    *GE.O.O)-) GO TO 12
    XM(I)=TEMF.
    XM(I)=XM(I)-DEL(I)
    XM1=XM(1)
    XM2=XM(2)
    XMTM=XM(3)
    CALL COST(XMI, XMZ, XM3',F:ALFHHAyFXE)
    -IF ( (FXE,LT.FXB) & ANI. (F,GT, O.O) & ANII (ALFHHA.
    *GE.0.0)) GO TO 12
    XM(I)=TEMF
    GQ ro 11
12 FXR=FXE
    ドK゙=1
11 CONTINUE
    IF(ドK゙.EQ.0)GO TO18
    IIO 16 I=1,NN
16 XX1(I)=XM(I)
    IID 13 I=1,NN
13 XT(I)=2**XXI(I)-XO(I)
    XT1=XT(1)
    XTM =XT(2)
    XT3=XT(3)
    CALL COST(XT1,XT2,XT3,F%ALPHHA,FXT)
    IO 14 I=1,NN
14 XO('I)=XX1(I)
    IF((FXT,LT,FXB),AND, (F.GT,O,O) , ANE. (ALFHA.
    *GE:O.0)) GO TO 15
        G0 T0 21
15 FXE=FXT
    1O 17 I=1,NN
17 XM(I)=XT(I)
        IC=IC+1
        IF(IC.GE.ICMAX) GO TO 19
        GO TO, 21.
```

```
18 nO 2B I=2PNN
    IF(IEL(I).GT.O.001) GO TO`30
        GO TO 29
        IEL (I)=MEL (I)/2.0 7
        DEL(I)=MEL(I
        CONTINUE
        IF((MEL(2).LE.O.001).ANM.(DEL(3).LE.0.001)) GO TO 19
        GO TO.21
        19: CONTINUE
        RETURN
        END
        ********************************************************
        * A SURROUTINE FOR COMFUTING LOSS-COST FUNCTION *
C . ********************************************************
        SURROUTINE COST(XI,X2.XZ,FFALFHA,F)
        REAL LAMINAッバS゙ッK゙R
```



```
        ALFHA=ALFH
```



```
        *O.0)) GO T0 84
            Y1=X3- DELTA*SQRT (X1)
            CALL EDGW(YI,X1,H2X,H3X,H4X,HSX,H6X,FIX,F,RI,R2)
            TT=(1.0-(1,0+LAMDA*X2)*EXP(-X2*LAMMA))/
        1(LAMMA-LAMMA*EXF(-LAMDA*X2))
    B1=X2/P-TT+E*X1+II
        Y3=X3
        CALL`ENGW(Y3,X1,H2N゙yH3K゙,H4K゙,HSK゙,H6K゙,MIX,F,&1,R2)
        ALFHA1=MIX
        F'1={H2N゙*R1)/(6.0*SQRT(X1) )-(H3N゙*R2)/&24.0*X1)-H5K゙*(R1*FR1
        1)/(72.O*X1)
            ALFHA2=F1
        ALPHA=ALPHA1+ALFHAS
        BO=ALFHA*(1.0-LAMIIA*TT)/X2
        U'I=LAMLA*E1*U+LANMA*W+T*BO+(B+C*X1)*(1.O+LAMMA*B1)/ X2
        U2=(1.0+LAMDA*E1+TS*BO+LAMLA*(TF+TS))
        F=U1/U2
        84 RETURN
        END
        REAL FUNCTION F1(XA)
        REAL. X4
        REAL LAMDAッK゙R,K゙S
```



```
        IF(XA.LE.O.O) GO TO 86
        X2=[1N
        CALL ENGW(Y1,X4,H2X,H3X,H4X:H5X,H6X,FIX,F,RI,R2)
        IF(P.GT.O.O) GO TO 85
        GO T0 86
        YI=X2-IELTA*SQRT(X4)
        FF=1/P-0.5
        Y3=X2
        CALL ELGWN(YZ,X4,H2K゙yH3K゙,H4K゙yH5K,HOK゙,IIX,F,RI,R2)
```

    IF (Y1.EQ.O.0) GO TO 89
    \(Z X=0.39894228 * \operatorname{EXP}(-(Y 1 * Y 1) / 2.0)\)
    GO TO 91
    \(89 \quad Z X=0.39894228\)
    $91 \mathrm{H} 2 \mathrm{X}=(\mathrm{Y} 1 * \mathrm{Y} 1-1,0) * Z \mathrm{X}$
$H 3 X=-(Y 1 * * 3-3.0 * Y 1) * Z X$
H4X=(Y1**4r6.0*Y1**2+3.0)*ZX
$H 5 X=-(Y 1 * * 5-10.0 * Y 1 * * 3+15.0 * Y 1) * Z X$
$\mathrm{H} 6 \mathrm{X}=(\mathrm{Y} 1 * * 6-15.0 * Y 1 * * 4+45.0 * Y 1 * * 2-15.0) * Z X$
[ $\quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
c * COMFUTE THE AREA UNDER NDRMAL CURUE USING IMSL ROUTINE *
C * MSMRAT(Y1,RM,IER). ARGUMENT REFRESENT: YI-UARIATE, RM- *
C * the ratio dF the oriinnate to the uffer tail area ger־ *
C * ERROR FARAMETER
$\mathrm{C} \quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
CALL MSMRAT(YI,RM,IER)
FIX=ZX/RM $\because$
$\mathrm{F}=\mathrm{FIX}+\mathrm{H} 2 \mathrm{X} * \mathrm{R} 1 /(6.0 * \operatorname{SQRT}(\mathrm{XI}))-\mathrm{H} 3 \mathrm{X} * \mathrm{R} 2 /(24,0 * X 1)-H 5 X *(\mathrm{R} 1 * R 1$
1)/(72.0*X1)
FETURN
A ENI

# AFFENMIX II <br> FROGRAM SEMIXBAR 

FRGGRAM DESCRIPTION
**************************************************************
! This prosram is used for.seneratins user's manual to idetermine the desisn parameters for an x-chart to control both normal and non-normal means. The fundamental anjective iof this flan is to detect the assisnable couserwhen it
ioccurs, with probability of 0.90 or 0.95 .
;
NOMENCLATURE
Variable name - nescription
Masimum sample size, n :
Control limit coefficientik
Shift parameter
Measure of skewness
Measure of Kurtosis
Specified value of true alarm
OUTPUT
ロK - Control limit coeffiecient, K
I
F(I)
ALPHA(I)
A(I)
**************************************************************
program listing
EXTERNAL ALPH
DIMENSIUN ALFHA(125):A(125),ALPHA4 (125),F(125)
[ $\quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
C * SET MOIEL PARAMETERS RI,R2, DELTA ANI MAXIMUM ALLOWABLE *
[ * SAMPLE SIZE NN *
$\mathrm{C} \quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *$
$\mathrm{N}=125$
IELTA $=1.75$
R1=1.0
$R 2=2.0$
$\mathrm{nK}=1.0$
100
DO $300 \mathrm{I}=1, \mathrm{NN}$
$\mathrm{BI}=\mathrm{I}$
X= LIELTA*SCRT (BI)-nK
CALL EDWOR ( $\mathrm{X}, \mathrm{ZX}, \mathrm{H} 2 \mathrm{X}, \mathrm{H} 3 \mathrm{X}, \mathrm{H} 4 \mathrm{X}, \mathrm{HSX}, \mathrm{H} 6 \mathrm{X}, \mathrm{FIX}, \mathrm{R} 1, \mathrm{R} 2$ )
$F(I)=1.0-F I X+H 2 X * R 1 /(6.0 * S Q R T(E I))+H 3 X * R 2 /(24.0 * B I)+H 5 X *(R 1 * R 1)$ $1 \%(72.0 * \mathrm{BI})$

```
    XI=0.95
    IF(F(I).GE.X1) GO TO 200
    GO TO 300
    FF=1.0/P(I)-0.5
    CALLL ALPH(IELTAyNK゙,IyRIyR2yALFHAyALPHHA4)
        A(I)=(DELTA*SLRT(EI))/ALPHA4(I)
        FRINT 1OL, IK゙, I, ALPHA(I),FP, A(I)
        101 FORMAT(', 5X,F3.1,5X,I3,5X,F8.5y5X,F8.3,5X,FG.0)
        GO TD 400
        300. CONTINUE
        400 DK゙=nk゙+O.1
        IF(IK゙.GT.3.5) G口 T0 900 *.
        GO TO 100
        STOF
        END
    ***********************************************
    C . * SUBROUTINE FOR CALCULATING EQUATION (4.40) *
    C ************************************************
    SUBROUTINE ALFH(IELTA,DK゙,I,R1,R2,ALPHA,ALFHA4)
    MIMENSION ALFHA(125),ALFHA4(125)
    BI=I
    X=DK゙
    CALL EDWOR(X,ZドッH2ドッH3K゙ッH4K゙ッH5゙ッH6K゙ッFIX;RIッR2)
    ALPHA1=2.0*FIX
    ALPHA2=(3.0*R2*H3ド+R1*R1*H5K゙)/(36.0*BI)
    AA= DEL_TA*SQRT(BI)
    #ALFHA3=(3.0*R2*H4KHR1*R1*H6K゙) *AA
    ALPHA5=-2***(3.O*R2*H3K゙+RI*RI*H5N゙)
    ALFHA6=(ALPHA3-ALPHA5)/72.
    ALFHAT=(DELTA*NELTA)*ALPHAG/(AA*AA*AA)
    ALFHA (I) =ALFHA1-ALFHA2
    ALFHA4(I.)=ZK゙+ALFHA7
    RETURN
    END
    SURROUTINE EIWOR(X,ZX,H2X,H3X,H4X,H5X,HGX,FIX,R1,R2)
    IF(X.EQ.O) GO TO 85
    ZX=0.39894228*EXF(-(X*X)/2.0)
    G0 T0 86
    ZX=0.39894228
    . }86\quadH1X=X*Z
        H2X=(X*X-1.0)**ZX
        H3X=- {X**3-7n.O**X)*ZX
        H4X={X**4-6.0*X**2+3.0)*ZX
        H5X=-{X**5-10.0*X**3+15.0*X)*ZX
        H6X=(X**6-15.0*X**4+45.0*X**2)*ZX
        CALL MSMRAT(X,RM,IER)
        FIX=ZX/RN
        RETURN
        END
```


## APPENIIX III

## PROGRAM . WARNING

## FROGRAM IEESCRIPTION

## *************************************************************

This prosfam is used for findins the optemal desisn ifarameters of an x-chart with warning limits by minimiaing ithe lossmcost function. The prosram consists of two stases. : in the first stase it calculátes an approximate isolution of samplins interval for siven value of sample isime, control limit coefficient and warnins limit coeffici- i ient. In second stase the prosram starts search for optimal i 'desisn parameters tirqush four dimensiondl Hook and Jeeves': :search techniaue.
i
NOMENCLATURE
The nomenclature for the model parameters is the same as
: that of AFPENDIX I.
: Variable Name
1 First stase
X1 . Initial value of sample siae pn
$\therefore$ X3 Iritial value of contral limit, ka
X4 : Initial value of warrins limitykw
X2 , Samplins interval 5
Second stase
XO(I) L Location of initial base pointsy $I=1,4$
XM(I) Location of current base pointsy $I=1,4$
XT(I) Location of temporary base points, I=1,4

- FXB
F FXE . Functional value at current base point i.
FXT . Functional value at temporary base pointi
ICMAX Maximum number of iterations
IC Number of iterations
QUTPUT IESCRIFTION
XM(1)
XM(2) Samplins interval, 5
: XM(3) Control limit coefficient, ka
: XM(4) Warnins limit coefficient phw
ARLO Averase run lensth when process is in
control,Ro
Averase run lensh when frocess is in i

| $\bigcirc$ |  |
| :---: | :---: |
| C | FROGRAM LISTING |
| C | ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊ |
| C | ＊THE ECONOMIC DESIGN QF X－CHARTS WITH WARNING LIMIT TO＊＊ |
| C | ＊CONTROL NON－NORMAL PROCESS MEANS UNDER PQLICY II＊＊＊ |
| C | ＊THE NUMERICAL UALUES ASSIGNED TG R1 ARE－0．5．0．0． $0.51 .1 .0 \% *$ |
| C | ＊ANI TO R2．ARE－0．5，0．0，0．5，1．0．1．5 AND 2．0．THE＊ |
| C | ＊SHIFT PARAMETER DELTA ASSUMED TO 0．5，TO 2．25 WITH INCREMENTS＊ |
| C |  |
| C | ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊ |
|  | REAL LAMDA．ッドSッドR |
|  | IIMENSION XO（4），XT（4），XM（4），DEL（4）\％TABLE（8，4，6，7） |
|  |  |
| C | ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊ |
| C | ＊＂$"$ SET MQDEL PARAMETERS＊ |
| C | ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊ |
|  | LAMMA $=0.01$ |
|  | $V O=150.0$ |
|  | $V 1=50.0$ |
|  | K゙R＝20．00 ： |
|  | K゙S $=10.0$ |
|  | TR＝0．2 |
|  | TSFOn过 |
|  | V＝バSTU0＊TS |
|  | W＝バR＋バS＋UO＊（TR＋TS） |
|  | $\mathrm{U}=\mathrm{VO}-\mathrm{VI}_{1}$ if |
|  | $\mathrm{R}=0.5$ |
|  | $\mathrm{C}=0.1$ |
|  | $\triangle$ DEL．TA $=0.5$ |
|  | IDELTA $=1$ |
| 400 | CONTINUE ） |
|  | $\mathrm{R} 1=-0.5$ |
|  | IRI＝i $\quad$－ |
| 300 | CONTINUE |
|  | R こ＝－0．5． |
|  | IR2＝1 |
| 200 | CONTINUE |
| C | ＊＊＊${ }^{\text {ck }} * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$ |
| C | ＊FIRST STAGE＊ |
| C | ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊ |
|  | $I F(D E L T A . E Q \cdot 0.5) ~ * 1=35$. |
|  | IF（IELTA．EQ．0．75）$\times 1=25$. |
|  | IF（IELTA．ER．1．0）X1＝15． |
|  | IF（IELTA GE． 1.25 ）$\times 1=5.0$ |
|  | IF（DELTA．EQ．0．5）X ${ }^{\text {P }}=2.0$ |
|  | IF（IELTA $\cdot E Q \cdot 0.75) \times 3=2.25$ |
|  | IF（IELTA．EQ．1．0）$\times 3=2.5$ |
|  | IF（IELTA．GE．1．25）$\times 3=3.0$－ |

        \(\times 4=0.66 * \times 3\)
        \(Y 1=X 3-D E L . T A * S Q R T(X 1)\)
        \(Y 2=X 4-\) DELTA*SRRT (X1)
        \(Y 3=\times 3\)
        \(Y 4=X 4\)
        CALL AUY (X1,Y1,R1,R2,P1)
        CALL \(A U Y(X 1, Y 2, R 1, R 2, P 2)\)
        CALL AUY (X1,Y3,R1,R2,P3)
        CALL AUY (X1,Y4,R1,R2, P 4 )
        \(P O=P 1-P 2\)
        \(P F=P 3-P 4\)
        8
    
ARLO=(1.0-PP**2)/(1.0-PP-P4*(1,-PF**2)).
$H 1=U / A R L O+B+C * X I$
H2=LAMDA*LJ (ARL1-0.5)
H3=H1/H2
X2=SQRT(H3)
C $\quad$ **********************************************
C $\int_{*}^{*}$
**********************************************
$X 0(1)=X 1$
$x 0(2)=x 2$
$x 0(3)=x 3$
$X 0(4)=X 4$
$N N=4$
$\operatorname{MEL}(1)=1.0$
- DEL (2) $=0.5$
DEL (3) $=0.5$
$\operatorname{DEL}(4)=0.5$
CALL SUR (DEL,NN, XT, XO, XM,FXB, ARLO, ARL1)
TABLE (In'ELTA;IR1;IR2,1)=XM(1)
TABLE (IDELTA,IR1,IR2, 2) $=X M(2)$
TABLE (IQELTA,IR1,IR2,3)=XM(3)
TABLE (IDELTA,IR1,IR2,4) $=\mathrm{XM}(4)$
TABLE (IDELTA,IR1,IR2,5)=ARLO
TARLE (IDELTA,IR1,IR2,6)=ARL1
TABLE (IDELYA,IRI;IR2;7)=FXB
$550 \quad R 2=R 2+0.5$
IR2=IR2+1
IF (R2.GT.2.0) GO TO 600
里
GO TO 200
$0_{600 \quad R 1=R 1+0.5}$
IR1=IR1 + 1
IF (R1.GT.1.0) GO TO 700
GO TO 300
700 DELTA $=$ DELTA 0.25
IDELTA=INELTA+1
IF (DELTA.GT.2.25) GO TO 800
GO TO.400
800
WRITE (G,1)LAMMA:VO,U1,KRR,K゙SyTR.TS,B,C

## $I M=1$

$I N=2$

- WRITE ( $6 ; 2$ )

D0 $1100 \quad \mathrm{~J}=1,4$
XIN=IN
DELTA1 $=0.25 * \times I N$
DELTA2 $=$ DELTA1 +0.25
WRITE(6,3) DELTA1, DELTA2
WRITE(6,4)
$R 2=-0.5$
IO $1000 \cdot \operatorname{IR} 2=1,6$
WRITE( 6,11 ) ( (TARLE (IAELTA,IR1,IR2,1),IR1=1,4), IDELTA=IM,IN)

WRITE ( 6,13 ) ( (TABLE (INELTA,IRI, IR2,3), IR1=1,4), IDELTA=IM,IN)
WRITE ( 6,14 )R2, ( $(T A B L E(I M E L T A, I R 1, I R 2,4), I R 1=1,4)$, IDELTA=IM,IN)
WRITE( 6,15 ) ( $(\operatorname{TABLE}(I D E L T A, I R 1, I R 2,5), I R 1=1,4)$,IDELTA=IM,IN)
WRITE( 6,16 ) ( (TABLE (IDELTA,IR1,IR2, 6$), I R 1=1,4)$,IDELTA=IM,IN)
WRITE( 6,17 ) ( $(T A B L E(I n E L T A, I R 1, I R 2,7), I R 1=1,4)$,IUELTA=IMyIN)
IF (( (IJ.NE,2).OR.(IJ.NE.4)).ANI.(IR2.NE.6)) GO TO 900
WRITE (6,2)
IF (IJ.EQ.2) GO TO 1000
WRITE(6,7)
GO TO 1000
900 WRITE (6,4)
$R 2=R 2+0.5$
1000 CONTINUE
$I M=I M+2$
$I N=I N+2$
R2 $2=-0.5$
IF(IJ.NE.2) GO TO. 1100
WRITE(6,5)
WRITE 6,2$)$
1100 CONTINUE
S.TOF

1 FORMAT('1',5X,'LAMDA=',F4.2,2X,'FO=',F6.1,2X,'P1=',F6.1,2X, *'KR=',FS.1,2X,'KS=',FS.1,2X,'TR=',F4.2,2X,'TS=',F3.1,2X,'E=',
*F4,2,2X,'C=',F4,2)

*' $\quad i^{\prime}, 31 \times,{ }^{\prime}$ IELTA', $38 \mathrm{X}, \mathrm{A}^{\prime \prime} /$


*' $\quad$ :',74X'1'/
*' : R2 :',33X,'R1',39X,'1/
*' i . : ', 26' $-0.5 \quad 0.0 \quad 0.5 \quad 1.0 \quad 1$,


7 FORMAT('1+',80('-'), ' ${ }^{\prime}$ ')



```
c . ***********************************
C * SURROUTINE FOR PATTERN SEARCH *
C ***********************************
    SURROUTINE SUR (DEL, NN, XT, XO,XM,FXE,ARLO,ARLI 
        MIMENSION XXI(4), XT(4), XO(4),XM(4), IIEL(4)
        ICMAX=:500
        XM(1)=XO(1)
        XM(2)=XO(2)
        XM(3)=X0(3)
        XM(4)=XO(4)
        XM1=XM(1)
        XM2=XM(2)
        XM3=XM(3)
        XM4=XM(4)
        CALL COST (XM1,XM2, XM3, XM4,FO;FP;ARLO;ARL1,FXE)
        IC=0
    21 ドK゙=0
    10 11 I=1,NN
    TEMF=XM(I)
    XM(I)=XM(I)+DEL{I)
    IF(XM(3),GT.XM(4)) GO.TO 22
    XM(4)=0.85*XM(3)
22 XMI=XM(1)
    XM2=XM(2)
    XM3=XM(3)
    XM4=XM(4.)
    CALL COST(XMI,XM2,XMJ,XM4,FO,FF,ARLO,ARL1,FXE)
    IF((FXE,LT,FXB),AND, (FP,GT.O.O).AND.(FO.GT.O.O) GO TO 12
    XM(I)=TEMF
    XM(I) =XM(I)-ूEL(I).
    IF(XM(3),GT,XM(4)) GO TO 2S
    XM(4)=0.85*XM(3)
25 . XM1=XM(1)
    XM2=XM(2)
    XM3=XM(3)
    XM4=XM(4)
    CALL COST(XM1,XM2,XM3,XM4,FO,FF,ARLO,ARL1,FXE)
    IF((FXE,LT,FXE).ANI,(FF,GT.O.O),ANH, (FO.GT.O.O)) GO TO 12
    XM(I)=TEMP
    GO TO 11
    12 FXB=FXE
        K゙N゙=1
    11 CONTINUE
```

```
            IF\K゙N゙.EQ.O\GO TO 18
            IO 16 I=1%NN
    16 XXI(I)=XM(I)
            IID 13 I=1,NN
    13 XT(I)=2.*XX1(I)-XO(I)
        IF(XT(3),GT.XT(.4)) GO TO 2G
        XT (4) =0.85*XT (3)
26 XT1=XT(1)
        XT2=XT(2)
        XT3=XT(3)
        XT4=XT(4)
        CALL COST(XT1;XTE,XT3,XT4;FO,FF,ARLO%ARLI;FXT)
        IO 14 I=1.NN
    14 XO(I)=XXI(I)
        IF((FXT,LT,FXB).ANI,(FF,GT,O.O).ANN.(FO,GT,O.O))GO TO 15
        GO TO 21
    15 FXB=FXT
        IOC 17 I=1y NN
        17 XM(I)=XT(I)
        IC=1C+1
        IF{IC,GE,IEMAX),GO TO 19
        GO TO 21 %
    1B nO 27 I=3.NN
        IF(DEL(I).GT.0.001) GO TO'28
        GO TO 29
    28 nEL(I)=nEL(I)/2.0
    29 IEL(I)=IIEL(I)
    27 CONTINUE
        IF((DEL (2).LE..001).AND.(DEL(3).LE.001)
        *.ANII.(DEL(4).LE.0.001)) GO TO 19
        GO TO 21
    19 CONTINUE
        RETURN
        EN[
    C
        *************************************************
    C * SURROUTINE FOR CALCULATING LOSS-COST FUNCTION *
        SUBROUTINE COST(X1;X2,X3,X4;FOOFFP,ARLO,ARL1;F)
        FEAL L.AMMAッドR゙ッドS
```




```
        Y1=X3-DEL.TA*SQRT(X1)
        CALL AUY(X1,Y1,R1,R2,F1)
        Y3=X4-NEL,TA*SQRT(X1)
        CALL AUY(XI,Y`,RI,R2,F2)
        FO=P1-P2
        T2=F0+P2*(1.0-P,O**2)
    ARL1=(1.0-F゙0**2)/(1.0-T2)
        YZ=XZ
        CALL AUY(X1,Y3,F1,R2,F3)
```

    \(H 1=U / A R L O+B+C * X 1\)
    \(\mathrm{BO}=(1.0 / X 2-0.5 * L A M I A+1 . / 12 . *(L A M L I A * 2) * X 2) / A R L O\)
    B1 \(=(\) ARL1-0.5+1. \(112 *(\) LAMLA \(* X 2)) * X 2\)
    \(U 1=L A M I A * U * B 1+U * R O+L A M M A * W+(E+C * X 1) *(1, O+L A M M A * B 1) / X 2\)
    \(U 2=1.0+L A M \cap A * B 1+T S * B O+L A M D A *(T S+T R)\)
    \(F=\mathrm{HI}\) U2
    86 RETUK'N
END

C $\quad$ ************************************************
C * SURROUTINE FOR CALCLLATING THE FRORABILITIES *
c * ASSQCIATEI WITH AUERAGE RUN LENGTHS *

SUBROUTINE AUY (X1,Y,R1,R2,F)
$Z Y=0.39894228 * E X P(-Y * Y / 2.0)$
H2Y=(Y*Y-1,0)*ZY
$H 3 Y=-(Y * * 3-3,0 * Y) * Z Y$
H4Y=(Y**4-6.0*Y**2+3.0)*ZY
$H 5 Y=-(Y * * 5-10.0 * Y * * 3+15.0 * Y) * Z Y$
H6Y $=(Y * * 6-15.0 * Y * * 4+45.0 * Y * * 2-15.0) * Z Y$
CALL MSMRAT(Y,RM,IER)
$F I X=Z Y / R M$
$\mathrm{P}=1.0-\mathrm{FIX}-(H 2 Y * R 1) /(6.0 * S Q R T(X 1))+(H 3 Y * R 2) /(24.0 * X 1)+(H 5 Y * R 1 * R 1)$
1/(72.0*X1)
RETURN
ENI

## AFPENAIX IV

## FROGRAM SEMIWARN

PROGRAM DESCRIFTION
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
＇This prosram is used for seneratins tahles based on semi－ feconomic scheme useful at the workshof level to determine ithe desisn parameters of an x－chart with warning limits．． iThe essential characteristic of the semi－economic scheme is that the assismable cause is detectedron the averase， 11．1 or 1.05 sample after its occurrence．

NOMENCLATURE

> Variahle name llescription

DN
Samble size．y $n$
nド nELTA

Action limit coefficient，ka Shift parameter
R1 ．Measure of skewness
R2 ．Measure of k゙urtosis
ARLO Averase Run lensth when process is in control
ARL1 Averase Run lensth when process is i in out of control
GARL
OUTPUT
I
ロド（I）
Sperified value of Averase Run ； Lenstin ARL1

Number of action limit coefficients • Ith action limit coefficient nN（I）Sample size corresfonding to ith action limit coefficient
BARLO（I）ARLO corresfonds to ith action limit
AK（I）Equal to DELTA＊SQRT（DN（I））－LK（I） nL（I）nerivatives of ARLO（I）with respect to IN（I）
AA．（I）Represents eauation（5．21）


## FROGRAM LISTING

IIMENSIDN IK゙（32）；IIN（32），BARLO（32），AA（32），IL（32），AK゙（32）
COMMON IELTA，R1，R2？
$\mathrm{C} \quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *$
C＊SET MODEL FARAMETERS RI，R2，DELTA ANI MAXIMUM ALLDWABLEE＊
C＊ACTIQN LIMIT COEFFICIENTS＊
． $\mathrm{C} \quad \mathrm{m}^{2} * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *$

IIELTA＝2． 0
$\mathrm{Fi}=0.0$
$R 2=0.0$
กロ $119 \mathrm{I}=1 \times 32$
$X 1=0.0$
$116 \times 1=\times 1+1.0$
$x_{2}=1,0+1 * 0.1$
$X 3=0.85 * X 2$
CALLL SUAS（Y1；$X 1 ; X 2, X 3, P O, F F, A R L O, A R L 1)$
SARL＝1．05
IF（ARL1．LT．SARL）GO TO 115
GO TO 116
115． $\operatorname{LK}(I)=X 2$
$\operatorname{IN}(I)=X 1$
EARLO（I）＝ARLO
AK（I）＝IELTA＊SCRT（XI）
119 CONTINUE
NDIM＝32
CALL IGT3（LK゙ッBARLOMIIL，NDIMyIER）
00 113 I＝1ヶ32
$A A(I)=(A R(I) / Q L(I 2) * B A R L O(I) * E A R L O(I)$

120 FORMAT（＇＇，5X，F5． $2,10 X, F 5.0,10 X, F B+1,10 X, F 8.1)$
113 CONTINUE
STOP
ENI
ᄃ $\quad 4 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
C＊SURROUTINE FOF COMPUTING A UECTOR OF DERIUATIVE＊
C＊UALUES FOR GIUEN VECTOR OF ARGUMENT VALUES ANL＊＊
C＊ ＊CORRESFONDING FUNCTIONAL VALLES．FOF REFERENCE SEE＊
C＊F．R．HILIEEFANI，INTROLUCTION TO NUMERICAL ANALYSIS
C＊MCGRAW－HILL ，NEW YORK゙， 1956.
C＊IIESCFIFTION OF ARGUMENTS：X－GIUEN UECTOR OF ARGUMENT
C－＊UALUES（IIMENSION NDIM）Y GIVEN VECTOR OF FUNCTIDNAL＊
C＊UALUES CORRESFONDING TG X Z ZRESULTING UECTOR DE＊
C＊IERIUATIUE UALUES
C $\quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *$
SUBROUTINE IIGT3（X，Y，Z，NIIM，IER）
IIMENSION X（NHIM）：Y（NIIM），Z（NLIM）
IER $=-1$
IF（NDIM－3）8．1．1
$A=X(1)$
$B=Y(1)$
$I=2$
IY $2=X(2)-A$
IF（IYY）2，9，2
2
IYS $=(Y(2)-\mathrm{B}) / \mathrm{IIY}$ I
10 $6 \mathrm{I}=3$ ，NDIM
$A=X(I)-A$
IF（A） 3 ，9，3

```
3. A=(Y(I)-B)/A
        B=X(I)-X(I-1)
        IF(B) 4,9,4
    | חY1=ПY2
        IY2=(Y(I)-Y(I-I))/R
        IIYZ=A
        A=X(I-1)
        R=Y(I-1)
        IF(I-3) 5,5,6
    5 Z(1)=IMY1+חYZ-MY2
    6 Z(I-1)=חY1+חY2-nY3
        IER=0
        I=NMIM
    7 Z(I)=חY2+DYZ-חYYI
    8 RETURN
        IER=I
        I=I-1
        IF(I-2) 8,8,7
        ENH
        ***************************************************
C * SUBROUTINE FOR CALCULATING AUERAGE RUN LENGTHS *
C ***************************************************
    SUBFOUTINE-SUAS(YL-X1,X2,X3,FO,FF,ARLO,ARL1)
        COMMON IPELTA,RI,R2
        IF((X1,LE;O),OR, (X2.LE,O).OR.{X3.LE.O)} GO TO 86
        Y1=X2-MELTA*SQRT (X1)
        CALL AUY(X1,Y1,R1,R2,F1)
        Y2=X3-MELTA*SRRT (X1)
        CALL AUY(XI,Y2,R1,R2,F2)
        FO=F1-P2
        T2=P0+F2*(1.0-FO**2)
48 ARL1=(1.0-PO**2)/(1.0-T2)
        YZ=X?
        CALL AUY(XI,Y3,R1,R2,F3)
        Y4=X3
        CALL AUY(X1,Y4,R1,R2yF4)
        PF=P3-F4
        T1=F\cdotF+F4*(1.-FF**2)
        ARLO=(1.0-PF**2)/(1,-T1)
4 9
86 RETUFN
    ENII
```

AFPENDIX U., V
FROGRAM゙ CUSUM
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DELTA $=0.5$
InELTA=1
c * calculate the gaussian coefficents and gaussian foints * C. * FDR THE INTEFVAL O TO STANDAR叩IZED IEECISION INTERUAL H.*
*******************************************************
DO 25 III=1,
$Z(I I I)=(Z K$ (III) +1.0$) * H($ KK $) * 0.5$
$\mathrm{A}(\mathrm{III})=\mathrm{AK}($ III $) * \mathrm{H}($ (HK $) * 0.5$
$\mathrm{C} \quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *$
c *CALCULATE THE ELEMENTS OF THE MATRIX 'A' USED IN EQUATION(b.12)*
C $\quad$ ***************************************************************
25 . CONTINUE
DO $75 \mathrm{II}=1, \mathrm{~K}$
no $75 \mathrm{JJ=1} \mathrm{~K}$
$X(I I, J J)=Z(I I)-Z(J J)-$ THETA
CALL AUX(X,R1,R2,Q,FT,BI,II, JJ)
IF(II.EQ.JJ) GO TO 60
C(II,JJ) $=-A(I I) *(I)(I I, J J)$
G0 T0 65
$60 \quad \mathrm{C}(\mathrm{II}, \mathrm{JJ})=(1.0-\mathrm{Q}(\mathrm{II}, \mathrm{JJ}) * \mathrm{~A}(\mathrm{II}))$
$65 \quad$ I(JJ,II) $=$ C(II;JJ)
75 CONTINUE
$\mathrm{c} \quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
C *CALCULATE THE ELEMENTS THE MATRIX 'Y' IN EQUATION (6.12)*
c. $\quad$ ************************************************************
no 80 II=1,
$X X(I I, 1)=-Z(I I)-T H E T A$
J $J=1$
CALL AUX(XX,R1,R2,Q1,FT1,BI,II, JJ)
$\mathrm{B}\langle\mathrm{II}, 1\rangle=\mathrm{FT} 1(\mathrm{II}, 1)$
80 CONTINUE
$\mathrm{N}=3$
$M=1$
$I A=3$
$I D G T=4$
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊：
*CCALCULATE INUERSE OF MATRIX 'A' USING IMSL SURROUTINE LERT2F *
***************************************************************
CALL LERT2F (D,M,NN,IA,B,IIGT,WKAREA;IER)
$S U M=Q .0$
DO 120 II=1ッK
$X 1(I I, 1)=Z(I I)-T H E T A$
$J J=1$.
- CALL AUX (X1,R1,R2, Q2,FT2,RI,II., JJ)
C $\quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
C * CALCULATE MATRIX N(Z) USING EQUATION (6, 14)*
c $\quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
.DO $400 \mathrm{II}=1, \mathrm{~K}$
$400 \operatorname{SUM} 1=$ SUM1 5 SN(II, 1) *22(II, 1)*A(II)
c $\quad * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ~$
C : * CALCULATE $\mathrm{F}(0), \mathrm{N}(0)$, ARLO AND ARL1
[ $\quad$ *****************************************************
SNZ $1=1,0+$ SUM 1
IF (FZ1.GE.1.0) $\mathrm{FZ} 1=0.999$
$A R L=5 N Z 1 /(1.0-F Z 1)$
IF (ATA.ER.ETA(2)) GO TO. 600
ARLI=ARL
SNZ1 $=5 N Z 1$
$\mathrm{FZ} 1=\mathrm{FZ} 1$
GO TO 900
600 ARLO $=$ ARL
SNZO=SNZ1
$\mathrm{FZO}=\mathrm{FZA}$
900 CONTINUE
$\mathrm{U}=\mathrm{VO}-\mathrm{VI}_{1}$
$\mathrm{U}=\mathrm{K} 5+\mathrm{VO}$ *TS
WジにR+ドS + VO* (TR TTS)
$\mathrm{GA}=\mathrm{SRRT}((\mathrm{V} / \mathrm{ARLO}+\mathrm{BE}+\mathrm{CC} * \mathrm{BI}) /(\operatorname{LAMDA*U*(ARL1-0.5)))}$
$G(1)=G A$
$G(2)=2.0$
$E F S=1.0 E-3$


```
            IIII=I-1
            GO TO 1300'~
1000 'CONTINUE
            XMIN=1000.0
            DO 1200 K゙N゙K゙=1,NI
            IF(FFC(N゙N゙N゙).GT,XMIN) GO/TO 2200
            XMIN=FFC(N゙N゙N゙り
            I=N゙内゙
1300
            If (IFLAG.EC'1)
                I=IIII
            TABLE(IDELTA,IRI,IR2,1)=I
            \ABLE(INELTA%IR1yIR2y2)=ARLONC(I)
                    TABLE(IDELTA;IR1;IR2,3)=ARLZRC(I)
                    CARDE (INELTA,IR1,IR2,4)=HC(I)
            TABLG(INELTA,IR1,IR2y5)=:GGC(I)
            TABLE(IIELTA,IRI,IR2,6)=FFC(I)
            R2=RA+0.5
            IR2=IR2+1
            IF(R2.GT.2.0) GOTTO 601
            G0]0200
            601
            kI\leqR1+0.5
            IRI=IRI+I
            IF(R1.GT.O.5) GO.TO 750
            GO TO 300
                    MELTA=NELTA+0.25
                    IMELTA=IDELTA+1
                    IF(IELTA.GT.2.25) GO TÖ 800
                    GO TO 401
                    800
                    FRINT 1
            FRINT 1025:LAMDA:VO,U1,N゙RッK゙SrTR,TS,EB,CC
            1025. FORMATK' ',10X,'LAMIAA=',F3,2,2X,'VO=',F6.1,2X,'U1=',F5'.1,2X,
            1'KR=',F5, 2,2X,'K゙S=',FFS.2,2X,'TR=',F5.3,2X:'TS=',F4.2,2X,'R=''
            2,F4.2,2X,'C=!,F4,2)
                FRINT 2
            FRINT 3
            FRINT 4
            R2=-0.5
            #O 100 IR2=1%6 -
                        FRINT 11,((TARLE(IMELTA,IR1,IR2,1),IR1=1,3);IMELTA=1;4)
                        FRINT 12,((TABLE(INELTA,IRI,IR2,2),IRI=1,3);IDELTA=1,4)
                        FRINT 13,((TABLE(INELTA,IR1,IF2,3),IR1=1,3),INELTA=1,4)
                        FRINT 14;R2,((TABLE(INELTA,IRI,IR2,4),IR1=1,3),IDELTA=1,4)
                        FRINT 15,((TABLE(InELTA,IR1,IR?,5),IR1=1,3),InELTA=1,4)
                        FRINT 16,((TABLE(IMELTA,IRI;IR2,6),IRI=1,3),ILELTA=1,4)
                        IF (IR2.EQ.G) GO TO 100
                    F2=R2+0.5
                    FRINT 4
                    100 CONTINUE
            FRINT I
            FRINT 10
            $
```



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

| C | ＊AND THE ELEMENTS OF ERUATION（6．10）AND（6．11），IMSL SUAROU－＊ |
| :---: | :---: |
| C | ＊TINE MSMRAT IS USEI TO CALCULATE THE AREA OF NORMAL CURUE．＊ |
| C | ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊ |
|  | IIMENSION $X(3,3) y$ ， 2 （ 3,3$), F T(3,3), Y(3,3)$ |
|  |  |
|  | ZX1 $=0.39894228 * \operatorname{EXP}(-X(I, J) * X(I, J) / 2.0)$ |
|  | G0 T0 86 |
| 85 | $Z \times 1=0.39894228$ |
| 86 | $Y(I ; J)=A B S(X(I)$ |
|  | ZXS $=\left(Y(I)^{\text {P }}\right.$ |
|  |  |
|  | ZX4 $=(Y(I ; J) * * 4-6.0 * Y(I, J) * * 2+3,0) * 2 X 1$ |
|  | ZXS $=-(X(I r . J) * * 5-10.0 * X(I ; J) * * 3+15.0 * X(I y J)) * Z X 1$ |
|  |  |
|  |  |
|  | 1）$*$ 2X6 |
|  | $\mathrm{Z}=\mathrm{X}$（I，J） |
|  | CALA MSMRAT（ $2, R M, I E R$ ） |
|  | FIX $=$ ZXI／RM $\quad \therefore$ |
|  |  |
|  | 1．0＊EI MZX5 |
|  | RETURN |
|  | END ．．－ |
|  | REAL FUNCTION．F\｛G） |
| C | ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊ |
| C | ＊EXTERNAL R＠UTINE FOR CALCULATION OF SAMFLING INTERVAL AS＊ |
| C | ＊A ROOT OF YHE ERUATIQN－6，15）．＊ |
| C | ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊ |
|  | REAL GFLAMMAッドRッK゙S |
|  |  |
|  | $\mathrm{BO}=\left(1, / \mathrm{Gm} 0^{\prime} 5 * 2 \mathrm{AMMA+1./12.*LAMMA**2*G)/ARLO}\right.$ |
|  | $\mathrm{BI}=(\mathrm{ARL} 1-0.8+1 \cdot / 12 . * L A M R A * G) * G$ |
|  | IIRO $=-(1 . /(G * G) m 1 . / 12 * * L A M M A * * 2) / A R L O$ |
|  | IR1 $=$ ARL $1-0.5+1.16$＊LAMMA＊G |
|  | $T 1=L A M D A * G * * 2 *(U+T S * R O * U+L A M \cap A * U *(T R+T S)-B O * U-L A M[A * W) * M E 1$ |
|  | T2＝G＊＊2＊（V＋LAMMA＊B1＊V＋LAMDA＊U＊（TR＋TS）－LAMLA＊TS＊B1＊U－LAMDA＊TS＊W）＊ |
|  | 1 IRO |
|  |  |
|  |  |
|  | T5＝（BB＋CC＊BI）＊LAMDA＊G＊（TS＊EO＋LAMDA＊（TF＋TS）＊ |
|  | $F=T 1+T 2-T 3-T 4+T 5 . \quad$－－ |
|  | RETURN |
| － | ENI |

IIATA


## AFFENDIX UI

FROGRAM CUSUMSEMI

(

```
        CALL SUR(THETArHyARL)
        THETA=-THETA
        ETHETA(I)=THETA
        BH(I)=H
        BARLO(I)=ARL
904 CONTINUE
C *********************************************************
C * FIND THE DERIUATIUES OF ARLO'S WITH RESPECT TO THE
C T CORRESPONDING VALUE DF THETA.
C ********************************************************
    NDIM=NH
    CALL IGT3(BTHETA,BARLO,IL,NDIMyIER)
    nO 911 I=1%NH
    TABLE(I*1,IFLAG)=((GARLO(I)**2)*RTHETA(I))/DL(I)
    TABLEE(I,2,IFLAG)=RTHETA(I)
    TABLE(I,3,IFLAG)=BH(I)
    TABLE(I,4,IFLAG)=BARLO(I)
911 CONTINUE
    IF (IFLAG.ER.2) GO TO 915
    IFLAG=?
    -
    THETA=1.35
    X=X2
    H=0.03索
    GO TO 800
915 FRINT 1,DELTA,RI,R2,X1,X2
    DO 920 I=1.NH
        FRINT 2
        FRINT 3;((TABLE(I,II,III),II=1,4) yIII=1;`)
        CONTINUE
        FRINT 2
        FRINT }
        STOF
        FORMAT('1',26Xy82('-')/
        *26X,' '',80X,'1'/
        *26X,' '',14X;'NELTA=!,F4.2,14X,'R1=',F4.2,14X;'R2=',F4.2,14X,'!'/
        *26X, *Y',80X,?%'/
        *26X,' ''g80(i-');'!/
        *26X;' ',2(';',39{' 人),'!'}/
        *26X,'',2('i',16X,'L1=',F4.2,16X,':')/
        *26X,',
        *26X;' ',2('1',39('-'),'|')/
```



```
        *26X;',`冖'i In* i THETA i Hi i ARLO i')/
        *26X,' ',2(!i',11X,'i',7X,'i',7X,':',11XX'i')/
        *26X,'',2(';'F11('-'),':',7('m'),':!,7('-'),'!',11('-'),':'))
        FORMAT(' ',26X,2(',',11X,';',7X,',',7X,';',11X,';'))
        FOFMAT(' ',26X,2(':',F10.1,' '',F6.2,' !',F6.3,' i',F10.1,' !'))
        FORMAT(' ',26X,82('-'))
        ENII
C ********************************************************
```



```
no 130 II=1,K
SN(II.P1)=士.0
```

130 CONFINUE
CALL LEQT2F (I,M,NN,IA;SN,IIGT,WKAREA,IER)
SUM $1=0.0$
no $400 \mathrm{II}=1$ 上
400 SUM1 $=$ SUM $1+S N(I I, 1) *(22(I I y 1) * A(I I)$
SNZ $1=1+0+$ SUM 1
ARL=SNZ1/(1.0-PZ1)
RETURN
END
DATA ..
$-0.7746,0.0000 \therefore 0.7746$
$0.5556 \quad 0.8889 \quad 0.5556$
$0.5 \quad 1.0 \quad 2.0$
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