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ABSTRACT

This study utilized previously collected data from two
samples of 187 and 184 college students to investigate problems
inherent in multivariate data analysis as well as patterns of cannabis
use, The multivariate issues considered wefe: the effects of the
distributions of the sééres of the variables; the'use of factor
scores as well as raw data in regression analysis to faéilitate
"conceptual cross-validation''; effects of sequential orthogonalization
on regression equations; and the utility of criteria exhibited by
factor analyses and canonical correlations., It was fouﬁd that in
the field of marijuana research, the usual criterion - frequency of
use, was not suitable both for measuremeant and inferential reasons.
Using canonical analysis two patterns of use were found -~ moderate
and abnormal, which wefe'relaged to social and personality predictors

- respectively.
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Chapter I

Introduction

One of the major aims, if not the only aim of psychology, is useful
and accurate prediction of human behaviour. The approacheé'used vary
with the particular beha§iours studied, ranging from the study‘of minute
reflexes, to overall life patterns, carrying with them constructs from
conditioned stimuli to self-concept. For Behaviour of medium complexity,
the social learning approach, developed by Rotter and his colléagues
(eg. Rotter, 1954; Rotter, Chance & Phares, 1972) or a similar approach
may be most useful, érovided that constructs are made sufficiently clear,
It is the intent of this thesls to operationalize some of these constructs,
to ihveétigate methods of testing a predictive system, and to consider
specific issues that pertain to this system and generally to complex multi-
variate data sets.

In this study the behaviour of interest is marijuana use, specifically
in college students. Studies on the drug have.proliferated, perhaps in
keeping with greater public interest in its use and abuse in the last few
years, Although much of the literature deals with the physiological and
psycho-pharmacological properties of cannabis, the psychological viewpoint
demands an exploration of social and personality correlates and the consequenﬁ
predictions of who uses the drug, and with what effects. Recent studies
by Jessbr'(Jeésor, Jessor & Finney; 1973) and Sadava (1974b) have had
some success in this task, by‘viewing marijuana use as a functional
behaviour, ''caused" by variables both of an interpersonal (environméntal)

and of an intrapersonal (personality) nature, and as an ongoing process
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changing over time. This conception of the problem may be traced back to
Rotter's social learning framework, and a short description of this

approach (based mainly on Applications of a social learning theory of

personality, chapter 1, 1972) would make the later work more meaningful,

Rotter's Social Learning Theory
8

In genéral, Rotter's Social Learning Theory utilizes the ideas of

expectancy and the empirical law of effect, as underlying constructs emphas-
izing the intefaction of the individual and his meaningful environment.

Thus, thebapproach is much more cognitive in nature than most other types

of learning theory. Specific efforts are directed to determning the subject's
perceptions of his goals and his subjective: expectancy that they will be |
fulfilléd according to‘his own past experieﬁces. Needs and goéls are

socigl in nature since they are initially fulfilled by others. Behaviour
becomes available if it has‘led to reinforcement, either directly, or

through observation and modelling. Generalization takes place, with
functionally related behavious/reinforcers leading to the same goals/
séﬁisfactions. Cognitions are more important in this theory than others
since the generalization may be of symbols and their refereﬁgéjw The

general formula used to predict behaviour is: BP=f(E & RV) where BP is

the probability of the behaviour, relative to other behaviours in the
specific (psychological or perceived) situations; E is the expectancy

or subjective probability of a particular reinforcer occurring as a

result of a certain behaviour; and RV, the reinforcement value, ié the
relative preference fof a given reward with expectancies for all rewards

kept constant. |

So, for instance, the potential for marijuana smoking to occur, in
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college,in relation to peer approval, is a function of the expectancy of
the occurance of peer approval, following marijuana smoking in coliege
and the value of peer approval. This is a specific example, and méy 5&(
expanded by including other reinforcements, both positive and negative,
other expectancies etc.

Jessor's Approach

Jeséor has taken Rotter's system, developed in a clinical setting,
and applied it to studies on alcohol use (eg. Jessor, Carnan; & Grossman,
1968; Jessor & Finney, 1973). Marijuana use is thought of as 'problem
behaviour... considered to be purposeful, goal oriented or functional (pl,
1973)". Variables have been classified into structures and systems by
Jessor: a personality system consisting of'motivational instigation,
belief and personal control structures; a perceived environment system
with these and other behavipursvranging from closely related to '"normal".
His methodology consists éf administering questionaires at two or more
‘points in time, using multiple-regression techniques, and gain scores
(ovér ﬁime), on social and personal variables to increase "accounted-for"
variance. He was able to assign users and non-users to their respective
groups with 73% accuracy and to achieve multiple R's of up to .39 (Jessor,
et al, 1973). ”

Sadava's Approach

Sadéva's approach has focused in on marijuana use specifically. One
ma jor problem in marijuana research is that while’ultimaﬁe’clinical interest:
may lie in determining what leads to abuse, research has been defined in
terms of use versus non-use. Even this distinction is made iﬁ different
ways'by various researchers. For instance the category of '"light use'

ranges from one to twenty experiences, and there are at least twenty-eight
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labels for use patterns (Sadava, 1974a). To cut down this confusion, -

Sa&ava designed a short group of questions, with four stages'ofvuse (Sadavﬁ,
1972) With the additional stages of non-user and "Have stopped" added

(Sadava 1974b). For the non=~user and the four user stages this scale has
Guttman-scale type properties. Continuing to refine criteria, Sadava

uses the following measures; frequency of use, time span as a user, contekts‘
of use and adverse consequences of use in a sample comprised of‘drug users.
These measures have average intefcorrelations of .23 with a maximum of .54
(Sadaval 1974b), indicating relationships amongst criteria, and the possibility
of patterns of drug use. The complex relationships between behaviour and
predicﬁors may be obscured by a poor choice of criterion. Meaningful correlate
may be hidden from our investigation if the criterion is poorly defined, or

if its scale properties are ignored.

Sadava's schema of variable systems may be seen in Figure i. The major -
difference between the systems of Sadava and Jessor is that in the former
cognitive'functions are conceptualized as a set of predictors of drug use
(by Sadava), and as being predicted by other systems of vériables. Using
his system Sadava (1974b) has found multiple R's of up to .62 for variables
‘predictiﬁg criteria measured at the same time, and multiple R's up to .58
for\o§§itudina1 analyses with_samples of drug users, Both Jessor and‘

Sadava use longitudinal analyses, and often utilize both the scores on
variablés at the earlier point in time, and change scores in these variables,
to predict behaviour at the second point in time.

Social Learning Theory: Applied to Complex Operations ~

In the analyses of both these researchers, the variables have been

analysed bit by bit, using sub groups of predictor variables to predict

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



FIGURE 1
Simplified Non-recursive

Social Learning Model
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each criterion, then another sub group to predict each criterion ahd.sc gﬁf
Perhaps this is due to a lack of a statistical framework, or of a notatiggal o
‘system that would allow easy manipulation of the large number of variablé;“
and extensive data. Thus the first stage of this thesis is the expression
of’Sadavé's and Jessor's systems in a notation that allows ménipulations éf
variables in order to deduce and to subject to verification, hypotheses :
about relationships between predictors and criteria. This is a necessary
step since some of the terms used (eg. 'related structures',"govary with
other kinds of problem behaviours') and also relationships between
variables (eg. BP=F(E & RV)) are hard to operationalize. Furthermore,
although the underlying principies assume an integrated predictive system,
the ;endency is to examine concepts and variables in isolation, and with
« less than complete thoroughness.
Notation
o Let B . be a criterion observation [section 1 of Figure 1] for
individual n (n=1l,...,N) at time t (t=1,...,T) on criterion q (q=1,...,Q)

which after appropriate transformations(s) is in Z-score form (Exp (B

qtn)=0s

Var(Bqtn)=1). Similarly, let Cltn(1=l""’L) be a normalized variable

for cognitive functions (pection 2 of Figure 13; (m=1,...,M) be a

mtn
normalized variable for personality characteristics [?ection 3 Figure 1];
Ektn(k=1,...;K) be a normalized variable for perceived environmental data
[section 4 Figure 1]; and Dg¢p(s=l,...,S8) be a normalized variable for
demogfaphic data @ection 5 Figure 1].

Let A(Bqtn) be a normalized variable cor?esponding to the unpredicted

part (i.e., change over time-delta) of Bqtn from Bqln’ Similarly, A(Cltn)’

8 CPyen) A(Ektn) and A(Dstn)-
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Let F__ (B) be the factor score for the r'th factor (r=l,...,R).
for individual n, taken from the Bqtn(D)'

' Let r;;n(E+C) denote a normalized variable consisting of that
cova;iance-free part (gamma) of Potn remaining after the variance due to
the E and C variable systems is partialled out, and so on for combinations
of P, E, C a>nd‘D. |

Let RBq.ECP be the multiple correlation between the qth variable of
B and the variables of E, C and P.

,Tﬁus usig§{the above notation for measurement times 1 and 2, it is
hypothesized that an equation of the follohing general form leads to bettef
estimations of criteria at time 2 and higher multiple R's than obtained

previously:
A s

Bq‘ln = Zl q,q Fon ( DSLn) T
5 g Frn (T #1050, 00) +
M k=1

Zr(}'W\Fh\V\ (Y‘m\n(D'ﬁE) 4 r‘Zn(D*’ )\).‘.
m:\
2 V%'F’“ (rl D+1~;+P} r‘ (D.\.t_,,p)\

RB%'EQPD ) qu}n Bgqzn,

The score for the n'th person, on the q'th criterion, at time 2, may
be estimated from a linear composite compfised of the sum of the variables
in each system weighted such that the predictors are orthogonal. Thus in
this case, the estimated criterion sdoie is the sum of the factorkscores

for demographic data weighted by first order correlation coefficients with -
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the criterion, plus the sum of the personality factor scores, free of
covariance with demographic data, and weightéd by the correlations with
the criterion, plus the percieved environment factor scores similarly
partialled (of both demographic and personality scores) and weighted, plus
cognitive function factor scores treated in the same manner.

Problems with this Predictive Svystem

In the present study several important limitations exist and should be
noted beforehand. Firstly, the model calls for all wvariables to be normally
distributed, zero mean, and unit variance. This condition may not be met
because of several considerations in the scales involved; measures may be
knqminal or at best polychotomous with very discrete values found for
what may or may not be underlying continuoué variables; some variables
may be extremely skewed, and even with transformations may not really re-
semble a normal distribution.

A second deviétion from the model relates to the fact that the various“
systems of variables should include all non redundant measures in ﬁhe
domain of interest. This condition is not fulfilled as: (a) thqse‘measures
may not at this point in tiﬁe exist and (b) only a limited subset (hopefully
representative) can be administered in the time permitted. |

| Another problem exists in that the model is linear in naﬁure whereas
either the real or theoretical variables may combine muitiplicatively
in the form of moderators to other wvariables, or in other nonflinear
combinations (eg. curvilinear). This must be kept as a consideration in
the research, but as the non-linear models tend to be 1imitedk0perat10na11y
more or less to small numbers of variables, the present work will (hdéefullyj

serve as a good first approximation.
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~ Other problems exist in the nature of the instruments used and
the type of behaviour studied. 1In the latter case, marijuana’ﬁse is,
of course, illegal and therefore reéponses to questions about its uéevcan
be seen as incriminating. King (1972) reports that anonymous and
identifiable » questionnaires on this subject do not significantly differ
on reported data, however this does not mean there will be no difference
between actual behaviour and reported beﬁaviour due to some fear of exposure.
With respect to questionnaire studies in general, we must consider the
possibilities of response styles and sets (eg. Jackson, 1967),‘and also
false content through misconceptions on the part of the subject. The
latter is more easily dealt with, in that according to the assumptions
of the Rotter, Jessor and Sadava models behaviour is determined by sub-
jective expectanéies, values, eﬁc; not merely objective facts, and distortion
ogvﬁhis kind do not render the information invalid.

To compare the possible distortion of responses on the qﬁ;étionﬁaire,
it is best to consider that the data have two different logical sequences.
The first sequence is that of cognitive functions followed by perceived
environment, personality and demographic‘data, ordered in térms of
decreasing proximity to the behaviour concerned. The subjects' own
perceptions will have the most weight and be least subject to cumﬁlative
reSpoﬁse biases.

The second sequence will be that.of demographic data, personaiity,
perceived environment, and cognitive function, in decreasihg order of
objective verifiability, as opposed to proximal subjectivity.

Specific Areas of Investigation

B There are four specific issues that must be examined in dealing with
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thebmodel. These are: distributional properties of predictor and
criterion ve;iables; the use of raw data vs factor scores; the use of

‘two seduences of orthoganalization, ie. starting with cognitive functionmns,
and starting with demographic variables; and the patterns of behaviour
criteria,

.Distributions of the Variables

It is extremely important that we examine the distributions of scores
on the variables we use before interpreting results from statistical
analyses, since we may be misled by our results if assumptions necessary
to the analysis are not met, or if mere useful approaches ;o data analysis
are ignored due to a lack of information. This warning takes on more
importance when the variables haven't been used extensively in other
research, and/of several "non-robust" (requiring stringent assumptions for
use and interpretation) statistics such as stepwise regression or canonical
correlation are to be used. For instance, we might have a distribuﬁion
with a few extreme values at each end, being correlated with another variable

" that also has extreme values., If the extreme values "match', there will
be a very high correlation that is not reflected at all by the ether
variable pairs. Another possibility is that the two variables have a
parabolic relationship, or that one variable is related to the logarithm
of the other. In both cases, the correlations between the variables would
be very low, and the true relationships found only by a theoretical or,
more likely, an empirical investigation of the univariate and bivariate
frequency distributions of the variables (see Carroll, 1967). 'As the
first part of the exploration of this model, these distributions will

\

be examined.
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11

- Raw Data vs Factor Scores

Since the scales for this investigation were chosen on the basis of
availability, or constructed to measure a specific area, there may be
both a large overlap in the doméin of measurement, and a great deal of

{7 variance ''superfluous" to the ﬁodel. If the variables are of this
nature, the use of a multiple regression technique may lead to différent
weights,fbr the variable in each sample, even though the particular under-
lying factors don't change from sample to sample., Cooley and Lohnés (1971)“
point out that '"chance'" is an important consideration in multivariate
analysis, and since we may have several variables contributing almost the
same variance, chance could determine which variable is chosen (the
cova?iance with similar variables being paréialled out and consequently
not appearing as significant). This process may have more importance than
seems readily apparent sincg we will be influenced in our model building
and generalization by the labels or names attached to the "significant"
variables, and may draw the wrong inference about the meaning of a
variable's loading on the regression equation.

One solution to this problem is to assure ourselves, prior to the
dependence analysis (eg. multiple regression), that we have predictors,
whose domains, empirically, do not ove;lap greatly. This may be achieved
by orthogonalization of our predictors. We may also collapse the number
of variables into a %Mmaller number of factors. Using this method, we
may substantiate the findings of analyses of raw data, and more easily
infer from the measured variable the underlying trait or cause;

Sequence of Data Entry

When orthogonalizing the data sequentially, the first variables may
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‘retain greater meaningful variance than later variables because of the
method itself. The last variables will, most likely, have 1it£1e or no
‘correlation with the criterion, whereas the corresponding Originallvariable
may, in réality, be highly related to the criteria. Ideally every variabie |
shoﬁld have equal chénce to covary with criteria, but this leads £0«aﬁ
enormous .number of analyses to include each sequential combination. Given.
these circumstances, together with the theoretical reasons discussed
previously for the different types of response sets and kinds of verifiability
two sequences of orthogonal predictors will be used: Functions~- .in which
-the function variables are entered first (the sequence of proximity); and
Demo. - in which the demographic variables are entered first (the objective
verifiability order). These sets will be e%amined to determine whét

differences exist due to ordering effects.

Criteria Patterns ‘
Cénsidering.Sadava's findings (1974b) concerning the relationships

between criteria, and the different predictors useful in each case; it is
important to look at the criteria carefully, to examine specifically their
’inter~re1ationships (eg. by factor analysis), and to find out whether
different sets of predictors predict different patterns of criterié

(using canonical correlation). Using this information we can evaiuate the
criteria as to their reliability and usefulness, In addition, a methodology

becomes available to ascertain predictive systems for genuine, multidimension:

patterns of use,
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Chapter II
Method
Sub jects

The +uestionnaires were filled out by first and second year studenﬁs,
enrolled fulle~time at Brock University, St. Catharines, Oﬁt.vin the
1972-73 academic year, Four hundred and eighty Ss completed question=
aires in Nov. 1972; and of these 371 filled out the questionnaire in
Mar. 1973. The ages of the Ss ranged from 16 to 74 but most were under
26. Fifty-five per cent of those responding twice were female.

The group (371) was split into two sémples randomly, Sample 1 was
187.Sg and Sample 2 was 184. Scores wefelstandardized within samples,
but all other estimated parameters: (e.g. correlations, factor 1oadings,
etc.) were obtained from Sample 1 and applied to Sample 2.

Questionnaire

Table 1 1ists'the scales used, number of items, format and source,
if other than Sadava (1972, 1973, 1974b). This table is organized by
variable systems, i.e. behaviour, cognitive functions, perceived envir-
onment, personaliﬁy, and demographic data, and excludes some scales
not used in the present study.

Major Statistics

Univariate and Bivariate Distributions

Descriptive statistics and frequency distributions were founq
for each scale, using‘data before standardization. Scattergrams were
constructed for ten predictor variables (standardized) with each of

the four criterion variables, to give an indication of the types of .

13
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TABLE 1

Variables Used

14

System/ Number of Items Item Format Source**
Variable

Criteria

System : L B I I I Y ® & 4 v 0 80 LG I 2 N 3
Consequences 17 3 point scale
Range 19 yes/no
Time Span 1 "how long ago"
Frequency 1 # of occasions

. Cognitive _

Functions cessessen IERET TP cereea
Total Positive 14 3 point scale
Instruemental 6 3 point scale
Coping 6 3 point scale’
Total Negative 10 3 point scale
_Ideological 4 3 point scale
- Fear 6 3 point scale

‘Percieved '

Environment cessasens  eeeseees sesses
Social Support 10 4 point scale
Social Sanct'n 6 3 point scale
Availability 2 5 point scale
Parental Model 16 - 4 point scale
Sibling Model 5 - 4 point scale

Personality ceesesnns sessssse cesens
Peer Confor'y 10 3 point scale |Lin(1972)
Peer Indep. 10 3 point scale |{Lin(1972)
Peer Anticon'y 10 3 point scale {Lin(1972)
Family Con'y 10 3 point scale |L1in(1972)
Family Indep. 10 3 point scale |Lin(1972)
Family Anti. 10 3 point scale Lin(1972)
Tol. Drug Use* 3 10 point scale
Att. To Devian 15 10 point scale :
Total Risk 8 9 point scale | Jackson(1972)
Physical Risk 2 9 point scale Jackson(1972)
Financial Risk 2 9 point scale Jackson (1972)
Social Risk 2 9 point scale | Jackson(1972)
Ethical Risk 2 9 point scale | Jackson(1972)

continued
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Table 7 continued

System/ Number of Items Ttem Format Source®¥*

Variable ‘

IE Locus of Con 23 Forced Choice Rotter (1966)

IE personal 9 Forced Choice Mirels (196 )

.IE political 4 Forced Choice Mirels (196 )

Trust 25 5 point scale Rotter (1966)

Personal Trust 6 % point scale

Political Trust 8 5 point scale

Interper'l Al'n 10 5 point scale Keniston (unp)

Social Alien'n 5 5 point scale Keniston (unp)

Moral Judge.* 35 mixed

Religiousity* 3 mixed

Delay Grat'n 4 5 point scale Stumphauser (1972)

Time Pers've 5 number of monthg  Shybut (1968)
Demographic ccsessnas seescasae cesese

Sex * 1

Age * 1

Social Econ,* 1

Yr in College® 1

Poli. Orien'n* 1

Residence* 1

Reference Gr.* 1

Height * I

Weight % 1

Self Des. Obs,* 1

Exp. GPA * 1

GPA Difference% 1

*Not repeated Spring, 1973
*%* If other than Sadava
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bivariate distributions present in the data.

Orthogonalization of Data

Delta and gamma scores. In order to arrive at a set of mutually

independent predictors several types of transformation are needed, 
First, we must get an estimate of change-over-time scores. Given ﬁwb
sets of scores on the same variable, from the same subjects, we can
partial d;t of the later score, the variance accounted for by the
score taken at a point earlier in time (e.g. Jessor et al, 1973)..
Thus, starting with two related scores, we obtain a base score, and
aﬁ independent estimate of change, a delta (A) score. Delta is estimat=
ed by Ferguson's formula & = 2z, - rlzzz)/. l-rj, (1971, p. 387) vhere
Zy 1is the score at the first point in time, Z, is the same subjects'
score aﬁ second ﬁoint in time, and r12 is the correlation between Zl‘
and Z7 over all subjects.
A generalization of the above formula estimates a score that is

independent of more than one variable (Ehis may be done across time,

ag for , or with other scores from a larger test battery). If we

wish an estimate of this covariance-free score, a gamma () score, we
may use the following formula: P1.23...n= (z,- 'é:lmzm)/‘vl-zrim

[éee appendix A for proof], where Z1 is our variable of interest,
Zys--22n are the covariates, rlm is the correlation between the z1
scores for,Zm(m=2,...,n) over all subjects. These scores will have
’E(P)=O,VAR(F)=1 and will tend to a normal distribution.

Principal components. The third type of transformation needed

is a principal components factor analysis, producing appropriate
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factor scores. Since we are interested in linear composites with fhé 
chéracteristics of mutual independence, interpretability and‘compleﬁe-
ness, the proper procedures for this faétor analysis are: the use of
unities in the main diagonal; an adaptation of the scree test (see
Cattell, 1952, for a discussion of this criterion) to determine the
number of factors retained; and a varimax rotation of those factors.

We must use unities in the diagonal instead of estimates of commun-
ality since our data are not being used to infer underlying structure,
but rather, are being described by the factor scores., The question of
establishing the number of variables to be rotated is more compleXx.

It may be resolved by considering the nature of the factor structure
and the coﬁmunality of a variable. We may tegard communality as the
square of a variable's multiple correlation with all the extracted
factors. Thus, if each variable has a high communality after a
certain number of factors hﬁs been extracted, we may assume that eaéh
of the common and unique factors has been obtained. For example, if-
after five factors are extracted, the communality of a variable is
.78, there remains to be accounted for, only 22% of the original
variable's variance in all the remaining factors.

We can always (with unities in the diagonai) account for all of
the variance by taking as many factors as variables, but we most like=
ly will have "error" factors, due to faulty measurement, discrete
scale values_etcetera. A procedure that tends to eliminate these
factors is Cattell's scree test (Cattell, 1952). A sharp drop-in
eigenvalues after relatively high eigenvalues means the following

eigenvalues may be neglected. The original argument by Cattell
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recommended both a scree test, and a minium eigenvalue over 1.0,
'howeve¥, since we are using principal components, the later requirement
may be dropped, and the requirement of high communalities added.
The varimax method of rotation is used so that each factor can

*be most easily identified as related to a feﬁ (and if possible only
éne) variables. Varimax simplifies factors, as opposed to variables
(Mulaik, p.259, 1972), and this means that the '"output'" of our trans-
formation will tend to be more easily interpretable than if we used
either a variable-simplifying or both factor and variable simpiifying

rotation.

-Stepwise Multiple Regression

This technique (SMR) is really a combination of regression and
factor analysis (Mulaik, p.412, 1972). The first step is to correlate
the criterion with the criterion as the variable in the regression
equation. The factor collinear with this va?i;ble is extracted from
the predictor matrix, and a residual correlaﬁion matrix 1svobtained.
Then the variables (or factors since this factor analysis method-that
of Cholasky EMulaik p.412] maintains a correspondence betwéen factors
and variables),remaining are correlated with the predictor, the
corresponding factor extracted, leaving a residual matrix, aﬁd so on.
At each step a variable is added to (in occasional circumstances
removed from) the regression equation, and the multiple correlation
is increased.

This process of adding (and/or removing) variables can continue
until all the variables are in the equation, however, as with other
factor analytic procedures, later factors (i.e. variables in Cholesky

method) miy be unique or error terms. Since we are dealing also with
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regression, the unique factors that do not correlate with the criterion,
may bé, for practical purposes,considered error. Either error ﬁay'indrease
the multiple correlation, but to such a small extent that, giﬁen the
probability of measurement error, the predictive utility of the eqﬁatiom
is diminished. Cooley and Lohnes (p.56-57, 1971) point out that SMR

can capitalize on chance to a large extent, and care must be taken to
replicate this procedure on another sample(s). The replicated R may
shrink appreciably if too many variables are allowed in fhe’original
equation. For our purposes, we may use an F ratio (or an equivalent

t test) to determine whether a‘variable'should be added to the equation. 
This F ratio is computed as the square of the ratio of regression

coefficient and its standard error (SPSS, 1970).

Orthogonal Predictor Variables

If the correlation ﬁatrix of predictor variables is an identity
matrix (i.e. the variables.are correlated), the regression equation
weights may be obtained directly from simple correlations with the
criterion (Mulaik, p.404, 1972). Furthermore, the square of the
multiple correlation is the sum of the squares of the simple éorreia-
tion with the criterion. If we have orthogonal predictor variables,
the order of entry of these variables into a étepwise MR is the same
as the rank order of the absolute values of the correlation coeffic-
ients, and the SMR 1s not necessary. In practice, a SMR can be useful
in these circumstances since the correlation with real data érobably
will not be an exact identity matrix. Even if our regression weights
are from a non-orthogonal group of predictors, Cooley and Lohnes

(p.56, 1971) pdint out that sample predictor-criterion correlation
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coefficients of the first order may yield better predictive utility
than regression weights from more "sophisticated" processes,

Canonical Corrclation

Stepwise Multiple Regression may be considered a special case of
canonical correlation. The problem of canonical correlation 1s to find
rclationshs ps between a set of predictor variables and é get of criterion
variables (in SMR we have a set of one criterion variable), 1In general,
we ask if there is a combination of predictors X (a pattern) that has a
high correlation with a combiﬁation or pattern of criterion Y variables.
To do this we find a set of weights for the predictors such that the
composite variable (Wl) is maximally correlated to a composite variable
Y; made up of a weighted combination of the'Y variables. A factor
corresponding to Wy is extracted from X which leaves the residuals Xy,
unrelated to Wy, in the same manner as the residual matrix is found in
SMR; The composite v, is Ereated{nuthe game way to produce a fesidual
matrix Y.. This process is repeated producing (usually) m set of weights,
where m is the number of variables in the smaller of the predictor and
criteria groups (see Van de Geer, 1971). We must then evaluate the
sets of weights called canonical variates to find which are significant,.
The canonical correlation coefficient R, can easily be misinterpfeted.
It is not the correlation or overlap between X and Y but between the:
linear compositesvw and V. To evalﬁate the "overlap" or shared variance
of the two sets, we may use a statistic Rd, a redundancy coefficient
discussed by Stewart and Love (1968). For each canonical correlation
there are two redundancy'coefficients, one for the X variables given'

the composite V from the Y variables (i.e. Rdx) and one for the Y-
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variables given the composite W from the X wvariables (i.e.Rdy). Ry, 18
calculated as the proportion. of variance extracted by the factor‘(wn)
times the proportion of shared variance (ch) between the féctor énd
corresponding caﬁonical factor of the other battery (Cooiey and Lohnes,
p. 170, 1972), Thys we square the weights of the X variablés, divide by,“
the number of X variables, and multiply by the canonical correl ation
The canonical cﬁrrelation analyéis can be useful in exploring
criterion patterns however it should be used in conjunctidn with other
measures such as the multiple correlation of each criterion (Cooley and
Lohnes, p.176, 1972), chiefly because’of the complexity of the procedure,
T and the possible misinterpretation of results.

Summary of Programmes and Formulae

1. Univariate Diétributions - SPSS (1970), subroutine CODEBOOK

2. Bivariate Distributions = BASIS (1971), subroutine Plot.

3. Delta Score - 7172 = (Zi - rlzzz)/ 1- r122. A Fortran programme was
written and an example given invAppendix B.

4., Gamma Scores: = (2q~ (rlmzm)) / 1= rlmzf This was done by a
Fortran programme in Appendix B.

5. Principal Components Analysis: Both SPSS (1970), subroutine FACTOR,
and SSP factor analysis ( 1970: P.429) were used, with several sets of
data run on both to ensure accuracy (identical results to fifth signific~
ant digit).

7. Correlation Coefficients. SPSS (1970), subroutine PEARSON CORR was

used and compared to SSP subroutine CORRE;
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8. Stepwise Mutiple Regression: SPSS (1970), subroutine REGRESSION, and
SSP programme for stepwise multiple regression (p. 419) were used and
compared. ‘

9. Canonical Correlation: SPSS (1970), subroutine CAN CORR was used,

there were no suitable programmes for comparison.
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Chapter III
Results

Univariate Distributions

E - The raw data may be grouped in sets of variables with common forms
of frequency distfibution. These distributions seem to approximate:
the normal, truncated normal,‘supérimposed two population normal,‘the
Poisson, theArectangulér and the dichotomous or binomial distributions,
Table 2 gives examples of variables from each group, descriptive
statistics and tybe of distribution.

Bivariate Distributions and Correlations

Selected pairs of standardized variables were plotted to check for
usual bivariate distributions. None of the distributions‘seemed
curvilinear (e.g. U shaped). The scattergrams including Range seemed
‘to indicate that extreme values (for Range) were depressing the
correlations, and suggested that correlation with Log (Range) might
be considerab]y higher. Scattergrams are included as Figuré 2,

Correlations matrices between the criteria and each of the pfedictor,
variables may be found in Appendix C. There is a matrix for each of the -
Raw, Functions and Demo. modes of analysis for Sample 1 and for Sample 2.

Trans forms

‘The resulting variables, processed in either direction, i.e. part-

ialli.g out covariénce‘of functions from social, of functibns’and social
. from pérsonality etc; and partialling out covariance of demogtaphic from

personality variables etc., were relatively easily identified, ha?ing

23
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TABLE

Univariate Distributions

. .
— so——
————

T { Central Moments * Type of
Variablewk Mean Variance SkewnessIKurtosis Range QuartilesDiStributicnn'
Fréquency 17.976 |6095.527 | 10,940 | 133,106{ 999 0/0/10 "Poisson/

: ' ‘ Dichotomous
Time Span { 19.505 648.855| 1.365 1.860| 144 0/4/36 |Poisson
Range . 3.585 13,238} 2,725 | 12,793{ 33  |1/2/5 Poisson
Consequen, { 31.118 116.599{ 0.400 -1.095{ 34 22/30/41 Rectangular‘
Social Supp,i9.865* 36,4361 0.406 -0.572| 28 15/20/24|Bimodal Nor;
Avail, 8.435 2.436% -1.382 2,536 8 8/9/10 |Trunc. Nor;
Sib. Model | 7.557 5.4331 1.675 4.7331 15 6/7/9  |Trunc. Nor.
Total Pos. | 22.862 27.451}) 0.491 0.156 28 19/22/26] Trunc. Nor.
Ideo. Neg. | 6.470 3.432}) 0.799 0.159 8 5/6/8 Trunc. Nor.
Fam. Conf. §22.849 6.501} 0.053 0.079 15 21/23/25}Normal
Att.To Dev.} 36.891 81.661} 0.069 0.472{ 58 = 31/37/43|Normal
Total Risk §38.192 | 89.906 ] 0.052 0;010 54 32/38/44|Normal
1.E. 10,593 24,697 § -0.014 -0,585) 22 7/11/14 |Normal
Exp. GeA  |73.843 | 42.218] o.s11 | 1.014] 41 |70/75/80|pisc. Nor.
S.D.Obes. 3.114 0.530] -0.047. 0.370 4 3/3/4  |Normal
Sex 1.445 0.248| 0.220 | -1.952| 1 [1/1/2 |Dichotomous

1. A

* Based on 371 observations

*% Spring variables except Att, to Dev.
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high loadings on principal compwwnts analyses; Table 3 includes rotated
factor loadings, communalities, and lists new variable names for the
two modes of factoring.

Factor Analysis of Behaviour

In both Samples 1 and 2, freqﬁency is unrelated to the other
criteria, with time and range loading together. Table 4 presents
rotated loadings and eigenvalues .

Stepwise\Multiple Regression Analysis

A total qf_24 SMR's were calculated. Tables 5 through 10 present
the variables with significant Beta weights, the cumulative variance
in thousandfhs and the final multiple correlation coefficient. Table 11
preseﬁts a2x3x4 breakdown of these Multiple correlations, and
average co;relations'(using Fisher's Z transformation) for each

classification.

Canonical Correlations
Five canonical correlationshﬁére performed,'results for canoﬁical
correlation with raw data were not obtained due to the size of the r
matrix and the programmes. available. One of the canonical correlations
was meaningless due to a singular métrix resulting in a cgﬁonical
correlation greater than 1.0. Table 12 gives the signifiéant canonical
correlations, loadings variables with loadings for each of the four

meaningful analyses.
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TABLE

3

Functions and Demo. Factors

Original Variable Functions Factors Demo. Factors

Name # Name # |Loading [Comm, Name # lhoading |Comm.
Tot Pos Func 5 Pos Func 7 .99 .99 Pos Func 47 .99 .99
"Inst Pos Func 6 Pos Func 7 .89 .80 Pos Func 47 .88 .78
Cope Pos Func 7 Pos Func 7 .87 .80 Pos Func 47 .88 .78
Tot neg Func 8 Neg Func 5 .99 .99 Neg Func 44 .99 .99
Ideo Neg Func S Neg Func 5 .89 77 Neg Func 44 .85 .74
Fear Neg Func| 10 Neg Func 5 .94 .77 Neg Func 44 .91 .84
ATot Pos 11 4 Pos 8 .99 .99 L. Pos 45 .99 .99
£Inst Pos 12 A Pos 8 .87 .80 & Pos 45 .86 .76
A Cope Pos 13 L Pos 8 .86 .88 & Pos 45 .87 .78
LATot Neg 14  |ANeg 6 .98 .99 ANeg 46 .98 .99
£1deo Neg 15 é&Neg 6 .86 .76 ANeg 46 .83 .70
LFear Neg 16 ANeg 6 .89 .83 LNeg 46 .86 .81
Soc supp 17 Soc Sanc 9 .58 .83 Soc Clim 37 .84 .78
Soc Sanc 18 Soc Sanc 9 .94 .92 Soc Clim 37 .82 .70
Avail'y 19 Avail 15 .95 .95 ASoc Supp 38 .64 74
Par Model 20 Par Mod 13 .95 .92 Par Mod 41 .95 .93
Sib Model 21 Sib Mod 10 .81 .87 Sib Mod 39 .78 .81
£Soc Supp 22  lASoc Supp 14 .96 .96 A Soc Supp 38 .85 .84
& Soc Sanc 23 4 Soc Sanc 12 .98 .98 £Soc Sanc 40 .97 .95
AAvail'y 24 JAAvail 16 .99 .99 sAvail 42 .97 .96
& Par Mod 25 A Par Mod 11 .97 .97 ¢.Par Mod 43 .97 .99
£.Sib Mod 26 Sib Mod 10 ~.77 .86 Sib Mod 398 -.74 .79

Continued...
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Continued,..

Cont'd

Name # Name # 1 Loading [Comm. Name #1 Loading |Comm,
Peer Conf 27 Peer Conf 27 .95 .94
Peer Indep 28 Indep 22 .87 .88
Peer Anti 29 Anticonf 21 .85 .80
Fam Conf 30 Fam Conf 30 .93 .92
Fam Indep 31 Indep 22 .87 .87 Fam Indep 29 . .98 .99
Fam Anti 32 Anticonf 21 .87 .86 Anticonf 21 .97 .98
Att Tow Dev 33
Tol Dr Use 34 Tol Dr Use 27 .96 .95
Tot Risk 35 Tot Risk 20 .90 .87
Phys Risk 36 Tot Risk 20 91 .87
Fin Risk 37
Soc Risk 38 Soc Risk 20 .98 .99
Eth Risk 39
Tot I-E 40 I-E 17 94 .95
I-E Pers 41 I-E 17 .85 .89
I-E Poli 42 I-E 17{ .70 .82 I-E Poli 36 .93 .96
Tot Tr 43 Poli Tr 26 91 .90
Pers Tr 44 Pers Tr 22 .90 .91
Poli Tr 45 Poli Tr 26 .90 .89 Poli Tr 31 97 .99
IP Alien 46
Soc Alien 47 Soc Alien 35 .96 .98
Moral Judg 48
Relig 49 ' Relig 33 .96 .98
Del Grat'n 50 Del Grat 24 .93 .91 Del Grat 32 .99 .99
Time Pers 51 Time Pers 23 .99 .99

62



.30

*+*panUTIUO)

L6’ 96" 81 819d SWILY 96° L6° 1€ s13d 2wily | €L s1ad swilV
L6 | L6 61 1eI1) 1909 44 381D 120V
86° 86" 174 udTIV 208V €8* L8° 2 udTIvyY 1L usllV 2089
9L’ 7L 4 ulTIvVY 0L uarlv dIv
66° 86" o€ L 1104V 06° z6’ 81 IL 11049 69 Tiod 1V
96° G6° 97 1L saed ¥ _ 29 siad ILQ
16° 6" 81 il 1104V L9 L 18301V
€6° 68" <1 a-19 , 99 110d 3-1I9
16° §9° ST i-1v z6° %6° 61 siad -1V €9 saad I-1IV
16° €6° 61 sisd H~IV %9 g-1 1B30LW
96° %76° e qsTd Y3Idg 88" 98" 7e qSTY 208V £9 isTd YAV
86° 96° 8¢ ASTY 208Y 79 STy 08 Y
%6* %6" z€ AsTY utdv | 19 NS UIIV
6" 96" 62 AsTd s&yd ¥ | 09 ATy shud ¥V
65 ¥sT 301V
S6° %6° 91 Asd MOL 3IVY 66° 86° 3 asd MOL 33VVY 8¢ asQ Mol 13VQ
88" L8° €e Juod-uoNvV LS TIuy wegy
16° 06° V{4 depul wedy 06" z6°® 8z dopul v 95 depul wedy
£6° 96" L1 Juody z8’ 9L 4 Juodw 139 Juo) wedy
68" 16° 92 depul weiv | ves TIUy 1994V
%8° 89" 14 dopuly | €6 depul 924V
4 £€8° €T Juop v zs Juod 393dV

*umo)) Sulpeol # sweN ‘umo) |uipeo] # sweN ) awey
pP,3u0)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



31

T o1dues uo

poseq pUE UOIJIR}O0I XBUWTIBA I23I® wmcﬂvmoﬂ 11V : 230N

66° L6® £1 33ITa 2D 66° L6° LE F3Tq A <8 - 331Q °pead
66° 86° 8 vao dxdg 66° 86° oY Vdd dx3 8 vdo dxd
16" - 86° 9 oas 96" 86° 8t ods €8 sq0 d 31=§
£6° 88° 1 9218 98° 16° 9¢ CEAS A) Iy319M
88" 26" < 221§ 16° 18° 9¢ 9218 18 3y81eH
66° 66° YA | IH 3=y 66° 66" oY 1D 38y 08 msouw 394
66° 66° 6 59y 66" 66° 6 soy 6L oouspirsay
66° 66° 1 33V 110d 66° 86° 1 ua1ap TI10d 8L uaTag II1od
66° 86° L 1100 utr ax 66° 66° £y 1190 ur aA LL 100 ur ax
66° 66" 11 EEH] 66° 66° w9 S3S 9L a§ 0d 20§
66° 66° 01 98y 66" 66" (A4 a8y Sl 38y
Z8° i8° 9 92718 8" L8 9¢ 921§ YL X9g
*uo) SUIpeo] # aweN ‘unuo) {BUTpEO] # aweN # ueN
p,3uo)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



32
TABLE 4
Factor lLoadings of Criteria
(Varimax Rotation)
. Criterion Initial
Sample Factor
Eigenvalue
Conseq. |Range Time Freq.

1 -.214 .398 .900 .090 2,284

2 -.016 | .293 | .101 .975 | 0.968
One

3 .966 -.192 -.258 -.014 0.522

4 -, 147 .848 .336 . 202 0.226

1 -.106 .936 .347 .109 2,076

2 -.060 .124 130 .987 0.870
Two

o -3 974 |-.113 -.232 -.058 0.727
4 -.189 .309 .900 .105 0.327"
1 -.165 L 915 391 2,089
not
One * 2 964  1-,180 -.252 0.643
included
3 .209 -.360" -.885 0.268

* Freq. excluded from analysis
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TABLE 5

Raw Data Sample 1

Stepwise Multiple Regression

Criterion

Variable

Frequency

Time Span

Range

Consequences

Predictor
Variable
and
Cumulative
Variance %%
(in
thousandths)

ATotal Risk(110)
Del Grat'n(133)*
Pers Trust (152)%*
Poli Trust (181)

Social Supp (450)
Tol Dr Use (486)*
Age (508)

APoli Trust (528)*
Pr Anti (545)
ATime Pers(561)
ASoc Al'n(575)
APars Trust{537)*
ANeg Cope (596)*%
ASocial Supp(606)

Social Supp (449)
Tol Dr Use (491)*
ATime Pers (528)
AFin Risk(549)
Social Sanc(562)
ATrust (578)*

Pr Anti(589)*
AAtt Tow Dev (598)*
'Sib Model (610)

Social Supp(247)*
AFear (334)

Fear (406)

APers trust (457)
ASocial Sanc (477)*
Avail (494)*
APhys Risk(509)
AFam Anti (523)%*
ATime Pers(532)
8Neg Cope (543)
AFam Indep(554)

Multiple
Correlation

426

.778

.781

.774

*#ariables with negative loadings
%%All variables load significantly (p<«.05)

€t
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TABLE 6

Stepwise Multiple Regression

Raw Data Sample 2

+

Criterion Variable

Freq. Time Span Range Consegq.
Predictor Tol.Dr.Use (133)* | Social Supp (458) Social Supp (357) | Social Supp (259)%
Variable Grades (132)* | ASocial Supp(512) | Tol.Dr.Use (407) | LSocial Sanc. (307)%
" and tDel. Grat, (177)*| Age - (538) | AIP.Al'n (440)* | Soc. Sanc.  (339)%
Cumulative Time Persp. (209) Sex (562) | Sex (458) | LInst. Fn (374)
Variance** Att. Tow. Dev(231) Tol. Dr. Use(583) | Att. Tow. Dev(473) |Fin Rk (393) %
(in Thousandthsg) AEth. Rk (250) ASib. Mod. (599) | APeer Conf. (484) Yr. in coll. (411)%
' Weight (272) APar. Mod. (609) | ASoc. Supp. (494) |4Avail. “427)
AFin Rk. (506) | Self Des. Obs(442)
4Eth. Rk (455)
Multiple
Correlation 521 .780 711 674

* Variables with negative loadings
** All variables load significantly

7e
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TABLE 8

Stepwise Multiple Regression

Functions Sample 2

Criterion Variable

Frequency Time Span Range Consequences

Predictor Neg Func (022)*{ Neg Func (177)*} Soc Sanc (120) Neg Func (139)
Variable¥* ANeg Func (046)*{ Soc Sanc (293) Neg Func (230)*| ASoc Sanc (207)*
in order of Avail (061) Avail (386) Avail (315) Soc Sanc (292)*
entry with 4Neg Func (440)*] pgAlien'n (365)*| Avail (331)*
Cumulative Sib Mod (463) LNeg Func (398)*| APos Func  (360)
Variance AIE (494)*| ANon-Conf (412)*| QANeg Func (388)

Poli Orien (518) ASoc Supp 427) Del Grat (408)*

ASoc Sanc (544) Poli Orien (425)%

Age (557)

AEth Rk (567)

IE (577)*

ASoc Supp (591)
Multiple
Correlation: , 246 ©,.769 .653 -.652

%% All variables load significantly (p<.05)
* Variables with negative Loading

9¢
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TABLE 9

Stepwise Multiple Regression

Demo Sample 1

"Criterion
Frequency Time Span Range Consequences
Predictor ADel Grat (046)*| Soc Clim (139) Soc Clim (163) [Soc Clim (119 *
Variable** AAtt Tow Dev (077)* | Size (259) Size (269) [Size (190)*
in Order of Self D.0Ob (106)* | APoli Tr (324)* | pEth Rk (316) | Poli Tr (261)
entry with ATime Persp (128)*] Poli Aff'n (387) &Del Grat (354)* | APoli Aff'n (289)%
Cumulative Time Persp (153)* | Del Grat (425) | Grade Diff (383) | Neg Func (317)
Variance Pol Tri (178)* | Grade Diff (453) Self D Ob (410)* | Age {(339)
Soc Clim (200) ASoc Sanc (480) Poli Aff'n (432) Residence (B61)*
Residence (498) Sib Mod (452) Grade Diff (382)*
Soc Alien (511)* | APoli Tr (470)* | APos Func (402)
Sib Mod (524) Poli Tr (488)* | AAtt Tow Dev (418)
Age (537) ASoc Supp (502) | Relig'y (bbb )y*
Peer Confor (550)* | AcConform (515) | &Soc supp (460)%
Soc Al'n (527)* | ASuc Sanc 473)*
Yr in Coll (486)*
Multiple 448 741 0726 «697
Correlation . :

*%A11 Variables load significantly ( p< .05)
*Jariables with negative loading

A%
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TABLE 10

Stepwise Multiple Regression

Demo, Sample 2

Criterion Variable

Frequency Time Span Range Consequences
Predictor ATime Persp (067)* | Soc Clim (145) Soc Clim (144) Poli Aff'n (121)%*
Variable** Soc Clim (094) Poli Aff'n (304) Pol Aff'n (253) Soc Clim (170)=*
in order of Size (381) Size (295) Residence (209)*
entry with &Soc Alien 407) ADel Grat (326)* | Poli Tr (250)
Cumulative Del Grat (434) APoli Tr (355)* | AT E (275)*
Variance &Soc Supp (461) Relig'y (379) Size (309)*
Yr in Coll (482) Ref Grp (395) ASoc Sanc  (355)%*
Sib Mod (505) AEth Rk (409) Relig (357)*
&1.E (518) Time Persp ((380)*
Neg Func (401)
Soc Al'n (421)*
Yr in Coll (437)=*
Self D Ob (451) ¢
Multiple
Correlation 307 720 640 +672

%% All variables load significantly (p < .05)

* Variables with negative loading

8¢



TABLE 11

Summary of Multiple Correlations

Mode of analysis

Sample Criterion Raw Functions Demo. Total **
Conseq. 744 (11)*| .673 ( 8) | .697 (14) .705 -
Range 781 (9) | .743 @o) | .726 a3) | .750
One

Time Span | .778 (10) | .771 (11) | .741 (12) | .765

Freq. 426 (4) | w272 ¢2) | 448 (7Y | .384
Conseq. 674 (9) | .652 (8) | .672 13) | .666
| Range 711 (8) | .653 (7) | .640 (8) | .669
Two . .
Time Span | .780 ¢ 7) | .769 (12) | .720 ¢ 9) | .758
Freq. 521 (7) | 214 (2) | .307 (2) | .354
Conseq. .708 .664 713 .686
Range 747 .701 .684 712
Total **
: Time Span .779 .770 .758 .761

* Averages over modes/samples (using Fisher's Z)
%% Indicates number of variables with significant loadings
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TABLE 12

Canonical Correlations .

Mode of Analysis

Functions 1 Demo 1 -Demo 2 Demo 1
1 2 1 2 1 1 2 3
Canonical** «
Correlation| .876 591 .860 - .656 .855 .854 L6411 .546
Coefficient
of Redun- .088 171 094 .197 ,096 .101 .237 .151
dancy (Rdx) :
Conseq. -0,382 1.010 -0.560 0.965 -0,475 -0.522 1.024 0.082
Range 0.364 0.895 0.282 0.403 0.281 0.398 0.213 1.378
Time Span 0.419 0.138 0.290 0.777 0.475 0.292 0.802 1.266
Frequency 0.080 -0.366 0.173 -0.360 - 0.042 not included
Predictors |Neg Func |ANeg Func |Size Age Size Size Age dDel Gr*
BNeg * ATime Per |ASoc Rk* |AA,T,D. |[Pol Or Pol Or ATimePer* |[Soc Rk
Soc Sanc APol Tr* [ATimePer*|Pol Tr* |Soc Rk* |ADel Gr* |APer Tr
Avail Soc Clim }Anticon* |Soc Clim |bPol Tr* |Anticon* |pam Ind
ASoc Al* Soc Clim |Time Per*|{Pol Tr+*
Soc Rk 8Soc Al* [Del Gr¥
Fam Ind Soc Rk AEth Rk
Pol Tr* Fam Ind
AEth Rk* Pol Tr*
IE Pol¥* Del Gr
Relig* Relig*
Soc Clim JEth Rk¥*
1IE Pol
*ariables with neecative loadines ** ne .05

or
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Chapter IV
Discussion
Several importamt issues must be considered in testing a predictive

system. The first point is the investigation of the nature of the
distributions of scores for the variables, the effects of these
distributions on reéults, and the possibilities of reformulating '
meaéurés or transforming distributions to eliminate undesirable |
characteristics. Then, the effect of efror components, and co?ariance
of éhosen predictbrs is examined by ﬁeans of raw score=-factor score
comparisons with reference to stability of results and interpretatioh
of regression weights. The importance of different sequences of data‘
‘entryvshould be considered. And finally, consideration will be given
to pattérns existing within the criteria, and in the relationships
between predictors and criteria patterns. Discussion of each of these
issues follows, concluding with a general overview and discussion of

implications for multivariate research.

Distributional Properties of the Variables

The universal and bivariate frequencies of the data seem to deviate
from normal, and bivariate normal distributions. Descriptive statistics
for 15 of the variables appeared in Table 2, This sample represeﬁts
the kinds of distributions found, and includes each of the variable
systems. An examination of these fifteen varialbes répresents a |
cénsideration of the problems in the complete set of 85 variables. Firsg
the variables will be considered individﬁally, with the empirical

distribution arising from both scaling properties, and the properties
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of the underlying '"real" distfibutions.
.Cxiteria

Frequency. This one item scale requires the subject to state the
number of times he (she) has used marijuana in the lasf Si}; months,
The answers range from 'O' (marijuana not used) to '999', and the
distribution has very high skewness (a measure of symmetry, high positive
meaniﬁg a long tall to the right, high negative a long tail to the
left), and a very high kurtosis ( a positve kurtosis means the
distribution is more peaked than the normal curve). An examination
of‘the histogram for frequency shows tﬁat goproximately 55% of the
re3pondentsigave an answer of '0O', Three possibilities exist as to
the nature qf the distribution: a dichotomy with unequal intervals;
a poisson'distribution; or a log-normal distribution. The log-normal
is properly a distribution for a continuous variable, but may be
approximated for a discrete variable, It is a distribution in which
the logarithm of the variable is distributed normally, and resulté
from either a particular process occurring to the ''true score" or as
a result of error variance being related to the value of the true score
(the error variance of a normal variable is unreliated to the true score).
The distribution may not take on the true value of 'O’ (153 (0) is
undefined), and since the probability of '0' is so high, the additioh '
of a constaﬁt in this case may be more distortion than transformation.

A poisson distribution occurs when we héve "rare oceurreﬁces
events in a fixed time interval (Tsokos, p.113, 1972)", Since it seems
strange that an event that has low probability could occur 100, 200 or

999 tilmes, as with froquency we must consider what these numbers mean,
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First of all over the six month period, the respondent answering\‘lOOf

has smoked every second day, the respondant answering '400' has smoked

twice a day, etc. Also we must consider the implications of the number
given ags to  probable error involved. Most likely those reSpénding '0’
will give an exact (true) report, but those responding with"s' may be

including the interval 3,7 , and with '200' may be including 180, 220 etc.
This 18 similar to psycho-physical problems (e.g. JND's)_where the

error is proportional to the magnitude of the true score. The differencea‘ﬁ
between answers of '1'and '100' and between '101' and '200"§dnnot be

considered as equal intervals. Perhaps the most important intervel is

that between '0' and 'l1'. In other research (see Sadava, 1974b), the

in&estigators often treat frequency as a dichotomous criterion O“and 1 ;‘

all thﬁse answering 'l' or more being grouped together and predictors
_'analyzed by point~biserial correlation or analysis of variance. Upon
reanalyzin the present dafa, classifying frequency as 0 or i, the

multiple correlation with the predictors rose to .767 (asvopposed to

a high of .521 with raw data, forsample 1.; where a continuous'distribu~
tion was assumed).

One approach to the frequency criterion would be to first analyze
assuming a dichotomy and then reanalyze assuming a conﬁinubus distribu-
tion. An investigation of the portion of the curve including all those
answering 'l' or more may allow us to transform answers by taking log(x)
or to rescale by intervals and a poisson approkimation; resulting in either

case in a more normal distribution.
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Time Span. Although thié criterion does not have the ektremities
of.Frequency (prL '0'])<.5 lower kurtosis and skewneés), it is by no |
means normal. In theory, this measure, i.e. how many persons started -
smoking marijuana in a given month, should take on a poisson distribution,
however in practice the person's score is complicated by errors that‘
most likely are proportional to‘the ‘true' answer., The most direct
way of transforming this variable would be to add a very small constant
(e.g. .001) to avoid zeros and then take log(x), this at least would
reduce skewedness. ’

Range. This variéble is scored by adding up the number of drugs
taken by the individual. The responses are not independent, as in a
persbnality scale, but rather strongly int;rrelated. In a personality
scale, eaéh item is assumed to have constant probability of being
endorsed, due to the underlying trait measured. With the Range scale,
it is likely that endorsement of one drug in a group (e.g. opium, heroin, =
morphine) implies a large probability of endorsing the other drugs
outside ﬁhe group (e.g. tranquilizers). Instead of 19 separate questions,

- we may be asking about 5 or 6 categories of drugs, and assigning differeﬂﬁ
weights to these categories rather arbitrarily (as above-a score of 3 |
for opium derivatives vs a score of 1 for tranquilizers). It we refine
the scale to giveé equal weights to drug categories, we would most likely
find a differeﬁt distribution. This new variable might have the
properties of a Guttman scale (1f the theories about 'progression to
harder.drugs" were true), or that of a poisson distribution. 1In either

" case, the addition of a small constant, and the use of a log(x) transform’f“

would probably make the Range variable approximate a normal distribution. 
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Consequences. This variable has a much different form than those

. above, being relatively symetric (skewness = 0.400) and flat rather than.
peaked (the kurtosis is negative). 1In general however this distfibution
(labelled rectanguiar) is a close enough approximation of the Gaussian
(or normal) to be used in mostvétatistics. In Carroll's (1961) review
of the effects of marginal distributions on correlations,‘the qqality

¢ that most often gives rise to problems is that of skewness combined
with peakness. The rectangular (as opposed to tapering tails.as in

~ the normal) nature of this distribution may be due to extreme scores

of a response set. There are 17 three point items all keyed, and worded,

~in the same direction. The subjects may be responding habitually to a
particular key ('often' or 'mever') and mo;e discrimination may‘be
afforded by a reversal of keying or wording, or an extensibn from three
point items to five or seven (see below for comments on the personality
scales). |

Perceived Environment

Social support. This scale more closely approximates normal than

any of the preceding, but appears to have two modes. This may be a
result ofvchance, or perhaps there are two reponse patterns-that of users
and that 6f'non-users. A discriminant analysis would prov?dﬁmpqre
evidence on this ‘point, Fbr our purpose this distribution may be
considered normal.

Availability. This scale and those of sibling model, total

positive functions and ideological negative functions all appéar~to

be normal, with one tail truncated. The loss of symmetry caﬁsed‘Ey
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£his truncation is a more serious pfoblem than the apparenf bi-modality
of social support, but the trunctation can be corrected. The score
distribution of Availability is negati#ely skewed and probably results
from the common milieu of the subjects. 1In a less resrticted sample,
we most likely would find more subjects at the lower level of the scale.
A second approach to approximating nomality could be the extension of
this scale from the 3 items to 10 or 15, adding questions of a higher
"difficulty" level (e.g. have you had a pond of marijuana (or more) in
your possession at any given time).

Sibling model. As with Availability more items (and more difficult

items) should be added.

Cognitive Functions

Total positive functions and ideological negative functions. These

two scales are similar in‘construction except.that the former has 14
items and the latter 6 items. The Ideological scale has a higher’skewnessk 
(.799 vs .491) and this may be a direct result of there’béing a féwer
items. This comparison suggests to us that the number (and diffituity
level) be increased, at least for the ideological scale.

Personality Scales

vValue family conformity, attitude towards deviance, total risk and

locus.of control (I-E). Of all the scales used in this study the

personality scales (not just the four cited), in general, may be most
closely described as normal. This would seem to result from both the
theoretical underlying distributions involved (as opposed to time span

for example), and the scaling strategies involved (as opposed to
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Idéological negative functions). The personality traits are usually
assumed to Se normally distributed in the general population, and the
underlying traits are continuous (not dichotomous or discrete)‘ This
foilows from a psychological assumption that there are many contributing
causes for the trait, and the mathematical principle that the sum of a
number of independent, small, random variables has a distribution that
is approximately Gaussian (normal). This latter principle is uéed
again in the scale construction, by utilizing either a large number of
 questions, or a wide range of valuse for each question (or both). The
four scales in Table 2 all follow this strategy: Value Family Conformity« 
has 10 items, each a three point scale; Attitude Towards Deviancé‘had |
15 ten poiﬁt‘items; Total Risk has 8 nine point items; and Locus of
Control-(iE) has 23 tﬁo point items.

Demographic Variables

Expected grade point average. This scale has normal properties
with a minor perperbation. Numberé ending in '0' or '5' (e.g. 65, 80,
85) seem to include most of the marks otherwise found in the sufrounding
interval. We may assume that '65' implies the range from '63' to '67'.
(The practice may result from prior experiences with rounded marks). In  
dur interpretation of regression weights etc., connected with Expected
GPA,vwe may have to consider this, but there should be no major problem.

Self description: obesity. Although only a single five point item,

this scale appears to be normal, This may result from connection to
physical characteristics (weight, height) which are normally distributed;.'

or may be due to chance.
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Sex. This variable, at least for the purpose of this study has a
dichotomous distribution. We must be careful when interpreting the
meaﬁing of any regression weights or other statistics. Furthermofe,
the combination nf this scale with another whose distribution is marked=

1y non-normal may result in strange values.

Bivariate Distributions
Although only a few scattergrams were produced (out of thousands
possible), some of the results were supportive of the consideration
above. Range consistently showed that a trénsformation could have
increased correlation. The plot of consequences and age showed that
several extremely high values of age combined with high values for
consequences to change the correlation. Because of the vast ma jority
of the subjects were 26 or under, the older subjects may have had
disproportionate effects on findings. (This may also have occured with
Frequency, Time and Range.) The use of scattergrams should be extended
 (both in this study and Autlivariate analyses in general), and used to
substantiate hypotheses about univariate distribution.

Raw Data Versus Factor Scores

The issue we are concerned Qith is cross=-validation, both in the
classic statistical sénse, across samples, and in a more abstfact
conceptual sense, i.e. what the label of a reliable variable means.

First of all, if the stepwise mutliple regressions performed on‘Efequency
are excluded (as previously mentioned, its uﬁderlying scale may be
unsuitable for this analysis, and as will be pointed out below, it is.

unrelated to other criteria), the range of multiple R's over two

three criteria and three modes of analysis, is remarkabiy.smail-the‘>
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1oweét is .640 and the highest .781 (variance-accounted for is between
407 and 60%).

The parameters for Sample 2 were calculated on Sém 1e‘1, yet the
differences’betﬁeen R's is not gregt (see TaBle 11). Without statisti-
cal teéts (for which we assume, rather tenuously, a multivariate normal
distribution), it is safe to say th#t we have not captilized bn'chance
lee have used large samples and demonstrated a reasonable réplication,
lowest variance accounted for is per cent) even though the cotrrelation
for Sample 1 are slight;y highei than those of Sample 2. That is,
multivariate cross validations (Cooley and Lohnes, 1971), have been
demonstrated.

The multiple correlations for the raw data are higher than for
either of the factor data sets, however the difference is not great
(the largest difference is. .070), and the functions (and demo) have
slightly greater stability in iﬁdividual variable entry into the regres-i
sion equation., On the average, three variables are replicated from5
sdmple one to two, but with raw data, but 5.3 variables are repliéated
‘with the factor scores. This is to‘be expected since there afe‘abou#
half as many with Functions and Demo as there.are with the raw da#a,

. and these variablés are "boiled down'" through a process that tends

to eliminate unique or error variance.

Both the raw score and the factor score approaches have advantages, @

but the greatest advantage is gained in using both of them. The analysés:
-for consequences should serve as an example. If we look for raw score

variables that are significantly loaded for both Samples 1 and 2,
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wevfind only social support and A Social sanctions. Social support
appears in thg Functipns and Demo. analyses (as the social sanctioné

and social climate factors respeétively). Social Sanctions also
appear oﬁ all of the analyses, We have gained more cénfidence in these
variéblés since they might have been eliminated by the errors of
proximity and verifiability discussed earlier. 4Availability appears in‘
in Raw data, Saméle 1, both Function analyses, and as social climate‘in
Demo analyses; social sanctions appear in five of the analyses. qu it
is clear that the variable complex: social support, social ganctions,
availability and social support is of great importance‘to the conseqﬁ-
encesvcriterion. The labels may merge in the factor score analyses, but
it is clear that this complex represents‘a ma jor correlate. Further
in&éétigatioanOuld seem worthwhile., The variables negativg Fupctiqns
and A Negative Functions (or their subscale-fear negative function) appear
four times each in the six analyses and similarly indicate that this

complex of variables is of importance. 1In contrast, A personal trust

is the fourth variable to enter the first raw data sample eqdation,'but
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ié not replicated in raw or factor score equations. It would appeé:
that‘this may havevbeen as a result of covariance with those variables,
rather than being a significant predictor,

Tbe above discussion is brief, and could be continued for the othgr
criteria, but should be sufficient to show the importance of a simul-
‘taneous raw score/factor score approach.

Sequence of Data Entry

It is now appropriate to focus on the comparison of the Functions
(sequence of proximity) and Demo (objective verifiability order)
analysésf The averages (over samples) multiple R's of the two ﬁethods
for each of the criteria are very’close, and differences are more
parsimoneously attributable to chance than one method's being more
effective in capturing variance than the’other. The two modes of
analysis have different»sets of individuél factors included as‘havipg
significant‘beta weights in eéch analysis., Whereas the functioﬁ factorsé
contribute.greatly to the multiple R's in Function mode of analysis

(e.g. 427 of the variance accounted for, Function Data, Sample 1,
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- Time Span), they contribute almost nothing in the Demo.,
analyses. Only with consequences as the criterion do these factors
appear at .all, The reverse is true of demographic factors in Functions
analysis (age appears with time span but may be redundapt’with the crit-~
erion rather than an independent correlate).v However social factors
appear prominently in all analyses (e,g. over 40% of the acgounﬁed-for-
variance in each of Functions and Demo data, Samgle 1, Range), and
although not as powerful, the personality fagtors also enter significantly
in each analysis.

Although ﬁhese results need more exploration, the signs are clear
that sequential data entry may influence our interpretation of‘results,
if not the results themselves.

Criteria Patterns

Of the criteria, Frequency was the least predictable by Stepwise
| Multiple R's (average R is .370 for frequency and ranges from .686 to"
.761 for the other criteria). Also its distributional properties
deviate much farther frém normality than those of Time Span, Range, and

Consequences. 1In the Factor analyses of the criteria, each of the
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loads highly on a separate component. Finally, Frequency has no high
beta weights on any of the canonical variates. It would seem Fhat, in
genefal,bFrequency, a8 measured in this study at least, is not a céns-
tituent of the overall criteria set. This may be because of the dual
nature of the Frequency score distribution (dichotomous-Poisson), rend-
ering it unsuitable for these kinds of analyses. This could be investf
igated by transforming it into a dichotomy and analysing; then, ex;luding 3
_non-users; transforming the Frequency score distribution into an
approximately normal distribution and running the analysis again. The
rgsﬁltg from_this might indicate a five criteria set (e.g. Consequences,
Range, Time Span, Use vs. Non-use and User Frequency). Alternatively, .
Frequency may just be a poor criterion; but, as indicated by Sédava
(1974a), this ig usually the sole continuous criterion in marijuana‘
research. TFurther, since the practical aim of much of the research is
to treat abusers (i.e., those with high cdnsequences) of marijuana, or
conceptualize marijuana‘as an example of the broader range of‘drugs, the
absence of investigation into the criterion domain may be particularly

unfortunate., Given the results of the present criteria factor analysis,
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and the canonical correlation analysis, the inferential links from’

predictors (of marijuana smoking) to frequency, to the ''real" interest

may be very weak.

.Canonical correlation analysis

In cbnsidering thg results of this analysis, first a further
explanation of the coefficient of redundancy (Rdx). As Stewart and
Love (1968)‘point out, canonical correlations are not correlatidns between‘ 
two sets of variables, but between two 1inea? functions of those
variables, The square of the canonical correlation cannot be inter-
preted as r2 for simple correlation, or R2 in multiple correlation!
Rix (or,Rdy) is the quantity used to indicate tbe relationship between
the sets of variables. This tells us the proportion of the variance of
the criteria shared with the predictors., Thus the second canonical
variate qf Demo'data, Sample 1 has twice the predictive power of thg
first variate, even though the first canonical correlation is higher.

The loadings of the criteria indicate two patterns of marijuana

use (The second canonical variate of Demo., sample two, corresponds to

the other second variates, but was not statistically significant).‘

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



55

These might be characterized as the 'mormal" (i.e. low consequences
associated with higher range and time span) and "abuser" (high'perceived
consequences associated with a long time span and low frequency of use)
patterns. The abuser pattern is associated with personaiity variables,
while the normal pattern seems to be associated with social and envir-
onmental predictors. In.the‘case of the second variate, it would be

A very difficult to draw inferences on the causality sequence. To do
‘this would require some‘form of path analysis, or a set of canonical
correle_ltio'n analyses utilizing A predictor scores and Acriterion scores
(seé Blalock, 1971, for a sef of readings on problems with causal models).
At this point in the research, it seems clear that patterns in ;he
criteria exist, and that these may result from or result in different

variable éomplexes.

Multivariate Prediction with Conceptual Systems

A consistent finding in this investigation has been the system of
variable sets at work. The original model (Figure 1) included five

variable systems: behaviour, cognitive function, personality, perceived
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. environment, and demograﬁhic variables. The last i1s the least coherant
(due perhaps to its addition, as an afterthought, to the questionnaire;
without a definite conceptuallbasis). The other three predictive systems
seem to have a degree of unity. Even if the individual variablés ehter
differently in the SMR equations, the systems or factors wege cqnsistent
(e.g. the social support variable, social sanctions factor, and social
climate factor loaded significantly on all analyses). These systems

also seem to predict different patterns in tae canonical correlations,
Although the domains of individual variables may be uncertainé by
considering the predictors as sets, more reliance may be given to the
results, Individual variable instability is not unique to this project,
for instance, in the work of Jeséor, Jessor & Finney (1973) significant
differenées between means did not always appear for individual variables
when diétinguishing between categories of marijuana users. Howéver‘
aéross samples, the same groups or sets of variables included significant
differencgs. The large number of variables used, certainly included‘

those with unknown domains, and a reconstruction of the variables as
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orthogonal factoré would probably improve reliaﬁility (Jesorr, Jessor
& Finney, 1973, pp. 6-8).

The empirical testing of a multivariate system ms t be very
carefully dong. The consideration of score distributions is often
never made, although this inattention may alone invalidate or compromise
later findingé. Similarly multiple regression replication must be
moie thorbugh;y done since useful predictors may be excluded or unreliable
ones included. Finally, criteria patterns and the links between the
measurement of a behaviour and its '"real life" correspondant(s) muét’.‘
be examined conceptually and.empi:ically.

The above work did not attempt to examine the results in context
of Sadava's system or to relate them to the literature on marijgana
research specifica}ly, or deviant behaviour in general. The focus was

on issues common to multivariate systems, and to problems often ignored

for some reason or another., It is the consideration of these problems,
and their solution, that will allow the construction of useful predictive

systems, and their meaningful empirical testing.
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CONCLUSTONS

The results of this thesis may be divided in two parts:
those findiﬁgs with regards to the content matter, cannabis use;
ana’those related to data analysis and methodology.

The most intriguing and suggestive of the content findings
is the type of predictor and criterion patterns found in the canonical
analysis. Several implications point tg the potential in replicatiﬁn
with different measures éﬁd samples. First, consider the two criteria
pattéfns Fhat,seem to emergé:v that of a moderate or "“social smoker"
which may parrellel the social drinker in alcohol use; and the
"abusive" pattern which includes high adverse consequences of use.

If these qre "true' patterns they are important in considering the
treatment of marijuana problems users and for the attitudes towards
marijuana itself. Further, comparisons between patterns for marijuana
and alcohol abuse, may clarify the origins of and meaning of '"drug

abuse', .
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On the other side of the canonical analysis, the prediétor
patterns may not‘only help us to understand q?ug abuse but may help
us visualize the importance of (and the utility of) the differences
between situational and intfapersonal factors in psyéhology. It
would seem that there are at least two components in the predictor
set: one comprised of social-environmental variables (e.g. peer
and family relationships, political orientation size etc.) which
is relgted to the variance in normal behaviour, and a component of
personal variables (e.g. time perspéctive,‘conformity issues, etc.)
related more to the "extremes' of behaviour. A thorough investigation
of these kinds of relationships can point out what each approach
can do and how to implement a situational-personality system in
psychology.

A second finding in the content area is much morg spgcific
but, if typical of ma?ijuana research, of some importance. ' As
pointed out by>Sadava (1974a) the criterion used most often in

marijuana research is frequency of use. This variable is used in

a variety of forms: dichotomous (use - not use); ordinal group

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



60
scale (e.g. O, 1 - 6, 7 - 15, etc.) and continuous interval
(implicit in the use of Pearson product moment correlation coefficient
or vafiants‘thereof). This study found that there were two major
drawbaéks to the |b‘frequency éf use' criterion. First, the scale
and underlying distribution ssvefely limit available statistics
and restrict’intérpretations of findings with respect to this
variable. Secondly, this variable seems to have little empirical
relgtionship to other criteria of drug use, and more seriously may
not be suitébie as a criterion to be linked with drug abuse or
prob?em behaviour - the aim of much drgg rgsearch. These
findingsvcast doubt on the results of previous research and on
the generalizatioh of findings to the problem area.

Tl.e methodology and data analysié issues raised by this
thesis are important when cdnsidering the task of analyzing and
interpreting the large data arrays generated in multivariate

studies, Four problem areas were pointed out: frequency distri-
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butions, patterns of variables, raw data vs. factor scores and"
seéuential variable entry. Warnings about the effects of the

first two problems are always given when introducing the student

to statistics, however, judging from the apparent lack of attention
to these problems in non-medical drug use research these warnings
may not be needed in practice. Although this thesis has not covered
any new points with regards to the topics of frequency distribution;
and variable patterns, the results at 1east‘give a good example of
the effects‘of focused consideration on ﬁhe‘two areas.

The issues of type of data (raw vs. factor scores) and
orthogonalization have received much 1ess'attention in the literature
and the presegt thesis attempted to compare procedures and exemplify
their gse. Raw data scores alone, and factor scores alone, have
been used in data analysis previously but this study shows the utility
of gongidering both and cross-checking results. Quite often the

name assigned to a factor, variable, or ''cause'" with influence
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»greatly interpretatién and future research directions. If a result
is obtained by "chance' (and as noted by Cooley & Lohnes, 1971?
multivariate analysis often éapitalizes on ''chance'"), succeeding
research may be ambiguous, or interpretations forced by the historical
""momentum''. Although‘the’statistical results may be verified by
cross-validation techniques, interpretations are stiil based upon
a single source., However, the concurrént use of factor aﬁd raw
scores may provide ''conceptual cross-validation'. This means that
one set of Variables (factors) is mapped onto a set of factors
(yariables) formed -in a different manner,‘and both are che;ked
against the criterion (criteria). Hopefully this will est;blish more
clearly just what it ié that predicts (explains) the variance of the
criteria,

Finélly the Qﬁility of partitioning the prcdict§r v?riables
so that orthogonalization takes place in differentvsequences was
demonstfated. Almost all techniques for‘orthogonalization (factor

analysis) must extract components sequentially and it is important to
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know whethgr the results are relatively invariant or whether the
technique determines the results., Since we used two opposite
sequences of entry, the common results may bé more trustworthy,
and ouf subsequent interpretations may be more valid.

With increased use of multivariate analyses in the social
sciences, the potential pitfalls must be avoided, and guidelines for
meaningful interpretation drawn up. Thié thesis has attempted to
explore some pfoblem areas in multivariate analyses and to highlight

potentially useful procedures.
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APPENDIX A

Proof For Gamma (r;ri)

Let Z; (i=1,...,m) be a series of independent,normally distributed
variables with Exp(2;)=0 ‘Var(Z-)sl Tet Zy be another normally dwtmbuted
variable Exp’(Zy)=0 Var(Z )=1, Then Zy, the predictable part of Zz from Zi :
equals i s
, X2

But)gl=ri'for orthogonal predictors (Mulaik,1972, p.404-405), then
Zy grw ;- Let Fyi (Exp(r;,i)=0,\lar(r;i)=1) be some variable, and & some qgnstant
such that : Z”‘ z.

ZY = P:‘L , TL L 97
Pyi indepent of Zi' Then Var(Z ) = Var(g(f' 3 + 7: (v"‘-rcr“"zt))
1o 4L Y
L‘t

A

w

Therefore: r'\,; : Zq - Zn,; Z
,V—l - Zlﬂ’;&'

(see also Anderson, 1958, Chapter 2)
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APPENDIX B

' Delta Score Programme

~ DIMENSION XDAT(35),YDAT(35)RXY (35)XYDEN(35),D:LTA(35).
50 FIORMAT(8F10.4)
8500 FORMAT(S5FT7.3/28Xs6FTa39/8FTa3+37TXsFT43/10F7,3/F1, 5914X92F7 3921Xy
' 22F Ta3/3F Ta3928Xe3FT7e3/2(10FT7e3/) 95FT7e3940Xy13) )
700 FORMAT(S5F7T, 3,40X9139‘91 J5FT 43 433X913,'92'/10F7. 3,5X,I3,'93'/
110F Ta395X9134'94/72F7.3450Xy13,8X,13,195?)
RELD(5,50) (RXY{K) yK=1,33)
20 300 N=1,33
XYDENEN) =14 /SQRT { 1o =RXY (N} %RXY (N} )
300 CIONTINUE
DG 400 M=1,187
READ(5,500) (XDATIN) ¢N=1,433), (YDAT(N)yN=1,433),NUM
23 100 N=1,33
IF(XDATIN) LT e~200e CReYDAT (N} L LT .~20.) GO TO 99 =
DILTAIN) ={YDATIN) =RXYIN)XXDAT (N} I} RXYDEN(N) »
... 50 .11 100 o e e
9'? )tLTA(N)-—"“?g. .
100 ZIHTINUE ,
WRAITE(T74700) (DELTAIN) yN=1,5) yNUMy (DELTA(N)yN=6911)sNUM, (DELTA(N),
2N=12921) sNUMy (DELTA(NY ¢N=224931) yNUM, (DELTA(N)yN=32,33),M,NUM
400 CUNTINUE

cND
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500
700

550

555"

10

Gamma Score Programme

DIMENSION ALPHALLO,12) yNCOF(12) yXDAT (12
LyYDAT(I0) SIGMA(LO) g XMEAN(L2) 4XSTN(L12)
CNTAC=10

66

)+ FACSC(10)

NVAR =12 B
\No =187

FIRMATI2534043(0XyF340) 9F3.004F40094Xy2F4,0y 11Xy 13)

FIRMAT(TFL04542X9213/3F1045942X9213)

FURMAT(2014)

FORMATI{B8FL0.6)
RzaD154555) ALPHA

S RZAND(5,5%5) XMUAN

20

RLIAD(5,555) XSTD
ReADUH,550) NCOF

D4 1000 NUM=1 ,NSS

155

S TiS5T=0.

DJ 158 N=1,NFAC

FalS5C{NY=0. ,
RzAD(5,500) XDATHMNSUB

DJ 150 M=]1,MVAR

T23T=T. ST#XDAT(M)
IFIXDATIM)GT.-9%.,) GO TO 150
Ha LD =T 0OF (M)

Fal SC(HOLDY =~=G9,

350
250

999
1000
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CXIATOM) EXMEAN(M)

CONTINUE

XoATUM)=XDATIM) ®XSTD (M)
I=0T5STalbe=250.) GC T 999

B 250 NM=1,NFAC
IF(FACSCIN)oLTW=20.) GC TO 250
D3 350 M=l MVAK -

TFAC SN =FACSE (NV#XDAT (MY RACPHA (1, M)

COoRTINUE
CaNTINUL

e e bt e e i . e

WXITECT9700) (FACSCUI) 9Jd=1 7)) o NUMHSU B, (FACSCLS )y d=8,10 Vo MMy NSUR

eI TINUL

<iop
END




g Uet \
28 -0 043021 -0 086985 -0, 1?5877 O 040)42
29 0.025137 -0.116460 -0.03785% J.049935
30 0.140115 0.266597 0.208295 =0,206468
S 31 -0.,141523 -0.124588 -0.209308 0.038877
32 ~0.0307R2 -0, 092753 -0.N052022 0.086532
33 ~0.,225432 -0.3C6802 -.38062% N.356702
34 . -0.,285306 -0,561495 =~ 5T3743 Ne/88240
35 Ce289792 063063108° 0321359 ~0e 2806597
- 36 0.199915 "Ce 190613 0.155593 -0.199181
3T 0.136935 C.150606 0.107153 -0,059313
38 0216896 0.214331  0.168295  -0.103007
39 0.239060 0.419471  (0,426420

k‘ 67
Appendix C '
CORRELATIONS - Rew Data , ~‘sample 1
,Freq. 1 Time 5 Range 1 Cons. = 4
1 1.000000 0.249884 0.492633  =0.,078437
, 2 0.249384 1. 000000 0.719662  =0,488306 N
S T0.492623 0 CLT17662 7 1.000000 TT=0.400560 T
e -0.078437  ~C. 488306 ~0,47)560 1.370090
- 0«156162 C. 100957 0eLALUZR  =De0AN410
6 0.134254  0.,072574 0.099419 0.000323 .
: 7 0,073119 -0,023714 0,026709 0.035238
z 8 =0.219039 - =0,455573 7 =0.429082 " 0.452180
T 9 " =0.150383  -0.395357 ~0.371124  0,369365
10 -0.7232579 - =D,A35387  =0,411263 03445978 -
11 ~0.06L778  ~0,104573 -0.103255 0.155118
12 -0.019670 =0.112870 =0.784368 . 0.160672
13 -0.113771 _ =C.13768h  =0.,164788 _ 1.197381
14 =0.062933 =0.227010  =0.177362 0.388277
i 15 . =0.049222  =0.240%48  -0.143274  0.330141
16 ~0,076242  =0,2721222 ' ~0.204102 N, 39
T 0. 3101 th Cah 70801 1o 610350 =0e407251
18 0.271774 €.519601 0.567349  =0,457342
19 - 0.181094 0.439777 0.451085  ~0,437401
L -1+ 04132019 7 0.123747 0.200803 =0,202592
. 2l 0.161394 - 0. 375104 Ne348916  =0.267977
‘ 22 0.078461 Co 140631 Vo1 78301 =De243349
23 « 082504 0.229872 0.165228  =0.265691
‘ 24 o 039802 0.037785  0.062818  =0,16711T.
: 25 -0.067883 ~<0.017869 . -0.058009 NeNT4304
26 0:103474 0. 050509 0, 062713

- . 17117W

.=0.397905 |
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gy

0s117004

-0.041047

0.135379

0.040934
0.071905
0.047718
0.087363
0.000726

~0.250550

-0.045720

- 0.011005
=0.072025

Ce345H497

0.C86855

-0.013370
0.112238
G.344109

. 100866 -
L0e117117

0.093208
0.191803
- 0. 039886
-0, 020636
0.012354

N

Je 284135

-0, 079895
0.106158

0.275445
0.115661

_0.106189

0.120916.
0141475

0.012252"

~0. 009452
0., 066343

“0.010076

=Jel0831

~0.127454%
~0.170981
-0,281755
-0.169396

0.178589
04267499

0.077519
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0.083211

Raw Data, Sample §

e Freq. Time Range Cons.

40 ~0.U35849 T=0.10%4491  =0.033839 m-ololevsa‘
41, -0,018426  =0.0063958 =0,002862 ~0.106413
42 ~0.061578  =0.090256 =0.023628 . 0.093447
43 " =0.171932 =0.056381 - =0,061400 . 0.006823

44 =0.1735311 ~0.029986 ~-0.,053166 -0.,028680
45 =0.112455  ~0,07L120 =0.,120675 =0,008519
46 ~0.138392  =0.045218 =0.041850 1 0.031295

47 ~0,074792  =0.114172 =0,120073. _ 0,038616_
48 ~0.1%443203  =0.273848 =0.290343 D LT14677

49 =0.156106 =0.209104 =0,113080  0.,184917
50 ~0.048777 =0.113761 ~0.,132248 0.034387
5 0.1213824 0,013334 _ ~0.159344 _ 0,112991_
52 0.182495 0.,240187 . 0.267980 -0,117212

53 -0.089362" ° =-0.,078355 =~0.035014  0.020376

54 -0.035042 =0.165129 =0,054121 0.126191 -
55 -0.013633 Call2736 0.,109212  =0.166621 ..
56 -0.097393  -0,042180 0.,004833 -0.N016089
57 . T TT20.047837  =0.027029  =0.063839 _ 0.,174374
58 —o 17633?MWM:C 285267 =0.327007___ 0.194890

59 232978 0.511072 0e440134  =04454710
60" ~o.015394 0.069188 * 0.032714 ~-0.039310

61 0.000581  0.056794% 0.007861 -0.149611

62 0.015042 0.201076 0.000043 -0.191414 -
b3 T 0,197205 C 0.18241177 0.108366  =0.244914
RS -0.023296 =G.020255 =0.0{2791 =0.019369
65 ~0.002607. =0,008903 0.003936 N.017468 "
66 ~0.024335 0.017548 0.,035711 -0.023232 .
67 -0.,061793 =0.023959 =0,002371 =0.063665

68 -0.,081001 0.060187 . 0.047309 -0.029300

69 TUTT=DL016494 TT-0,119390 T =0.071170 7 0.043318
70 -0.013367 =-0,057711 ~0.225459 0.103692

71 0.026921__ =0.063157 ___=0,186523_  12,031341

72 -0.239104 -0,086315 = =0.069771 104955263

73 0.048265 " =0,0989238 ~0,.151697 N.002221

%

T 04020491
-0.039770




s onrn

Raw Data, Sample 2

"CORRELATIONS

69

Freq 1 Time 2 Range 3 Cons.. %
1 1.000000 0.272934 0.261781 ~04147041 .
2 0.272934 1. 000000 06641323 ~0¢43799)
3 N.261781 0641323772 1.40CN900 -0.273362
4 =0.147041  =0.%37990  —-0.273362 1.202009
5 -0.001012 ~=0.0L0h68 0eN27101 —Ce ODDDA
6 0.056412 =0.050184 =-0.042733 0,033977
1 -0,085382 . =2.115064  =0.024031 0.006418
: 8 ~0,142843  =(.427808 -0.332615 0.3292143
9 T=0,118898  =0.336735 -0.2593%24 7 0.305532°
10 -0.139025 =N,426925 =0,332146 .389409
11 De 109492 0w 043309 D.113640 0.159899
12 0.120411 =0.011775 0.066758 0.,174971
13 0.056682 0., 007871 0.,053717 D.177641 e
14 ~0.113028 ~0.174229 =-0.164380 0.151694
15 -0.114864 -0.204603 . -0.126781 0.137321
16 -0.107660 _ =0.167179 __=0,183863 __ _0,1060012 -
T7 0e2501517 0.676824% e 597502 -0.508666
18 0.188474 04499672 0.472565 -0.440783
19 __0.166267 0.412208 0.366035 -0.349605
20 T -0.065232 0.167089 2.154589  =~0,172229
21 - 0,093312° 0.,409423 0,321522 ~0,268596
22 0.,005936 0.,172757 D,128030  =0.N37533
23 0.129239 0.241958 0.158071., =0.303939
24 0.055736 0. C75430 Ce 120643 0.041306
25 -0.051722 0. (78845 0.048154 -0 016038
26 0.024920 =0, (70630 0.030931 -0.052613
27 0.043093 0.107286 0.159868  =0.156139
28 ~0,067160 -0.186069 =0,052360 0.097508
29 -0,071325% =0.044168 =0.066821 0.181855
30 0.140121 0.110642  0,140035 -0.204669
31 ~0.062250 =-0.194843 =0,065344 0.134471
©32 =0.062950  =0.134916  =0.123562 _ 0.202409
a3 0.068655  =0,169081 =0.122211 0.251279
By ~0.271097 _ =0,555370___~0,531158  0.421321
35 0.115777 0.301799 0.294776 "-0.270209 i
36 0.023191 0.C87635  0.151912 . =0.029822
37 - 0e124173 0.217327 0165384 —0.231446
38 ~ 0.094855 0266992 0.,195055 =0,228340
39

704075716 0.246914  0.279778 =0.250647
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 Raw Data, Sample 2

Cons

e <o £ s e PERAEE

Freq. Time . Range
40 -0.020568 0.038497 0eN202174 ~0.011100
41 © 0,008844 0.072383] 0.052494 -0,039922
42 0.052197 0. 015363 0.120204 - =0,006288
43 -0.048970 0.013875 0.025232 -0.008370
a4 _ =0.162864  -C.00N937  -0,0062504 __ =-0.001168
45 0.124506 0. 007584 0.034163 0.006196
4t -0.028716 -C.018076 -0.055226 0.055302
47 -0.077674 =~0.,159395. =0,163141 0.034627
48 -0.030834 =-(C.308852 =0.223155. 0.195306 =
50 ~0.245119 =0.239201 ~0,289156 0.131079
T 51 _=0.099408 __ ~-0,0159]15 __=0.001173 _ -0.013500 "
52 0.012603 0. 012488  =0.03235  =0,098488
53 - =0.093575 =0.110700 = =0.177571  0.055059
54 -0.028048  0.,003952  0.076260 0.,073838
55 0.069455 =0,045244 0.025421 -0.122811
| 56 . 0.009641 0. 020003 -0.068163 0.080879
T sy T TS 0.085119 . =0,023139 =0, ooqals‘f: 0. 032112';“
§gmw&wwq<;-o 097746 =0.4CARI00___=0.284830____ 0.352052
59 - 0.331460 C.548586 0561500 -0.443214‘
60 0.047789 0. 066854 0.128677 0.075123 -
61 0.154537 Ce254332 0.312611 -0.169877
62 - 0.045282 =~0.,038266 0.008338 -0.,061103
6377 TTT0.0547317 T 0.170527  0.1%58124 7 =0.152805"
64 - =0,030481 0.086975 0.005401 -0.169014
€5 ¢ ~0.091244 0.085863 -0,012662 -0.153976
66 '0.045931 " ~-0,077083 - =0,013259 . 0.015372
b 67 ~-0.052744 =0.15339% -0,130068 - 0.080998
N 68 -0.,079875 =~=0.061894 =0,047070 0.1556342
o 69 TTED,0039317 T =0v187378 7 =0,79810277=0,N21325 7
1 70 -0.087573 =-0.069588 =0,008512 . 0.054919 ..
71 0.053732 __ 0.081023 __ -0,052584  -0.011282"
72 -0.015106. =-0.116641 ~0.,11443%4 0.000725
._13_____1w7 0006564 0,115753 0.187922 N.102412
| 0.137960 0e283669 De2 I151% -0e234113
Lo 75 " =0.051669 0.035965 =0.059823 0.141460 ,
: 76 0.067147 0.015717 - 0.071866 ~0.116554 !
'+ 77 -0.056981 -0,058117 =-0,107382 -0.,111862
78 0.090251 04254256 0.159333 -0.127882 .
79 0.029995 = 0.166005 0.039428 =0.154525
B0l =0,005772.  0.034903 j —0,012952“‘ =0.042216
81 0.050283 0.044637 0.047505 0.030474
82 0.039144 - 0.170525 0.110728 ~0.0565587 "
83 =0.128563 . =C.101911  =0.173433  0.123835 .
84 . 0.001264 =0,036330  =~0,041599 . 0,057133
85 " 04201962

©nm i e A e 5 i

© 0040913

1042164C9

o st 1 e S

~0.145882 .
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| Functions Factor, Sample 1

71

Freq. Time a
VAROOL  VARGO2  VARGUs .  VARDUs
[ VAROO1 1..00000 C42510L  0.49528 =0.07856" o
VAROO 2 0.25101  1.00000 0.72244% =0.49253 . °
 VAROO3 0.,49528  0.72244 1,00000 =0,40006 "
VAROO 4 ~0.07856° =0.49253 =0,40006 1.00000 - . .
VAR0OS =0.21435 =C.44835 =0.42161 0.42077
| VARQO6 . =0,0517L =-0,22701 =-0.16393 = 0,37785 '
~ VARQO7 T 0413509 7 0.04931 7 0.10094 T0.00974
VAR08 -0.04%55 =0.07579 =0,0829% 0.11958 .
VAR009 0.16667  0.29956  0.36304 =-0.13292
- VAROQ10 0.02770  0.17736 0.16651 =0.00430
.~ VARO1l  =0.05854 =0.02171 =0.05587 0.07107;/
. VAROl2 0.05762  0.17872  0.,10808 =0.1646T7.
T VAROL3I T 0.08807 7 0.01995 7 0.07888 =0,08225"
oo VAROL4 0.03662 =0,00937 0.04658 =0.100643
) L1 VAROLS 0.09826  0.27825 0.28676 =0.22326
! o VAROL1 6 0.00724 =0.01086 0.01743 =0.08805:
h s VAROL7 ~0.03808 0.00425 0.02693 =0,00877
. 1 VAROLS8 ' =0404329 =-0.19911 *-0.11839 0.,03403
B o TTTVAROLY T T - 041085777 0601369 T-0,09022 T=0.06671
P © | VARO20 0.13414 =-0.01822 =0.07398  0.01395
B : { - VARO21 0.07300  0.05325 0.09611 =-0.03723
1 . VARDO22 ~0,02941  0,02978 =0.04163 =~0,064552 |
VARO23 0.05353  C.01926 0.029%8 =0,09652
VARO2 4 ~0.12187 " =0.01676 =0.06263 =-0.02203"
TTTVAR025TT T T=0.00471 7770409258 7770, 029767 =0.01677
~ VARO26 0.05526  0.03931  0,08445 =0,09145
VARO27 ~0,10191 =-0.13558 =0.14851  0.04269
VARO28 -0.03114 0.00402 -0.07849 0.08939°
VARQ29 =-0,00399 =0.05501 0.03445 0.13780
VARO30 '0.,04798  0.09903 - 0.01934 =0.02552
TTVAROITTT "0.01190 7 0.09667 7 0.,20238 7 0,09403 "
VARO32 0.06036  0.,07933  0.13121 =0.00054
VARO33 ~0,08585 0.03752 =0.01100 =-0.01169
"~ VARO3% «0.03815 =~0.03472 =0,05247 0.05466
+ |- VARO35 0.08965 =(0,05752 0.07155 =0.02675" -
.| VARO36 7 -0.,01619 0.C7966  0.01409 =0.01115.! "
TTTVAROZTTTTTTTTR0.,06647 770402146 770, 0180477=0,0929271
~ VARD38. -0.,08315  0.04900 =~0,02020 =0.07906 | -
VARO039 0.07040 - 0.06357  0.02114 =0.07984 |
VARO40 -0.10212 =0.10584 =0,05078  0.05275 (* -
, VAROQ4 1 ~0.03143  0.04471 =-0,05826 0,02242 . =
. VARO&2 - =0,01091 €.19284 0,10156  0.01987 |
TTT'VARO43 T T 0.04680 T =0.04128 77 0.01626 7 =0.04740 ©
VARO44 © 002025 =0.07698 =0,01365 =0.00892
VARO4S 0.00742° =0,00335 0605270 =0.06249
" g

g e g S 5SS G s s e .
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Functions Factor, Sample 2

Freq. Time
VAR 001 VAR 002
“““VARoox 1.C0000  €.28003
~ VARQO2 0.28003 1.00000
| VAR003 0.26321  0.6285%
. VAROO4 ~0.15418 =C.44206
VAR0OS -0.14855 ~0,41287
 VARQOG6 -«0.13211 =0.18294
CTTTVAROOT T T T =0401255 T =0,07325
VAROQOS8 0.14063 0. 09244
. VARO0OS 0.13678 0.33229
"VARQLO 0.01523 0.27899
VAROL1 ~0.05134 0.08402
VAROLl?2 0.11156 0.18417
TTTVAROLI T = 041100777 0, €5270 7
- VAROLl4% -0.05119 0.04021
VAROLS 0.09523 0.19352
~ VARO16 0.03840 0.04023
VARO17 -0.,06583 -0.13788
~ VARO18 ~0.09332 -0.12187
””””” VARO19 = =0.04642 ~-=0.13880
VARO020 ~-0.04831 =-0.09354%
e o VARO21 ~-0.08240 . 0.C0880
| VARO022 ~0.02743 =0.152006
i VARO023 -0.12569 0,03850
: VARO24 0.11070 0.01322
TTTVARO02S T T 0.00097 7 =0.00796
. VARO26 =0,04971 =0.04823
VARO27 0.11205 =0.03745
VARD28 0.02045 0.13063
" VAROZ9 0.05722 0.09226
' . VARO30 0.02096 0.01374
TTTVARO3T 0.,11752 =0, 017137
'VAR032 0.02045 0.13063
“VARO33 ~0.06999 =0.12608
" VARO3 4 0.05406 0.16017
- VARO35 0.,01245 0.15330
T VARO36 . =0.02196 0.07990
TTTVAROBTTTTTTTTT040124277704 022237
. VARO38 . - 0.02580 0.01837
VARO39 " 0.02534 =0.05329
~ VARD40 0.01266 ' 0.01448
© VARO41 0.03239 0.11118 .
S VAR042 . 0.06922 0.12605
T VARO43 T = 0,03796 = 0.02856
VARO% 4 - «0.,07238 . -0.00104
«0.046T77

0. 06581

- 0.03402

Cons.
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Range
VAROO3 VARONG
0626321 =0.15418"
0.6285%% =0,44206"
© 1.00000 =0.26488
~0.26488 1.00000
~-0.31759 0.38669
~-0.16946 0s13041
m~0.02633f““0,03133“"
0.14087 0412987
0.34221 =~0.423222
015847 =0,04740
0. 06888 =0.05310
0.10108% =~0,31537
0.07966  =0.09076"
-0,00366 0.01937
0.18137 =0,16562
0. 09353  0.08169
-0.,06242 0.02876
-0, 03149 0.04863
0.02818 0.05059
-0. 08934 0.06698"
- 0.04351 =0.02558
-0, 03686 0.09202
0,01765 =0.08624
-0.03318 «0.,10762
TT20,.,23405770,021987
~0. 04885 0.11334
~0.02757 0.00152
0. 05201 =0.10017
0. 05753 0.00564 .
-0.08174 =-0,04740
0, 03400 =0.06674
0.05201 ~0.10017
-0.13512 -0.05682
0.11397 0.08375
0.17705 =0.20506
0. 06207 =0.09379
0. 0545370, 02149W“
—-0.02426 0.09587
0.01509  =0.1086%
0. 05838 0.10423
0. 02314 =0.09154%
0. 05772 0.05320
“=0s01374 " =0,09330
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Demo Factors, Sample 1

| : Freq. Time Range Cons. '~
‘ ‘ VAROOL - VARO002 VAR0OO3 VAROO%
""‘“L‘m""\/ARoo1'”““"‘“‘“’“‘""”1..ooooo’”“‘“”c.25101”""""‘0.tms‘za””‘“—“().omsc{“w
VAROQO?2 0.25101 1,00000 0,7224% ~0.%9253
. VAROO03 0.49528 0.72244 1. 00000 =0.40006 = -
| .~ VAROO4 -0,07856 =0.49253 =0.40006 1.00000 . .
i VAROOS 0.11901 0.33803 0.31697 =0.,25865
VARDO 6 ‘=0s16892 ~0,08259 =0,16370 0.05065
T UVAROO7T T T =0405574  -0.06503  -0,09372 "-0.11056
. VAROOS -0.04512 =0.07553 =0.04068 =0.01765
VARQ0S9 0.01763 0.13557  0.02049 =0.14814
VAROQO1Q ~0.02876 = 0.11128 0.01499 0.15168
- VARO11 0.05941 =0.02158 0.04421 =0.N07589
. VAROL2 ~0.,00570 0.04712 0.07421 =0.08513 .
U T VAROL3 T " 0.01438 7 0.16786  0.17100 " =0.1%671 7
-~ VARO1l4 0.07608 0.25154 0. 14654 =0.15730
~ VAROLS 0.03832 0.02403 0.05105 =0.10468
! VARQ16 ~0.15273 «0.(2861 =0.01092 0.15867
VAROL17 0.02889 0.,03269 0,10392 =0.03310
VAROLS8 -0.07911 =-0.04150' -0.09929 =0.02491
[TTTVARO19 T -0421542 -0.06165 ~0.14827  =0.03173
VARO20 ~0.04361 -0.01691 0. 01484 . =0,02660
VARO21 0412596 =0.(6750 =-0.01295 =0.12461
v VAROQ22 0.01526 =-0.01701 0.01810 0.10838
i VARO23 -0.10105% 0.05704 ~-0.01164 =0.05339
! VARO24 ~0.01881 =0.,05005 =0,01668 =0.02495
TTTVARQO2S T T T 0.06843 77 0.0300177=0.058637 <0.,08198
e e el VARO26 0.03268 0.19337  0.03611 =-0,12843
"VARO27 -0.07857 =0.11560 0.00237 =~0.01435
-, _VARO28 -0,20230  0.04911 <-0.06264 -0,08895
 VAR029 - 0.01905 C.01177 0.00345 0.03030.
i~ VARO30 -0.02002 =0.20857 =0.09392 0.22341
 TTTVARO3YIT = 0,11916 T=0.055027=0, 13339 =0,04261"
| VARO32 0.05446 0.18165 . 0.04966 -0,07219
. VARO33 -0.11641 0.1199C¢ =-0.03014 =-0.12002
VARO3 4 0.03717 0.€8620 0.16841 =0.04209
'~ VARO3S -0.06064 =0,(8521 =0.10878 =0,08693
VARO36 0.02576 0.03168 =0,02331 -0.05981
. VARO37 0.1256077770.37265 7 0.40352=0.364459""
VARO38 0.05837 0.06953  0.14099 =0,08770
VARO39 0.01882 0.09296  0.12362 =0.03008
. VARO4O 0.16276 0.17022  0.14819 =0,.10369
L VARO41 0.08277 =0.00362 0.10297 =0.03161
' VARO042 0.07360 =0.01301 0.04887 =0.04424
7 TVARO43 TTTTT 0400162 7 =0.04875 7 =0,03160 7 0412225
1 VARO44 -0.05203 =~0.03576 0.00287 0.10126
i VARO045 ~-0.08808 ~-0.08095 =0.1297%4 0.15654
"~ _VARQ46 0.09747 0.00574 0.05784 =0.02270
I |
-

\>~ s T

VARO4T

=0.03885
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-0.,01059 =0.07536 0.12703
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Demo, Factors, Sample 2
: Freq. "~ Time ~ Range - Cons, SR
IR VAROO1 VARODO2 VAROO3 VAROO4 . ...
~ VAROO1 7 1.00000 7 0.274437  0.26321 =0,14785 - - f
VARO0O2 027443 1.00000  0.64483 =~0.44%039
VAROO3 0.26321 0. 64483 1.00000 =~0.27486 .
VAROOD 4 “0.14785 =Cu44039 =0,27486 1.00000
VAROOS - 0.11122 0.28282 0.20975 =0.15423 .
VAROO6 0.00234 ~0.03956 =-0.02685% 0.13053 .
e TTTVAROOT T 04052537 0414347 04135167 =0.202807
T T . VARO0OS -0.00426 0,02284 . 0,04226  0.04883
.} VAR009 " 0.02486 0.04275 0.08938 '-0,17852 .
1 varoi0 0.00763  0.C6850 =0.02984 0.08625
] - VAROlLlL = =0.08946 =0.02490 =0.11290 =0.12572
- VARO12 0.07318 . 0.C7703 = 0.06678 0.00574 -
[ VAROL3 T 0.04274  0.€0865 0.08455 0,077307
"~ VAROl4 -0e14153 0. 38063 031208 =~0.34728
~VAROL15 . 0412358 0.04976 0.03508 =0.15380
VAROLl6 . =0.02727 =-0.03072 =-0.00006 0.04871
VAROL7 -0.01400 =C.078l1 =~0.05805 =0.12879
VAROL18 -0.25966 =0,C7731' =0.02014 0.07123
TTUVAROY9T ~“0e,00792 =0.02702 ~-0.11947 0.06287
 VARQ20 - 0.13887 0.01995 0.01563 =0.04799
1 VARO21 - =0.02608 0.01210 =-0,06541 =0.03336
v VARO2 2 " =0.04647 =-0.05557 =0.01223 N0.06490
' VARO23 -0.11565 =0.01106 =0.1078% =0.08834
VARO24 0.07522 0.07396 0.02463 0.04612
T TVAROZS 0402097 0.10395 =0.01369 =0.12568
. VARO26  -0.02388 0.02046 ~0,05411 =0.03545 .
VARO27 .~ =0.05991 =-0.04219 0.01728 0. 03901
VARO28 . ~-0.13344 =~0.09201 =-0,09793 0.06431
VARO29 ~0,10034 =0,02049 =0.03929 =0,0%4745
. VARO30 ~0403461 =0.09861 =0.18079 '0.00678
CTTTVARD3T T T -0.00221 -0.086917 0,00460 0,127527.
: VARO32 0.00938 0.20090  0.20715 =0.17465 =
VARO33 -0.,00794 0.08124 0.13933 =0.12503
VARO34 - =0.02833 ~0.01079 0.04332  0,00827
" VARO3S . ~-0.,05627 =0.10089 =0.10386 =0.01482
~ VARO36 0.01694% 0.07796 . 0,08253 =0.00531
VARO37 , 0.156757 "C.3810077 0.380027 =0.20629 "
VARO38 . =0.,05547 0.04151 =0,02657 - 0.02091
 VARO39 0.06213 0.21437 0. 15566 0.0%784
C VARO40 - 0.08805 0.07861 0.07557 .=0.11753
VARO41 . =0.03145 0.06484 0.,10331  0.01184
ol VARQ42 -0400904 -0.00934 ~0.04122 0.06873 .
CITTVARO43 T 0,06197 0. 08787 7 0.07726=0.03944 - T
 VARO44 , . 0400351 =0.05133 =0,04724 0.12675
. VARO4S " 0400321 =0.01064 0.03339 0.05894
[ VARO46 0.05590 0,01127  0.00020 0.04778

TTTVAROR T 0.01358 0. 07259  0.03016  0.0428%
L | : , | SRR

e g s
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