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ABSTRACT

A DCT-domain watermarking scheme, based on nonlinear bistable detectors, is presented. A binary copyright
character, i.e. watermark, is firstly reordered into a binary zig-zag sequence, and then mapped into pulse ampli-
tude modulated waveforms. A certain desynchronization time delay can be arbitrarily placed into one code of
the modulated signal, and is tolerated due to the superior robustness of nonlinear detectors over matched filters.
The watermark signal is then embedded in a selected set of DCT coefficients of an image in a medium frequency
range. The selected set of DCT coefficients is shuffled via the Arnold transform and looks more like background
noise with respect to the watermark signal. The copyright character can be extracted by the nonlinear bistable
detector without prior knowledge of the original image, i.e. blind watermark detection. Interestingly, a higher
match between the original watermark character and the extracted one can be further achieved using a par-
allel array of bistable detectors via the mechanism of array stochastic resonance. Robustness of the proposed
watermarking scheme is shown in the presence of noise, filtering, cropping and compression.
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1. INTRODUCTION

Digital watermarking has recently received great attention as a tool for copyright protection.1–8,12,13 A digital
watermark contains information about the copyright owner, the authorized consumer or other information need
to be embedded. There are two main parts to building a strong watermark: the watermark structure and the
insertion strategy.1 The strong watermark should be robust to various forms signal post processing, e.g. cropping
and compression. The insertion strategy should elicit a convenient watermark detection procedure.

So far, there are two main proposed watermarking techniques, i.e. embedding the watermark in the spa-
tial domain and the transformed domain of an original image.1–8,12,13 Now, the later method is preferable,
e.g. embedding the watermark in DCT image domain. There are also two main watermark detection techniques
according to the way the watermark is recovered from the possibly distorted version of the marked image, i.e. non-
blind and blind watermark detection.1–3 The approach of extracting the embedded mark, without comparing the
original and the marked images, will be referred to as the blind watermarking detection technique. Moreover,
the original watermark is also not needed.7,8

In this paper, we propose a new blind DCT-domain watermarking scheme based on two important charac-
teristics of nonlinear bistable detectors. Digital watermarking systems can be viewed as digital communication
systems.6 Here, the watermark can be regarded as input information, while the DCT coefficients of an image
can be thought of as background noise. In the course of the watermark detection, a nonlinear bistable system
acts as a detector.9–11,14,15 The watermark structure and the insertion strategy are closely associated with
characteristics of this nonlinear bistable detector.

This nonlinear bistable detector is a frequently used model for characterizing stochastic resonance phenomena
in diverse scientific fields.9–11,14,15 Actually, many experimental physical devices demonstrating stochastic reso-
nance effects possess a bistable characteristic.9,11 In the context of signal processing, this nonlinear phenomenon
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allows a weak signal to be enhanced by adding an optimal non-zero level of noise in some nonlinear systems.
Naturally, this interesting observation triggered many significant studies in further analyzing the potential of
such nonlinear systems for signal processing.9–11,14,15 Some promising results were also presented.10,11,14,15

Our recent studies of bistable systems indicate that (i) this system is robust in such degraded conditions as
desynchronization10 or blind detection problems;11 (ii) a parallel array of bistable systems exhibits the array
stochastic resonance phenomenon.14,15

Recent research suggests that bistable systems exhibit the phenomenon of stochastic resonance in the content
of watermarking detection.12,13 In this letter, we also integrate this nonlinear bistable detector into the design
of watermark scheme. The watermark consists of a binary copyright character. Next, this binary character is
reordered into a zig-zag scan sequence. This sequence is then mapped into an one-dimensional pulse amplitude
modulated (PAM) signal. Especially, this watermark signals is deliberately desynchronized by inserting a delay
time at one arbitrary code. From the full-frame DCT domain of an original image, we select a set of DCT
coefficients from the mid range of the frequency spectrum. These selected DCT coefficients undergo the Arnold
transform for certain times, and behave more like background noise. Then, the watermark signal is superimposed
on the disordered DCT coefficients, resulting in the marked DCT coefficients. In succession, the marked DCT
coefficients return to their corresponding positions via the Arnold transform, and replace the selected set of
DCT coefficients of the original image. After the inverse transform of the marked full-frame DCT coefficients,
the marked image will be obtained. The proposed watermarking scheme is tested on some common forms
of interference and distortion: additive Gaussian noise, histogram equalization, JPEG compression, low pass
and median filtering, geometric cropping, salt & pepper noise and multiplicative speckle noise. Given various
corrupted marked images, the watermark can be recovered by reversing the watermark embedding procedure.
Then, it is applied to an isolated bistable detector or a parallel array of nonlinear bistable detectors for extracting
the watermark, i.e. the copyright character. Finally, this watermark scheme is evaluated by measuring the
similarity between the extracted character and the original one. Due to the special watermark structure, this
method makes the nonlinear bistable detector especially suited to the problem compared to a matched filter.
Interestingly, we find that array stochastic resonance, by a parallel array of nonlinear bistable detectors, can
further improve the similarity measure to a higher level than an isolated bistable detector does. It is noted that
the internal array noise plays a constructive role in the watermark detection and acts as an operational tool
for improving the detectability of detectors. This application of bistable systems to DCT domain watermarking
detection indicates that nonlinear systems are potential signal processors, and stochastic resonance is a useful
mechanism in signal processing field.

2. WATERMARK EMBEDDING

2.1 Structure of watermark

In this paper, a black-and-white copyright character S of size 29 × 29, as shown in Fig. 1 (a), is employed as
a binary watermark. Since 0s and 1s correspond to black and white pixels, this copyright character S contains
L = 841 bits. This two-dimensional binary image S is firstly reordered into an one-dimensional zig-zag sequence,
such as in the JPEG compression algorithm.2 Next, we modulate this binary zig-zag sequence onto a PAM signal
with amplitude ±A and bit interval Tb. Ten examples of the PAM waveforms are shown in Fig. 1 (b). Each
waveform lasts for a bit interval Tb, but an arbitrary waveform is deliberately delayed by 0.5Tb, as shown in
Fig. 1 (b). This kind of desynchronized PAM signal is specially designed for the watermarking detection scheme.
In succession, the PAM waveform is sampled with a sampling time 0.01Tb. Thus, each pulse contains 100 sample
values and a sample signal vector X = {x1, x2, · · · , x84100} is obtained. Note that the last PAM waveform is
a half bit interval having 50 sampled points. In this way, a copyright character S will be transformed into a
watermark vector X to be embedded into the DCT domain of an image.

2.2 Watermark casting

In this step, the 512 × 512 DCT coefficients for a 512 × 512 gray-scale image I, as shown in Fig. 2 (a), are
computed. The DCT coefficients are also reordered into a zig-zag scan, and the first DCT coefficient should be
the DC term. In line with some important casting methods,1,2, 12,13 the coefficients from the 80001th to the
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Figure 1. (a) Binary copyright character S with size of 29 × 29. (b) Examples of PAM waveform encoded by the zig-zag
version of the copyright character. Here, the pulse amplitude is ±A and the bit interval is Tb. One code of bit 0 is
deliberately desynchronized by a delay time of 0.5Tb, as the arrow indicated.

Figure 2. (a) Original 512 × 512 image ‘Lena’. (b) Selected set of zig-zag scan of DCT coefficients. (c) After Arnold
transform, the shuffled DCT coefficients sequence of T . (d) Marked image ‘Lena’. Here, A = 4 with the unit of the DCT
coefficient.

164100th positions are taken out according to the above zig-zag sequence of the DCT spectrum, as shown in
Fig. 2 (b). There are 84100 DCT coefficients in total to be modified.

In this paper, when considering stochastic resonance, we take the binary information as the input signal,
and view the selected DCT coefficients as noise. However, as shown in Fig. 2 (b), the selected selected DCT
coefficients are not as random as background noise. For example, the variance of coefficients reduces. Here, we
reshape the selected selected DCT coefficients into a 290 × 290 matrix. Then, this reordered DCT coefficient
matrix is shuffled by the Arnold transform8

[
x′

y′

]
=

[
1 1
1 2

] [
x
y

]
(mod 290), (1)

where x, y ∈ [1, 2, · · · , 290] are the pixel coordinates of the reshaped DCT coefficients, and x′, y′ ∈ [1, 2, · · · , 290]
correspond to the shuffled DCT coefficients. Here, the Arnold transform iteration is k = 110. If the shuffled DCT
coefficients continue to undergo m = 100 iterations of Arnold transform, the DCT coefficients will be optimally
reshaped. This indicates p = k + m Arnold transforms for a 290 × 290 DCT coefficients matrix is optimal.8

Next, the shuffled 290 × 290 DCT coefficients are reordered into a zig-zag sequence T = {t1, t2, · · · , t84100},
as plotted in Fig. 2 (c). T is more like a random noise sample than the original zig-zag scan of Fig. 2 (b). Then,
the input signal vector X is added to the zig-zag sequence of T . The marked DCT coefficient sequence T ′ is
given as

T ′ = T + X. (2)
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Finally, the modified sequence T ′ = {t′1, t′2, · · · , t′84100} is reinserted in the inverse zig-zag scan. Then, the
290 × 290 DCT coefficients are embedded, and undertake the residual m = 100 Arnold transform iterations.
We replace the 290× 290 embedded DCT coefficients with the original ones in the full-frame DCT domain, and
perform a 512×512 inverse DCT transform. The wartermarked image I ′ is then obtained, as shown in Fig. 2 (d).
The peak signal-to-noise (PSNR) is calculated as 40.75 dB.

3. WATERMARK DETECTION AND SIMILARITY

The marked image I ′ is possibly corrupted by some signal processing algorithms, e.g. compression, and becomes
a corrupted image I∗. The 512×512 DCT transform is applied to the watermarked image I∗. Then, the 512×512
DCT coefficients embedded with watermarks can be obtained by reversing the steps of watermark casting in
Sec. 2. It is reordered into a zig-zag sequence and coefficients from 80001th to the 164100th positions are selected.
These 84100 coefficients are reshaped into a 290 × 290 matrix via the inverse of the zig-zag procedure, and the
formed matrix undergoes 110 iterations of the Arnold transform. Then, this shuffled matrix is reordered into
the zig-zag sequence T ∗ = {t∗1, t∗2, · · · , t∗84100} to be detected for revealing the watermark. In order to extract the
recovered binary watermarked image S∗, we utilize two alternative detection strategies as follows.

3.1 An isolated nonlinear bistable detector

In this detection task, we apply T ∗ to a nonlinear bistable detectors given as10,11,15

τa
dx(t)

dt
= x(t) − x3(t)

X2
b

+ T ∗(t), (3)

with detector parameters τa > 0 and Xb > 0. Here, the differential equation of Eq. (3) is written as continuous
form, and the vector T ∗ is represented as a continuous input signal T ∗(t). In this letter, we numerically integrate
Eq. (3) using Euler-Maruyama discretization with a sampling time step ∆t � Tb.10,11,14,15 Throughout the
paper, we adopt ∆t = 0.01Tb. The output x(t) is sampled for recovery of the watermark.

3.2 A parallel array of nonlinear bistable detectors

In our previous work in the area of array stochastic resonance,15 we have reported that signal-to-noise ratio
gain exceeding unity is achievable when a parallel array of bistable dynamical subsystems is subjected to a
noisy subthreshold or suprathreshold input. Here, an uncoupled parallel array of bistable detectors is also
considered for obtaining an improved binary mark image. Zero-mean Gaussian white noise ηi(t), together with
and independent of T ∗(t), is applied to each detector of the parallel array of size N . The N array noise terms
ηi(t) are mutually independent and have autocorrelation 〈ηi(t)ηi(0)〉 = Dηδ(t) with a same noise intensity Dη.
The internal state xi(t) of each bistable detector is governed by

τa
dxi(t)

dt
= xi(t) − x3

i (t)
X2

b

+ T ∗(t) + ηi(t), (4)

for i = 1, 2, . . . , N . Their outputs are averaged and the response of the array is given as

y(t) =
1
N

N∑
i=1

xi(t). (5)

Then, the response y(t) of Eq. (5) is subsequently sampled in order to recover the watermark.

3.3 Recovering procedure and the similarity measure

We introduce the detection scheme as follows: the output x(t) of Eq. (3) or the average output y(t) of Eq. (5)
is sampled at jTb for j = 1, 2, . . ., resulting in a successive sampled values of Yj .10,11,14,15 Note that the sample
points take on the corresponding numerical values at jTb, regardless of the desynchronization time. This sampling
method has a weak effect on the bistable detector, but a deleterious effect on a matched filter.10,11 Thus, the
bistable detector is utilized as a novel robust detector in this watermark scheme. Next, Yj are compared with
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Figure 3. (a) Watermarked image ‘Lena’ corrupted by Gaussian noise with variance σ2 = 100. (b) The recovered binary
image detected by the isolated bistable detector, and (c) recovered image detected by the array of bistable detectors with
optimal noise intensity Dη/∆t = 200. (d) The resonance-like curve of ρ versus Dη for the array of bistable detector. Here,
τa = Tb/150, Xb = 3.75A and the array size N = 60.

the decision threshold � for selecting binary values 0 or 1. If Yj > �, the recovered mark is read as a digital 1,
otherwise a digital 0. Here, we utilize the hard thresholding method of � = 0.11 Now, this system of Eq. (3)
or Eq. (4) with input binary signal and output reading binary bits, can be viewed as an information channel
transmitting binary data.

Following the above detection scheme, we will obtain a recovered binary sequence. This binary sequence
is then reshaped by the inverse zig-zag scan, and the recovered binary image of copyright character S∗ can be
formed. The similarity ρ between the original character S and the recovered one S∗ is measured by

ρ =
S · S∗

S∗ · S∗ =
∑ ∑

ss∗∑ ∑
s∗2

, (6)

where s and s∗ are the pixel values of S and S∗, respectively. We compare ρ with a threshold to decide how
similar the recovered mark S∗ is to the original S. The threshold has a range from zero to unity, and the exact
value of the threshold depends on the requirements. The larger ρ is, the more similar S∗ is to S.

4. EXPERIMENTAL RESULTS

In order to evaluate the proposed watermarking scheme, the 29 × 29 copyright character is embedded into the
grey-scale standard image ‘Lena’. Several common signal processing techniques and geometric distortions are
applied to these marked images to evaluate if the nonlinear detector of Eq. (3) or Eq. (4) can reveal the embedded
mark well or not. The similarity measure will enable the robustness of this watermarking scheme to be evaluated.

In this paper, main experimental descriptions of the standard image ‘Lena’ are presented. The bistable
detector has tunable parameters τa and Xb. The τa and Xb parameter tuning method is described by Duan et
al.11 The noise intensity Dη is also a tunable parameter for the array of bistable detectors.15

4.1 Adding Gaussian noise
Zero-mean Gaussian noise with variance σ2 is introduced to corrupt the marked image I ′. As the variance σ2

increases, the image degradation is severer. An example corrupted image is illustrated in Fig. 3 (a) for Gaussian
noise variance σ2 = 100. The PSNR of the corrupted image I∗ is 27.86 dB. The isolated bistable detector
detects the binary mark image with similarity ρ = 0.8770. While the array of nonlinear detectors of Eq. (5) gives
ρ = 0.9011 at an optimal noise intensity Dη/∆t = 200. Both recovered binary watermark images S∗ are shown
in Fig. 3 (b) and (c), respectively. Note that Dη is an independent tunable parameter and determined in the
following way: Upon increasing Dη from zero, as shown in Fig. 3 (d), ρ shows a resonance-like curve; We select
the highest value of similarity ρ = 0.9011, and then obtain the corresponding optimal value of Dη/∆t = 200.

As the marked image I ′ is corrupted at a different Gaussian noise variance σ2, we follow the above way of
tuning noise intensity Dη. The corresponding optimal similarity ρ is plotted in Fig. 4 for the array of bistable
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Figure 4. Similarity ρ as a function of Gaussian noise variance σ2. Each point of ρ of the array of bistable detectors is
obtained by optimizing the noise intensity Dη in the way of the example of Fig. 3.

(b) (c) 

Figure 5. (a) Watermarked image ‘Lena’ after histogram equalization. The recovered binary image via (b) the isolated
bistable detector, and (c) the array of bistable detectors with optimal noise intensity Dη/∆t = 50. Here, τa = Tb/150,
Xb = 3.75A and the array size N = 60.

detectors (stars). For comparison, the isolated bistable detector (squares) is also drawn in Fig. 4. It is seen that
the array noise ηi(t) improves the similarity ρ via the mechanism of array stochastic resonance.15

4.2 Histogram equalization

As shown in Fig. 5 (a), the marked image I ′ is operated by histogram equalization into I∗ with the PSNR
being 19.04 dB. The isolated bistable detector presents the mark S∗, as shown in Fig. 5 (b), with the similarity
ρ = 0.9836. Next, we adopt an array of nonlinear detectors of Eq. (5) for the watermark detection. The array size
is N = 60. The largest ρ is 0.9857, and the corresponding optimal noise intensity Dη/∆t = 50. The recovered
watermark S∗ is plotted in Fig. 5 (c).

4.3 JPEG compression

The JPEG compression algorithm is one of the most severe distortion that the watermark meets. We applied
JPEG coding with decreasing quality and 0% smoothing to the marked image I ′. Obviously, the measure of ρ
is plotted in Fig. 6 as the monotonic increasing function of JPEG compressing quality. However, the array of
bistable detectors presents a much better result than an isolated bistable detector does.

An example compressing version of image with 75% quality and 0% smoothing is shown in Fig. 7 (a) (The
PSNR is 36.83 dB), and the corresponding recovered binary characters S∗ are plotted in Fig. 7 (b) and (c),
respectively. Here, Fig. 7 (b) is similar to the original binary character with ρ = 0.8200, whereas Fig. 7 (c) is
with ρ = 0.8620. The detected mark of the array of the bistable detectors looks more better.
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Figure 6. Similarity ρ as a function of JPEG compression quality. Here, the compression quality means 100 minus the
compression ratio.

(b) (c) 

Figure 7. (a) JPEG compressed version of the marked image ‘Lena’ with 75% quality and 0% smoothing. The recovered
binary image via (b) the isolated bistable detector, and (c) the array of bistable detectors with optimal noise intensity
Dη/∆t = 100. Here, τa = Tb/150, Xb = 3.75A and the array size N = 60.

4.4 Low pass filtering and high pass filtering

The watermarked image I ′ is filtered by a low pass filter with window size 2 × 2, as shown in Fig. 8 (a). The
PSNR is 29.72 dB. The corresponding recovered binary characters S∗ are also illustrated in Fig. 8 (b) and (c),
with similarity ρ = 0.8862 and ρ = 0.8917, respectively.

The watermarked image I ′ is also filtered by a high pass filter with window size 4× 4, as shown in Fig. 9 (a).
The PSNR is 30.51 dB. The corresponding recovered binary characters S∗ are also illustrated in Fig. 9 (b)
and (c), with similarity ρ = 0.9816 and ρ = 0.9827, respectively. Note that this watermarking scheme failed

(b) (c) 

Figure 8. (a) The marked image ‘Lena’ filtered by a low pass filter with window size 2 × 2. The recovered binary image
S∗ via (b) the isolated bistable detector, and (c) the array of bistable detectors with optimal noise intensity Dη/∆t = 5.
Here, τa = Tb/50, Xb = 0.75A and the array size N = 60.
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Figure 9. (a) The marked image ‘Lena’ filtered by a high pass filter with window size 4 × 4. The recovered binary image
S∗ via (b) the isolated bistable detector, and (c) the array of bistable detectors with optimal noise intensity Dη/∆t = 100.
Here, τa = Tb/50, Xb = 1.25A and the array size N = 60.

(b) (c) 

Figure 10. (a) The marked image ‘Lena’ after cropping as 300 × 300 subpart. The recovered binary image S∗ via (b)
the isolated bistable detector, and (c) the array of bistable detectors with optimal noise intensity Dη/∆t = 200. Here,
τa = Tb/150, Xb = 3.75A and the array size N = 60.

(b) (c) 

Figure 11. (a) The marked image ‘Lena’ added by salt & pepper noise with noise density 0.02. The recovered binary image
S∗ via (b) the isolated bistable detector, and (c) the array of bistable detectors with optimal noise intensity Dη/∆t = 50.
Here, τa = Tb/30, Xb = 3.75A and the array size N = 60.
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Figure 12. (a) The marked image corrupted by multiplicative speckle noise with noise variance 0.05. The recovered
binary image by (b) the isolated bistable detector and (c) the array of bistable detectors with optimal noise intensity
Dη/∆t = 1000. Here, τa = Tb/10, Xb = 3.75A and the array size N = 60.

under the median filter. The main reason is the mark S is embedded in median frequency DCT domain.

4.5 Geometric cropping

We cropped the watermarked image I ′ as 300 × 300 subpart I∗, as shown in Fig. 10 (a). The PSNR is 7.21
dB. The corresponding recovered binary characters S∗ are illustrated in Fig. 10 (b) and (c), with similarity
ρ = 0.8502 and ρ = 0.9008, respectively. It is observed that the addition of array noise is obviously helpful to
the detectability of nonlinear detectors.

4.6 Salt & pepper noise

We corrupted the watermarked image with salt & pepper noise with noise density 0.02, as shown in Fig. 11 (a).
The PSNR is 22.34 dB. The corresponding recovered binary characters are also illustrated in Fig. 11 (b) and (c),
with similarity ρ = 0.8985 and ρ = 0.9191, respectively.

4.7 Multiplicative speckle noise

We corrupted the watermarked image with multiplicative speckle noise with noise variance 0.05, as shown in
Fig. 12 (a). The PSNR is 18.82 dB. The corresponding recovered binary characters are also illustrated in
Fig. 12 (b) and (c), with similarity ρ = 0.8766 and ρ = 0.8802, respectively.

5. CONCLUSION

In this paper, we propose a new blind watermarking scheme for digital gray scale images operating in the
DCT domain: a binary character is embedded in a selected set of DCT coefficients and a nonlinear detector is
employed for watermark detection. The character mark is reordered in a zig-zag sequence, and this sequence
is then modulated as a PAM signal. This watermark signal is delibertely desynchronized by a delay time at
one arbitrary code to test robustness. The full-frame DCT coefficients are also arranged in a zig-zag scan, and
extracted in the median frequency domain. The extracted set of DCT coefficients is further shuffled by the
Arnold transform, and acts as the background noise for the watermark signal. The watermark signal is then
added to the shuffled DCT coefficients. Watermark detection employs a bistable detector and a parallel array of
bistable detectors, since the nonlinear bistable detector is robust to the delay time in the PAM watermark signal.
Experimental results demonstrate that this watermark scheme is robust to several signal processing techniques,
such as additive Gaussian noise, histogram equalization, JPEG compression, low pass and high pass filtering,
image cropping, salt & pepper noise and multiplicative speckle noise. Interestingly, the array of bistable detectors
has a tunable parameter of array noise for improving the similarity of the recovered character to the original
one. This mechanism is referred to array stochastic resonance. Future research of this scheme deserves deeper
investigation in embedding the binary information in DWT coefficients.
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