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Abstract

Imaging atmospheric Cherenkov telescope (IACT) arrays can detect the faint Cherenkov
light emitted by air showers that were created by interactions of cosmic very-high-energy
(VHE, with energies of O(100GeV)-O(100TeV)) particles with atomic nuclei in the
Earth’s atmosphere. While aiming for the detection of Cherenkov light emitted by
gamma ray-initiated air showers, the vast majority of all detected showers are initiated by
charged cosmic rays, which hence provide the dominant background. The most successful
TIACT to date is the H.E.S.S. observatory in Namibia. Starting regular observations in
2004 with four telescopes with reflector areas of approximately 100m? each, a much
larger fifth telescope was added to the centre of the four other telescopes in 2012. Due
to the very large mirror area of approximately 600m?, the energy threshold of this
telescope is the lowest of all IACTs.

In this dissertation, a fast algorithm is presented that can reconstruct fundamental
properties of the primary VHE gamma rays like their direction or their energy based on
the distribution of measured intensities in the camera of the new telescope. Furthermore,
this algorithm, which is called MonoReco, can distinguish between air showers initiated
either by gamma rays or by charged cosmic rays. All those tasks are accomplished with
the help of artificial neural networks, which use moments of the intensity distributions
as input. At zenith angles of 0°, the resulting energy threshold is as low as 59 GeV,
and at zenith angles of 40° it is 178 GeV. Depending on the energy and the pointing
position of the telescope, angular resolutions of 0.1°-0.3° are reached. In case of the
energy reconstruction, the bias is usually at the level of a few percent, with large bias
values occurring only at the edges of this energy range. The energy resolution is at the
level of 20 %-30 %. Steady sources of VHE gamma-ray emission can be detected with a
significance of 50 within 50 h of observations if their flux reaching Earth is at least 2 %
of the flux of the Crab Nebula.

With the MonoReco algorithm, data taken around the 2014 periastron passage of
the gamma-ray binary PSR B1259-63/LS 2883 were analysed. Among the small group
of gamma-ray binaries, five sources are established and two additional candidates were
identified recently. PSR B1259-63/LS 2883 is the only member of this group for which
the nature of the compact is known. In this case it is a neutron star in an orbit with
a period of 3.4yr around a massive star with a circumstellar disk consisting of gas and
plasma. For the first time the differential photon spectrum of this source could be
measured down to below 200 GeV with H.E.S.S. Furthermore, fluxes could be measured
very close to periastron for the first time, exhibiting a local flux minimum at this time.
Also certain times during the flare observed in the high-energy gamma-ray band (with
photon energies between (100 MeV) and O(100 GeV)) were sampled for the first time
contemporaneously to observations with Fermi-LAT. Both at this time and also shortly
before the first crossing of the neutron star through the disk, high flux states were
observed, with flux levels being comparable to the maximum fluxes measured around
the disk crossings. A good agreement between measured energy fluxes and predictions
of a leptonic model is found.
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Kurzfassung

Abbildende atmosphérische Cherenkov-Teleskope (IACTS) sind in der Lage, das schwa-
che Cherenkovlicht aus Teilchenschauern zu detektieren, die bei Kollisionen von sehr
hochenergetischen (mit Energien von O(100GeV)-O(100TeV)), kosmischen Teilchen
mit Atomkernen in der Erdatmosphére produziert werden. Das Ziel ist die Detekti-
on von Cherenkovlicht aus Schauern, die von Gammastrahlen erzeugt wurden, jedoch
stammt der grofite Teil der Schauer von geladenen Teilchen, die somit den dominan-
ten Untergrund bilden. Das bisher erfolgreichste IACT ist das in Namibia befindliche
H.E.S.S.-Observatorium. Reguldre Observationen begannen im Jahr 2004 mit vier Tele-
skopen mit Spiegelfliichen von je circa 100 m?. Im Jahr 2012 wurde das Observatorium
um ein fiinftes Teleskop mit einer Spiegelfliiche von circa 600 m? ergéinzt. Aufgrund dieser
groflien Spiegelfliche besitzt dieses Teleskop die niedrigste Energieschwelle aller IACTs.

In dieser Dissertation wird ein schneller Algorithmus présentiert, der grundlegende
Eigenschaften der Gammastrahlen wie ihre Energien und Ankunftsrichtungen mithilfe
der gemessenen Intensitétsverteilungen in der Kamera des neuen Teleskops rekonstru-
ieren kann. Dieser MonoReco genannte Algorithmus kann weiterhin zwischen Schauern
unterscheiden, die von Gammastrahlen bzw. geladenen Teilchen der kosmischen Strah-
lung initiiert wurden. Diese Aufgaben werden mit mithilfe von kiinstlichen neuronalen
Netzwerken erfiillt, welche die Momente der Intensitétsverteilungen analysieren. Bei Ze-
nitwinkeln von 0° liegt die resultierende Energieschwelle bei 59 GeV, bei 40° liegt sie bei
178 GeV. Abhéngig von der Energie und von der Beobachtungsrichtung des Teleskops
werden Richtungsauflésungen von 0.1°-0.3° erreicht. Die systematische Abweichung der
Energierekonstruktion liegt meist bei einigen Prozent. Nur am Rand des der Rekonstruk-
tion zugénglichen Energiebereichs sind groflere Abweichungen vorzufinden. Die Energie-
auflosung liegt bei 20 %-30 %. Stetige Gammastrahlungsquellen kénnen innerhalb von
Beobachtungszeiten von 50 h mit einer statistischen Signifikanz von 50 detektiert werden,
wenn ihr Fluss auf der Erde mindestens 2 % des Krebsnebelflusses entspricht.

Mit dem MonoReco-Algorithmus wurden Daten, die in der Zeit um das Periastron
des Gammastrahlungs-Bindrsystems PSR B1259-63/LS 2883 im Jahre 2014 genommen
wurden, analysiert. Zur kleinen Gruppe dieser Binéirsysteme gehoren fiinf Quellen sowie
zwei kiirzlich identifizierte Kandidaten. Nur fiir PSR B1259-63/LS 2883 ist die Art des
kompakten Objekts bekannt. Es handelt sich um einen Neutronenstern, der sich in einem
3,4-Jahres-Orbit um einen massereichen Stern mit einer den Stern umgebenden Scheibe
aus Gas und Plasmen befindet. Zum ersten Mal konnte H.E.S.S. das Spektrum bei Ener-
gien unterhalb von 200 GeV messen. Weiterhin konnte die Quelle zum ersten Mal sehr
nah am Periastron selbst beobachtet werden, wobei zu dieser Zeit ein lokales Flussmini-
mum gemessen wurde. Auch zu bestimmten Zeiten wihrend des sehr hohen Flusses im
hochenergetischen Gammastrahlungsbereich (zwischen O(100 MeV) und O(100 GeV))
wurden zum ersten Mal Daten gleichzeitig mit H.E.S.S. und Fermi-LAT genommen.
Sowohl zu dieser Zeit als auch kurz vor dem ersten Durchqueren des Neutronensterns
durch die Scheibe wurden Fliisse gemessen, die vergleichbar hoch waren wie die maxi-
malen Fliisse nach den Scheibendurchquerungen. Ein Vergleich der gemessenen Fliisse
mit Vorhersagen eines leptonischen Modells zeigt gute Ubereinstimmungen.
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1 Introduction

In the years 1911 and 1912, Victor Franz Hess conducted several balloon flights up to
heights of more than 5300 m, in an endeavour to measure the level of ionising radiation
as a function of the height with the help of an electrometer [1]. Contrary to the common
belief at that time, the level of such radiation did not decrease with increasing altitude,
but it increased, excluding the decay of radioactive isotopes in the crust of the Earth
as the primary source of this radiation. Also the sun could be excluded as the principal
source, since the level of ionisation did not decrease when measured during a partial
solar eclipse. Hence it was concluded that this ionising radiation must have its origin in
outer space. For the discovery of this extraterrestrial nature of what is now referred to
as cosmic rays, Victor Hess was awarded the Nobel Prize in Physics in 1936. Thorough
studies of the secondary particles created by interactions of the cosmic rays with the
atoms and molecules in the atmosphere lead to the discovery of several new particles like
the positron, the muon, the pion or the kaon, contributing significantly to the progress
of the young field of research of particle physics in the 1930s and 1940s. Despite the
great success of experimental physics initiated by the discovery of cosmic rays more than
100 years ago, the question of the origin of cosmic rays is still not answered conclusively.
The main reason for this is that over the largest part of the range of energies of cosmic
rays, which extends over more than eleven orders of magnitude, the charged cosmic rays
are deflected sufficiently by galactic and intergalactic magnetic fields to prevent tracing
them back to their origins.

To resolve the long-standing enigma of the origin of cosmic rays, new detection tech-
niques relying on different types of messenger particles were established. Gamma rays
are good candidates for this, since they are neutral particles which are not deflected by
magnetic fields. In this work, especially gamma rays with energies higher than approx-
imately 100 GeV will be discussed. These can be produced via several processes from
charged particles with even higher energies close to the acceleration site of the latter.
By detecting the Cherenkov light emitted by seconary particles created by scattering
processes of such gamma rays with atomic nuclei in the atmosphere, the energy and
direction of the primary particles can be reconstructed accurately. Current-generation
detectors have angular resolutions of approximately 0.07°, allowing for identifications
of individual sources. After the initiation of this young field of astronomy in the late
1980s and 1990s, a wealth of more than 170 new gamma-ray sources was discovered
by observatories like the High Energy Stereoscopic System (H.E.S.S.) [2; 3]. The most
extreme objects in the universe belong to those sources, including neutron stars, rem-
nants of supernova explosions, supermassive black holes in the centres of galaxies or
binary systems consisting of massive stars and neutron stars or black holes. By de-
tecting the non-thermal gamma-ray emission from such objects and characterising their
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various properties, gamma-ray astronomy has become an independent and vibrant field
of research with a scope extending far beyond the determination of the origin of cosmic
rays.

In Chap. 2, an overview over the physics of cosmic rays and VHE gamma rays is
presented, including the acceleration of charged particles up to highest energies and the
creation of gamma rays by those particles. The particular source class of gamma-ray
binaries and especially the binary system PSR B1259-63/LS 2883 will be introduced in
more detail. General concepts of detecting gamma rays will also be explained in this
chapter.

The experimental setup of the H.E.S.S. telescope system is described in detail in
Chap. 3. The new, large telescope added to the H.E.S.S. array in 2012 will be introduced
in more detail, since data from this telescope is the subject of later chapters.

A new algorithm capable of reconstructing fundamental parameters of individual
gamma rays from the data collected by the new, large telescope alone is presented in
Chap. 4. This algorithm, which is called MonoReco, is based on the use of artificial
neural networks. With the help of this algorithm, the energy range accessible for the
H.E.S.S. array can be extended to unprecedentedly low energies. In Chap. 5, the per-
formance of this algorithm is discussed in detail. Also an analysis of data obtained from
observations of the Crab Nebula is presented to illustrate the good performance of the
MonoReco algorithm.

In Chap. 6, an analysis of data taken around the 2014 periastron passage of the binary
system PSR B1259-63/LS 2883 using both the MonoReco algorithm and stereoscopic
algorithms is presented. In particular the light curve will be discussed, also in the context
of results from other parts of the electromagnetic spectrum. Furthermore, the results
are compared with model predictions.
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Since the discovery of cosmic rays in 1912, the fields of astroparticle physics and especially
gamma-ray astronomy have evolved greatly. In this chapter, special attention will be paid
to high-energy (HE) gamma rays with energies between O(100MeV) and O(100 GeV)
and very-high-energy (VHE) gamma rays in the range of O(100 GeV)-O(100 TeV).

The Crab Nebula, the first astrophysical object from which VHE emission was de-
tected, was discovered in this energy range in 1989 by Weekes et al. [4]. Since then,
a total of 176 sources have been detected at VHESs, firmly establishing a new field of
astronomy. 103 of these objects have been discovered in the VHE regime by the H.E.S.S.
experiment. Approximately 50 of these sources have been identified as active galactic nu-
clei (AGN), 34 have been identified as pulsar wind nebulae (PWNe) and 24 as supernova
remnants (SNRs) [5]. 35 objects are still unidentified, mostly because no counterparts
at other wavelengths have been detected. The remaining sources are of different types,
like galaxy clusters, starburst galaxies, binary systems, stellar clusters or pulsars. These
object classes will be described in more detail in Sec. 2.4 and, in case of binary systems,
in Sec. 2.7.

Most of the galactic sources of VHE emission are located at a distance of order 1kpc
from Earth. A large fraction of them appear extended in instruments with angular
resolutions of ~ 5, which implies a scale for the size of the emission regions of order
10 pc [6]. Despite being emitters of VHE gamma rays, none of the known sources was
found to be capable of accelerating hadrons up to energies of order 1PeV. The only
exception is the recently discovered source of hadrons with PeV energies in the galactic
centre [7]. Furthermore, there is evidence for electrons accelerated to energies of about
100 TeV [8; 9] or even O(1PeV) in the Crab Nebula [10].

In addition to individual sources of VHE emission, diffuse emission from the galactic
plane has been searched for by the H.E.S.S. experiment, which is described in detail
in Chap. 3. All photons not associated with known sources could be attributed to
unresolved sources and to products of interactions of cosmic rays with diffuse matter
and photon fields [11; 12]. In contrast to the lack of detected diffuse emission at VHEs,
diffuse emission from the galactic plane dominates the sky at HEs [12]. The Fermi-
LAT experiment, a satellite-borne HE gamma-ray observatory that will be described
briefly in Sec. 2.9, reported that roughly 80% of all detected photons originate from
the galactic diffuse emission in the respective energy range [5]. Of the more than 3000
sources detected at HEs (in this case between 100 MeV and 300 GeV) by Fermi-LAT
within four years of observations, about one third are AGN. For another third, there
is no counterpart at other wavelengths and the type of source is not clear. The largest
galactic source class is represented by pulsars of which 147 have been identified. 68
sources have been identified as SNRs or PWNe [13; 14].
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VHE gamma-ray emission from other types of objects or environments is also searched
for. Most prominently, VHE gamma-ray emission from gamma ray bursts (GRBs) has
not been discovered yet, although Fermi-LAT detected photons with energies up to
100 GeV from one GRB already [15] and although models predict emission up to the VHE
regime [16]. Also VHE emission from dark matter annihilation has not been observed
yet, which helped setting competitive upper limits on the dark matter annihilation cross
section for dark matter particles with masses in the TeV range.

In the following sections, the basics of cosmic-ray physics and the acceleration and
propagation of charged particles in astrophysical environments will be discussed. Af-
terwards the creation and propagation of VHE gamma rays will be explained. Special
attention will be paid to gammarray emitting binary systems, in particular to PSR
B1259-63/LS 2883. At the end of this chapter, the concepts of gamma-ray detection
will be explained.

2.1 Cosmic-Ray Physics

The Earth’s atmosphere is constantly hit by cosmic rays consisting of a variety of par-
ticles. The vast majority of 99.8 % of these particles is charged, the rest consists of
photons, which are called gamma rays at high energies. Approximately 1% are elec-
trons and positrons, the rest is composed of atomic nuclei. Protons make up the largest
fraction (87 %), Helium nuclei contribute 12% and the remaining fraction consists of
heavier nuclei [17]. The cosmic-ray composition varies with energy. At energies ac-
cessible to the H.E.S.S. experiment, between about 50 GeV to tens of TeV, the overall
proton fraction is above 75% [18]. At the lower end of this range the Helium fraction
is about 50 to 60 %, and heavier elements have an effect similar to a 60 % increased
Helium rate on measurements of the cosmic ray flux with observatories like H.E.S.S. or
MAGIC [19]. The influence of nuclei heavier than protons on measurements performed
with such experiments is limited, because the nucleons within the nuclei presumably
scatter independently and thus distribute the total energy of the nucleus among them
[18; 20].

The cosmic-ray spectrum is shown in Fig. 2.1, which displays the differential dif-
fuse particle flux as a function of the energy per nucleus. This is one of the most
famous graphs in physics, depicting the remarkably regular power law-like drop-off of
the cosmic-ray flux over at least eleven orders of magnitude in energy. The spectral
index is approximately 2.7 below the so-called knee at 3PeV where the spectral index
softens to approximately 3.1. A second spectral break can be seen at the so-called ankle
at about 3 EeV where the index hardens from 3.1 back to approximately 2.7.

Particles with energies above a few GeV but below the knee are believed to be of
galactic origin. SNR shocks are thought to be the main source of these particles, with
contributions from pulsars and PWNe [8; 22]. A typical supernova releases about 10°! erg
as kinetic energy of ejecta. Due to shock acceleration, explained in more detail in Sec. 2.2,
the energy is transferred to kinetic and thermal energy of particles of the interstellar
medium (ISM). Given an average residence time of 107 yr of cosmic rays in the galaxy
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Figure 2.1: Differential diffuse cosmic ray flux as a function of the energy per nucleus.
Different experiments have contributed data to this graph according to the
respective energy ranges. The graph was taken from Hanlon [21].

and a cosmic ray energy density of approximately 1eV/cm?, the total energy flux that
has to be provided by cosmic ray sources is on the order of 5 x 10 erg/s. Given a
supernova rate of two to three per century leads to the conclusion that about 10 % of
the energy released in a supernova need to be converted to cosmic rays to provide the
estimated energy flux [6].

Particles with energies above the knee and below the ankle are thought to be of
extragalactic origin because the galactic magnetic fields are so weak that the gyroradii
of such high energy particles are larger than the galaxy itself. Therefore these particles
escape from the galaxy, rendering the observable fluxes too low to be compatible with
the spectrum shown in Fig. 2.1 [17]. Large extragalactic structures and higher magnetic
fields found in extragalactic environments may allow for particle acceleration to higher
energies [23]. AGN and their jets are prime candidates for such objects.
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Ultra-high-energy cosmic rays (UHECRs) with macroscopic energies of 2 100 PeV are
also thought to originate from AGN and AGN jets, as well as from GRBs or from galaxy
merger shocks [10]. The origin of the spectral break at the ankle is still under debate.
Above the ankle, the spectrum ends at < 1ZeV despite instruments being sensitive
enough at these energies. The lack of detections may have two reasons. The first one
is the fact that even the most powerful particle accelerators in the universe might not
be able to produce particles with energies higher than this threshold. The other one
is related to the energy loss of particles on their way to the observer, resulting in the
so-called Greisen-Zatsepin-Kuzmin (GZK) cut-off, which will be introduced briefly in
Sec. 2.3.

2.2 Charged Particle Acceleration

Diffusive shock acceleration (DSA), also called first-order Fermi acceleration, is the prime
candidate for particle acceleration in astrophysical contexts [10]. Historically, the so-
called second-order Fermi acceleration [24] was proposed first. In this section, these
processes and the emergence of cosmic-ray power-law spectra are described. Also alter-
native models will be introduced.

In the context of the second-order Fermi process, charged particles gain energy when
interacting with interstellar or intergalactic plasma clouds containing magnetic fields.
Assuming random motion of such clouds, the frequency of head-on collisions of particles
with clouds exceeds the frequency of tail encounters, thus there is a net energy gain across
many collisions [24; 23]. The downsides of this model are the long involved time scales
for acceleration and the rather inefficient particle energy gain, which is proportional to
(%)2, where u is the speed of the respective cloud and v is the much larger velocity of
the particle [24; 25].

In contrast, the first-order Fermi acceleration occurs at collisionless plasma shock
waves [23]. Shock fronts emerge whenever a supersonic flow collides with a flow of
different direction or velocity such that the relative velocity is faster than the speed
of sound in the medium. A sketch of such a configuration is shown in Fig. 2.2. The
upstream flow with supersonic speed uy in the shock reference frame often originates
from astrophysical objects like pulsar emitting relativistic winds or supernova remnants.
The downstream flow of speed us < uq could be matter from the interstellar medium
or a stellar wind from a companion in a binary system. The shock front emerges where
the pressures of the two flows balance each other, forming a contact discontinuity.

Particles of speed vg > w4 diffuse in the upstream region of the shock due to collisions
with magnetic turbulences in the plasma until they eventually cross the shock, effectively
experiencing a plasma moving towards the particles with a velocity proportional to
|u1 —ug|. In the downstream region they move diffusively as well. This diffusion leads to
an isotropisation of their angular distributions in the corresponding plasma rest frame,
leading to a net particle energy increase in the shock rest frame. The energy gain is
always positive because the particles experience head-on collisions on both sides of the
shock. The average relative energy gain of a particle over a full cycle from the upstream
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Figure 2.2: Sketch of a shock front between two flows of different directions and velocities
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region to the downstream region and back is

AE :ﬁul—m (2.1)
E 3 ¢ ’

with ¢ being the speed of light [26; 25; 27]. In this process, collisions with magnetic
perturbations are dominant, Coulomb scattering is negligible [23]. Such perturbations
in the upstream region are often plasma waves called Alfvén waves which have been
generated by fast particles during their propagation through the plasma [28].

The probability P.s. with which particles can escape the shock region is

P = 422, (2.2)
rc

where r = Z—; is the shock compression ratio [26]. In this model, the escaped particles

can be observed as cosmic rays. According to Eq. (2.2) the escape probability only
depends on quantities which can, at first order, be assumed to be constant over time,
thus a power-law spectrum

dN EN "
RE = n (E) (2.3)
>
with index T = “Ll (2.4)
—

naturally emerges [6]. The speed of sound in the interstellar medium is on the order of a
few kms~!, which is very small compared to common shock front speeds u; of thousands
of kms™! observed in supernova remnants [29]. For such high-Mach number shocks the
compression ratio can be approximated to have the value 4, thus the spectral index is
approximately I' &~ 2. Assuming a spectral steepening of about 0.7 in the index I" due
to propagation effects, this is in good agreement with the observed cosmic ray spectral
shape [10].
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Several factors limit the maximal achievable particle energy. Finite shock lifetimes
limit the maximum number of shock crossings, which is the dominant factor for accel-
erated hadrons, resulting in maximum energies well below the knee [6; 10]. In case of
accelerated hadrons, weak magnetic fields can cause the gyroradii to be larger than the
shock size, so that particles escape quickly. Then the maximum energy can be calculated
as Poax ~ ugtsB. Here t; is the age of the shock, ug is the shock front speed in the ISM
reference frame and B is the magnetic field strength. Energy losses due to radiation
emission play a minor role for hadrons [14]. In case of electrons and positrons, from
now on referred to as electrons only if not stated otherwise, energy loss via synchrotron
radiation limits the maximum energy according to Emax ~ usB /2 [6]. In galactic
environments like supernova remnants energies up to hundreds of TeV can be achieved.

In environments with at least one relativistic flow with uy 2 0.1c¢ the situation is more
complicated. The assumption of isotropy is not valid in such cases, as the shock moves
too fast for most particles to catch up with it. Therefore the escape probability is much
larger in such cases, leading, together with relativistic boosting of particles crossing the
shock, to different spectral indices than in the non-relativistic case described above [23].

Modern enhancements of the DSA theory consider the dynamical effects of the pres-
sure induced by the cosmic rays themselves on the shock, the Alfvén wave generation
by accelerated particles in the upstream flow and the dynamical amplification of the
magnetic field. For example, a precursor shock can develop on the upstream side of
the shock. In this precursor the particle density is increased, leading to a deceleration
of fast particles [30]. The magnetic field in the vicinity of the shock are thought to
be amplified due to fast particles moving through the plasma, causing the growth of
resonant magnetic perturbations called streaming instabilities [10]. This way magnetic
fields exceeding 100 pG can be created in the context of supernova remnant shocks [14].
Such high magnetic fields are needed to accelerate cosmic rays up to the knee.

A very different approach to particle acceleration is taken by the magnetic recon-
nection theory. Here acceleration is thought to happen in regions where two magnetic
fluxes of opposite polarity encounter. In such cases the magnetic fields annihilate at a
discontinuity surface, leading to the formation of a strong electric field. In this so-called
current sheet, charged particles are accelerated normal to the magnetic field direction.
Magneto-hydrodynamic (MHD) simulations are necessary to extract information about
the energy spectra resulting from such configurations, which show that power-law cosmic
ray spectra emerge. As encountering magnetic fields are a very frequent phenomenon in
the universe, particle acceleration by magnetic reconnection is supposed to occur in a
variety of sources and environments. If plasma turbulences are present in the reconnec-
tion area the acceleration is efficient, thus a part of the observed cosmic ray spectrum
may be provided this way [31].

Every current model of astrophysical particle acceleration faces issues. The DSA
theory results are derived for cases where energy losses during the acceleration process
are negligible, which is very often not a valid assumption [29]. Also DSA is only efficient
in accelerating electrons above energies of about 20 MeV. Below this threshold the
electrons also cannot cross the shock, whose thickness usually corresponds to several
ion gyroradii, equivalent to several thousand electron gyroradii [29]. Currently it is
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unclear how electrons are accelerated up to that threshold energy [23]. Furthermore it is
currently debated how particles can be accelerated up to energies significantly exceeding
100 TeV.

2.3 Cosmic Ray Propagation

The charged cosmic-ray particles observable on Earth have to travel from the place of
their acceleration through the interstellar or intergalactic medium. During the propa-
gation process, these particles are deflected by magnetic fields, such that the particles
measured on Earth have lost most or all of their direction information, depending on
the particle energy. Also the cosmic ray composition and energy spectrum may change
due to interactions with atomic nuclei or photons. As the products of such spallation
processes are, on average, lighter than the original particles, the fraction of light particles
in the measured spectrum is most likely larger than in the original spectrum delivered
from the sources of cosmic rays [17].

In all energy bands the question whether cosmic rays arriving on Earth are isotropic
or not has been investigated. The average interstellar magnetic field strength of roughly
3G corresponds to Larmor radii of 0.4kpc for protons with kinetic energies of 1 PeV
[32; 33], which is much smaller than the size of the Milky Way. Therefore isotropy at
energies below this value is expected as long as there are no cosmic ray sources very
close to the solar system [34].

The origin of extragalactic magnetic fields is still debated. They might be leftovers
of the early, primordial universe, or they might be created by jets of AGN, among
other options. The field strength varies greatly, depending on the environment. In
galaxy cluster cores field strengths of about 1078 G can be reached, whereas in less dense
areas the field strength is much weaker, on the order of 1071 G-107% G [32]. UHECRs,
which are believed to be of extragalactic origin, can help to determine the properties of
extragalactic magnetic fields by means of a tentative anisotropy. Indeed, the Yakutsk
array has measured a hint of anisotropy above 10EeV with a chance probability of
observing a clustering of cosmic ray directions in case of actually isotropic cosmic rays
of roughly 2% [35]. The Pierre Auger Observatory and the Telescope Array observatory
have both reported anisotropies in a similar energy range. Below approximately 60 EeV
there are hints of correlations with AGN positions with chance probabilities of 0.2 % and
1.4 %, respectively [36].

While propagating through the universe, UHECRs scatter with ambient photons, so
that even in the coldest and emptiest regions of the universe the mean free path length
of such particles is on the order of tens of Mpc [8]. The cosmic microwave background
and magnetic fields are the dominant factors limiting UHECR, propagation [32]. The
GZK cut-off mentioned above is a result of such scattering processes, and the shape of
the measured cut-off is in agreement with the hypothesis of uniformly distributed cosmic
ray sources [36].

At lower energies, between tens of GeV and hundreds of TeV, both the Milagro and
ARGO-YBJ experiments have reported large- and medium-scale anisotropy. One excess
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and one deficit region have been identified in the sky. The anisotropy amplitudes are on
the order of 1074-1073 only [33].

2.4 VHE Gamma-Ray Production

In Sec. 2.2, the acceleration of charged particles to high energies has been discussed. As
mentioned earlier, these charged particles often lose their direction information during
their propagation through the universe due to interaction with magnetic fields. Thus, in
order to study properties of individual sources, observations utilising neutral messenger
particles like neutrinos or photons are needed. In this section, the creation of VHE
gamma rays in the vicinity of astrophysical objects will be explained.

Photons, as neutral particles, cannot gain energy by electric or magnetic fields di-
rectly. Instead they can gain energy by scattering processes with energetic particles,
or they can be produced at high energies by means of various processes. Two general
scenarios are adopted to explain the production of VHE gamma rays, which differ in
the type of charged particles responsible for the creation of such gamma rays. These are
called hadronic and leptonic scenario, where protons and electrons play the main roles,
respectively.

In the hadronic scenario, VHE protons with energy £, collide with other particles like
photons from ambient photon fields or with other protons or nuclei. In such inelastic
scattering processes, a multitude of secondary particles is produced. The number of
secondary particles increases with E,. Usually about one half of the energy of the
VHE proton is carried away by a single nucleon during one scattering interaction. The
remaining half is split among pions and other mesons. Among these, a fraction of
roughly %Ep is deposited into neutral pions. As each of these neutral pions decays into
two photons with a probability of about 99 %, roughly %Ep is carried away by several
gamma rays [6]. The resulting gamma ray flux is proportional to both the cosmic ray
and target densities. The shape of the HE part of the emerging gamma-ray spectrum is
equal to the shape of the hadronic energy spectrum, which usually is a power law E~1 as
explained above. The spectrum will also have a peak at half the neutral pion rest mass
if the pion movement is istotropic, otherwise the peak position will be shifted towards
higher energies due to relativistic boosting. A sketch of a typical hadronic spectral
energy distribution (SED) is shown in Fig. 2.3. The high-energy peak caused by neutral
pion decay can be clearly identified.

In the leptonic scenario, electrons produce gamma rays in several ways. Inverse Comp-
ton (IC) scattering is responsible for the highest-energy part of the gamma-ray spectrum.
In this process, a relativistic electron upscatters a photon from the cosmic microwave
background (CMB) or ambient infrared, optical or X-ray photon fields. The resulting
gamma-ray flux is proportional to the electron density [6].

There are two different energy regimes in which the integrated Compton and IC scat-
tering cross section can be approximated. In the low-energy regime, where the energy of
the photon is small compared to the electron rest mass me in the rest frame of the elec-
tron, the cross section can be approximated as being energy-independent and identical
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Figure 2.3: Sketch of a hadronic spectral energy distribution for a source of an age of
1000yr. A magnetic field strength of 30 pG was assumed. At the top of
the figure, the proton SED is shown. A spectral index of 2.0 and a cut-off
energy of 100 TeV were assumed. The higher-energy peak of the gamma-
ray SED is caused by 7" decay. The shape of the peak depends on the
proton spectral index I',. The proton spectrum cut-off is reproduced by
the gamma-ray spectrum. The much weaker low-energy peak is caused by
synchrotron emission from secondary electrons which have been produced in
the scattering processes between protons and target particles. Adapted from
Funk [14].

to the classical Thomson cross section op. At higher energies, where the abovemen-
tioned condition is not fulfilled anymore, the Klein-Nishina regime sets in. Then the
cross section is modified according to the relation

3 mec? 2E° 1
= 2o (4 )42, 2,
OKN = 20T EQ (n <m602> + 2) (2.5)

Here Eg is the energy of the photon before the scattering. According to this formula, the
IC process will be less efficient at scattering photons up to highest energies, leading to a
steepening of the spectral energy distribution towards the VHE regime. At the same time
this also means that the electrons lose less energy per shock crossing, so that they can
reach higher energies [26]. The threshold at which the Klein-Nishina correction becomes
significant depends on the energy of the target photons. For scattering of electrons with
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photons from the CMB, the threshold is at approximately 300 TeV, while it is at 30 GeV
for photons with wavelengths in the optical domain [6].

The energy of the scattered photon is on the order of 72E2 in the Thomson approx-
imation. In the Klein-Nishina regime, the photon is scattered such that it reaches, on
average, an energy comparable to the electron rest mass in the rest frame of the highly
relativistic electron. In the laboratory frame, this corresponds to an energy of ymec?,
where v is the Lorentz factor of the electron [26]. The resulting gamma-ray spectrum
will show a spectral break in the transition regime between the two cross section do-
mains. If the electron spectrum has a spectral index I'¢, then the gamma-ray spectrum
is harder than that in the Thomson regime, with the differential flux being proportional
to E=% [37]. In the Klein-Nishina regime, the spectral index softens by AT' ~ Le [6].
Due to this spectral softening, a peak in the resulting gamma-ray spectral energy distri-
bution is predicted. Assuming mono-energetic electrons with an energy E. scattering on
target photons with energies following, for example, a black-body spectral distribution,
the resulting peak of the IC scattering gamma-ray spectrum will be located at an energy

(BY) [ B\
103 eV (1TeV> eV, (26)

where (E3> is the expectation value of the photon energy distribution [14].

An important factor for the shape of the resulting gamma-ray spectrum is the time
after which the electrons lose their energy due to IC scattering processes. This cooling
time 7 = E./ Ee depends on the intensity U,.q of the radiation field and on the electron
energy F, like 7 (Udee)_1 in the Thomson regime. In the Klein-Nishina regime,
the proportionality is modified by a factor (14 40(E./1TeV)(kT/1eV))~1? where k is
the Boltzmann constant and 7 the temperature of the radiation field [6]. Due to this
additional factor the cooling time increases in the Klein-Nishina regime, so that electrons
lose their energy more slowly at higher energies.

Apart from IC scattering, electrons can emit photons via bremsstrahlung and syn-
chrotron processes. When electrons interact with atomic nuclei in matter or dense plas-
mas, they emit bremsstrahlung photons. These photons can have up to one third of the
energy of the electron, thus bremsstrahlung photons can reach VHEs [29]. The produced
spectra follow a power-law distribution if the energy spectrum of the electrons follows
one as well. Also the spectral index will be identical [6].

If electrons propagate within magnetic fields they will emit synchrotron emission. The
energy of the synchrotron photons can be calculated as

B E. \’
Esync = 02m (1 TeV) eV, (27)

Fic =5 x 10°

where B is the magnetic fields strength. For a typical field strength of 10 uG in the
vicinity of astrophysical acceleration sites and electrons with energies E, = 1TeV, the
synchrotron peak will be at around 0.2 eV. The spectral index of the synchrotron photons
is I'sync = Fe; L up to the peak, with T'. being the spectral index of the electron energy

distribution [14]. Above the peak, the index softens to a value of TI'gynenr = %,
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Figure 2.4: Sketch of a leptonic spectral energy distribution. At the top, an electron
SED with a spectral index of 2 with a cut-off at 100 TeV is shown (grey
band) together with an alternative scenario in which cooling effects are taken
into account (dashed grey line). The IC gamma-ray peak is visible at high
energies. Scenarios taking into account IC scattering of different photon
fields are displayed as well. At low energies, a stronger and broader peak can
be seen. The corresponding photons have been produced via synchrotron
radiation. For both peaks, a source with an age of 1000 yr and a relatively
high magnetic field strength of 100 pG has been assumed. An alternative

scenario with a weaker magnetic field of 311G is shown as well in light grey.
Adapted from Funk [14]

reproducing the break in the electron energy spectrum introduced by cooling effects.
VHE electrons are needed to produce synchrotron radiation in the X-ray band. The
emission in this regime thus depends on the highest-energy end of the electron spectrum
[29]. The high-energy ends of both photon SED peaks depend on electron cooling. If the
energy loss time scale is similar to the age of the source of accelerated electrons, then
the electron index changes significantly above a break energy. This produces cut-offs or
spectral breaks in the photon SEDs [6].

An example of an idealised leptonic SED is shown in Fig. 2.4. In this plot, the
characteristic double-peak structure of leptonic SEDs caused by synchrotron radiation
and IC scattering can be seen. Bremsstrahlung contributions are not visible due to
the lack of dense material with which the VHE electrons could interact in the model
calculations from which the curves above have been derived.
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2.5 VHE Gamma-Ray Propagation

While propagating through the universe, the mean free path of VHE gamma rays is lim-
ited by interactions with photons from the extragalactic background light (EBL). The
EBL consists of low-energy photons representing the red-shifted emission from the uni-
verse, integrated over the entire cosmic history. Thus the photons of this electromagnetic
field have low energies, with spectral peaks at wavelengths on the order of micrometers.
When these low-energy photons scatter off gamma rays, pairs of charged fermions like
electrons and positrons are created, completely absorbing all the energy of the original
VHE photon. For example, the range of a 100 GeV gamma ray corresponds to a redshift
of z &~ 1, whereas the range of a 10 TeV gamma ray is only z = 0.03. At PeV energies,
the gamma-ray range is limited to galactic distances [6].

2.6 Astrophysical Sources of VHE Gamma Rays

In the following sections, the production of gamma rays in several prominent types of
astrophysical objects will be discussed briefly.

2.6.1 Supernova Remnants

As mentioned earlier, SNRs are believed to be dominant contributors to the observed
cosmic ray spectrum. This hypothesis can be investigated by observations of SNRs in the
gamma-ray regime. Observations of the peaks caused by pion decay would be a strong
argument for the observed source being a hadron accelerator. Up to now two sources
have been found which show such a spectral feature. The Fermi-LAT collaboration have
discovered it in W44 and in IC 443 [38; 39]. In the latter SNR, the Agile collaboration
[40] have seen the peak, too [41; 38]. Both sources are roughly 10kyr old SNRs, the
ejecta of which are interacting with a molecular cloud. In fact, most SNRs detected in
the gamma-ray regime interact with such clouds [22]. From these observations it can be
concluded that, at least to a certain fraction, cosmic rays are accelerated in SNRs and
also that they can escape from the source [37].

Most observed SNR gamma-ray spectra are steeper than the spectra predicted by
the DSA theory with an index of 2.0. In case of W44, the spectral index measured by
Fermi-LAT is approximately 3 [22; 37]. Further investigations are needed to explore the
origin of this discrepancy.

2.6.2 Pulsar Wind Nebulae

Pulsar wind nebulae form the most abundant source class of galactic gamma rays at
TeV energies. They host the most relativistic shocks in nature, and direct evidence
for particles with PeV energies exists only for this source class [42]. They consist of a
neutron star (see Sec. 2.8.1 for details) which has been formed in a supernova explosion
and a nebula around the neutron star. Most of the rotational energy of the neutron
star is converted into kinetic energy of accelerated particles, which form the highly
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magnetised pulsar wind. In case of young neutron stars and PWNe, the relativistic
particle wind, which has Lorentz factors on the order of 10*-10%, is confined by the
SNR, which expands at much lower velocities of order 103kms~'. A shock forms where
the ram pressures of the two flows balance each other, creating a region where particles
can be accelerated efficiently up to TeV or PeV energies as explained in Sec. 2.2 [10; 42].
If the SNR has vanished already, the shock will form where the pulsar wind collides with
the PWN formed in the past. The particles accelerated at such shocks are responsible
for the majority of the nebular emission, while the luminosity of the pulsed emission
from the pulsar is much lower. Via processes described above they can emit photons at
all wavelengths. In PWNe, approximately 1 %-10% of the total spin-down power of the
pulsar can be emitted as gamma rays [5].

2.6.3 Active Galactic Nuclei

Most galaxies are believed to host supermassive black holes with millions or even billions
of solar masses in their centres. Around some of these black holes accretion disks form,
in which the infalling matter gathers and heats up. Perpendicular to the accretion disk
plane, two collimated, highly relativistic outflows called jets emerge from the poles of
the black holes. It is not clear how the formation of jets works in detail. The luminosity
of the accretion disk together with the jet dominates the electromagnetic emission from
the host galaxy, thus these objects are called active galactic nuclei (AGN). Most of the
AGN detected at VHEs until now are blazars, a subset of AGN for which the direction
of the jet corresponds to the line of sight of the observer [5].

The SEDs of most AGN exhibit a typical double-peak shape, similar to the SEDs
shown in Fig. 2.3 or Fig. 2.4. The luminosities of AGN are not constant in time but
show variability on all time scales down to minutes [8]. In some AGN, the spectral
shape changes with luminosity. The VHE emission is thought to be produced by blobs
of high-energy particles moving along the jets, thereby forming shock fronts within the
jet. Several models exist trying to explain the acceleration of these blobs, including
shock-wave acceleration in MHD turbulences within the jet and centrifugal acceleration
along the rotating magnetic field found in the vicinity of the central black hole [6].
When electrons are injected into the blobs, rapid flares and variable light curves emerge
naturally. The magnetic field strength within the blobs is thought to be on the order of
0.01 G-1 G, which is very high compared to the field strengths of order 10 nG reached in
galactic objects. The particle content of the blobs is still disputed. Both leptonic and
hadronic VHE gamma-ray emission scenarios are possible, although the observation of
rapid flares strongly favours the former scenario.

2.6.4 Other Source Classes

There are several classes of sources of VHE gamma-ray emission which do not fit into the
source classes mentioned above. One of them are starburst galaxies, which are galaxies
with a star formation rate much higher than in other galaxy types. Due to the higher
abundance of massive stars in such galaxies, the rate of supernovae is higher than in
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Name Compact Object Companion Pyrb
PSR B1259-63/LS 2883 pulsar Be star 1236.7d
HESS J0632+057 unknown Be star 315d
LS T +61°303 unknown Be star 26.5d
1FGL J1018.6-5856 unknown O star 16.6d
LS 5039 unknown O star 3.9d
HESS J1832-093 unknown unknown unknown
CXOU J053600.0-673507 unknown O star 10.3d

Table 2.1: Overview over the five binary systems known to emit VHE gamma rays, to-
gether with two newly identified gamma-ray binary candidates listed in the
two bottom rows. P is the orbital period of the binary. Adapted from
Dubus [45].

galaxies of comparable mass. This, together with collective wind effects, gives rise to
the assumption that gamma-ray emission should be produced in such systems [26], of
which only a few have been detected at VHESs so far. Similar reasoning applies to galaxy
clusters and stellar clusters, of which several have been detected at VHEs [6; 3].

PWNe were introduced as emitters of VHE gamma rays already. However, the central
source of these objects, the pulsars, very often exhibit a lack of pulsed VHE emission.
Their spectra usually show a break at energies around a few GeVs, thus only very few
of those, like the Crab pulsar and the Vela pulsar, have been detected at VHEs [14].

2.7 Gamma-Ray Binaries

A separate class of gamma-ray emitting objects are the so-called gamma-ray binaries.
While about 70 % of all stars in our galaxy are part of bound states of two or more stars
[26], only few more than ten binary systems are known to emit HE gamma rays, and
only five binary systems have been detected at VHE gamma rays. In addition, two new
gamma-ray binary candidates were identified recently. Those two candidates will not
be discussed further, instead the reader is referred to the literature [43; 44]. Because
the emission above 1 MeV dominates the SEDs of these systems they are conventionally
called gamma-ray binaries [45]. In the following, the term gamma-ray binary will refer
to the VHE gamma ray emitting binaries only. The remaining five gamma ray emitting
binaries known today are listed in Tab. 2.1. These sources have many properties in
common. They all lie within 1° of the galactic plane, and they all consist of a compact
object and a main sequence star with a mass of O(10) solar masses (M) and surface
temperatures between 20 x 10% and 40 x 103 K. The nature of the compact object is
known for PSR B1259-63/LS 2883 only, where it is a neutron star [46; 45]. In case of
LS 5039 and LS I 4+61°303 there are hints for the existence of relativistic jets, indicating
the presence of stellar-mass black holes. In this case the sources would belong to the
class of microquasars. It should be noted, however, that other explanations for jet-like
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structures are possible. For example a tail of shocked pulsar wind material extruded by
the stellar wind pressure might mimick a jet [46]. Indeed, observations of LS I +61°303
revealed bursts similar to those expected from magnetars, a type of neutron stars with
extremely strong magnetic fields [45]. Future observations will certainly help to clarify
the nature of the compact objects in the respective four systems.

All systems show flux variability at all wavelengths over the course of one orbit, and
some even show superorbital flux modulation such that there is a periodic change of flux
levels over the course of many binary orbits [45; 47].

A striking difference between those systems is the duration of one orbit. The shortest
orbit has been measured in the system LS 5039, which has an orbital period of less
than 4d. The longest period was found in PSR B1259-63/LS 2883, where one orbit
takes approximately 3.4yr. This already indicates that the compact object experiences
very different environments in these systems. Compared to PSR B1259-63/LS 2883,
the compact objects are much closer to the companion star in the other sources. Thus
the much denser stellar wind that the compact objects experience would absorb a large
fraction of pulsed emission if the compact objects were to be pulsars. Therefore the
environment would prevent the detection of pulsed radio emission, complicating the
object classification [45].

The multiwavelength spectra and light curves of gamma-ray binaries show several
remarkable features. All systems have been detected in the radio wavelength regime.
This is very unusual among the members of the related class of high-mass X-ray emitting
binaries (HMXBs). These consist of a compact object and a massive companion star and
exhibit an intensity maximum located in the X-ray regime. Only 9 out of 117 galactic
HMXBs in the catalogue aggregated by Liu et al. [48] were found to emit radio waves.
In case of gamma-ray binaries, this emission is attributed to synchrotron radiation [46].

Another interesting property is the fact that often the VHE spectra are not just simple
extrapolations of the HE spectra, but features like spectral breaks are found [45]. Also
the flux levels in these energy domains are not always correlated. In case of LS 5039, a
clear anticorrelation was observed. Currently, there is no model which can explain all
spectral and flux variability features [47].

The gamma-ray binary phase is believed to be an intermediate stage only. Supposedly
these systems started as colliding wind binaries, of which Eta Carinae is a famous ex-
ample, consisting of two very massive stars with tens of solar masses each. In the wind
collision zone a shock can form, such that these systems are in principle able to accelerate
particles to very high energies. Via IC scattering, gamma rays can be produced. Only
one colliding wind binary system, Eta Carinae, was found to emit gamma rays so far
[47]. Eventually, one of the two massive stars will end its life in a supernova explosion.
The resulting compact object, often a neutron star, will then orbit the remaining massive
star. The newly formed gamma-ray binary is believed to have a rather short life time
of typically 10° yr—10° yr, because a high spin-down luminosity only provided by young
pulsars is needed for gamma-ray emission. This also explains why so few gamma-ray
binaries were discovered so far. The emission of gamma rays in such binaries will be
described below. In the last phase presented here, the neutron star will have slowed
down its rotation. The pulsar wind pressure will have decreased enough to not prevent
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accretion of stellar wind or stellar material into an accretion disk and eventually onto
the neutron star surface anymore. Hence, an HMXB has been formed [46; 47]. At this
point the evolution is not over, but out of scope for this thesis. For further information
see, for example, the overview articles by Dubus [46], Lamberts [47] or Harding [49].

There are two scenarios for the explanation of gamma-ray emission from gamma-ray
binaries, differing in the type of the compact object. If this is a black hole, then there
will be strong X-ray emission originating from the accretion disk and VHE photons from
the relativistic jet, similar to the mechanism occurring in AGN. If the binary hosts a
pulsar, both the pulsar wind and the stellar wind will form a shock region where both
wind pressures equalise. This contact discontinuity is the origin of VHE particles. Non-
thermal electromagnetic emission is thought to be produced as synchrotron emission
and via IC scattering [47]. More detailed models will be presented in context of the
description of PSR B1259-63/LS 2883 in Sec. 2.8.8.

Gamma-ray binaries provide unique laboratories to test particle acceleration and in-
teractions under different conditions in a single system. Often the radiation field of the
companion star is known rather well, so that from the observed electromagnetic emission
the properties of the HE particles can be probed directly [45]. Furthermore, pulsar winds
are not visible in most wavelength bands because the electrons are tied to the magnetic
field lines, preventing the emission of synchrotron radiation. In case of binaries, the
bright stars close to the pulsars provide dense radiation fields on the order of 1erg/cm?,
so that the up-scattered photons can be measured, providing insight into the details
of pulsar winds [6]. Also the involved length scales are much shorter than in isolated
PWNe. For example, the extension of the Crab Nebula is on the order of 101y, whereas
the maximum separation within PSR B1259-63/LS 2883 is on the order of 10 AU. Thus
the high magnetic field strengths all involved particles encounter are on the order of mG
up to several G, resulting in rapid energy losses of accelerated particles and hence high
gamma-ray luminosities [6].

Observations at gamma-ray wavelengths are of particular importance because at these
energies emission can be observed even when radio signals are hidden due to free-free
absorption in stellar winds. Furthermore, the IC scattered stellar photons enable studies
of the properties of the free pulsar wind, as mentioned earlier. Also the maximum
energy particles can achieve in such contexts and the efficiency with which particles are
accelerated can be extracted from observations of HE and VHE gamma ray [45]. By
studying the flux variability, the timescales of the involved acceleration and radiation
processes can be deduced, which further enhances the understanding of this source class.

2.8 PSR B1259-63/LS 2883

PSR B1259-63/LS 2883, also known under the name PSR J1302-6350/LS 2883 [50], has
been observed at VHEs by the H.E.S.S. experiment around the times of periastron in
2004 [51], 2007 [52], 2010 [53] and 2014. An analysis of the 2014 data will be presented in
Chap. 6. In the current section, the properties of this famous gamma-ray binary system
will be presented together with models aiming to explain the emission mechanisms at
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Figure 2.5: Sketch of the PSR B1259-63/LS 2883 binary system configuration. The
pulsar orbits the star counterclockwise along the sketched white line. The
shock structure is indicated in dark red. During most parts of the orbit, a
bow-like structure is found, but during the disk crossings a cavity forms. The
length of the pulsar wind zone in the direction of the observer is indicated
as blue lines. Adapted from Khangulyan et al. [56].

work.

This binary system is thought to be part of the Cen OB1 stellar cluster, which is
located at a distance of d = 2.3kpc [54]. It consists of the pulsar PSR B1259-63 and a
massive Be star called LS 2883 in an elliptic orbit with an eccentricity of e = 0.87 [55].
The configuration is sketched in Fig. 2.5. The stellar disk is inclined with respect to the
orbital plane at an angle of approximately wp = 35°. The semimajor axis of the orbit
deviates from the line of sight by approximately ip ~ 23°. Given the measured value
of roughly 1300 light-seconds for the projected semimajor axis «, the true size of the
orbital semimajor axis is approximately 6.5 AU [57]. Hence the distance between the
two stars varies from 13 to 0.9 AU during the course of one orbit. Around periastron,
the binary separation corresponds to approximately 24 stellar radii only. The radius
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of the Be star disk, explained in more detail in Sec. 2.8.2, is approximately 25 stellar
radii, thus the pulsar probes an environment with very dense matter and radiation fields
[58; 50]. In that phase of the orbit, the radio pulsations are eclipsed for approximately
30d due to free-free absorption [45]. The HE and VHE gamma-ray flux detected from
the source increases significantly around periastron. VHE emission was predicted by
Tavani and Arons [59] in 1997 already, which could be confirmed by the measurement
with the H.E.S.S. observatory in 2004 [51].

In this section, first the two constituents of the binaries will be presented in some
detail. Afterwards observational data from several wavelength bands gathered over the
course of many orbits is presented. At the end, several approaches of modelling the
emission of electromagnetic radiation from this source are presented.

2.8.1 Neutron Stars

Stars with masses exceeding 8 Mg end their lives in a supernova explosion when the
thermal pressure from the vanishing nuclear fusion decreases, leading to a collapse of
the core of the massive star. As a result of this collapse, the stellar core gets compressed
until the gravitational pressure is balanced by the neutron degeneration pressure caused
by the quantum-mechanical exclusion principle. When the outer parts of the star fall
towards the core they are reflected and sent back outwards, where they collide with other,
still infalling stellar envelopes. Thus a very dense and compressed shock wave propagates
outwards, further accelerated due to interactions with neutrinos coming from the core.
Initially, the velocity of these expanding envelopes is on the order of 10% of the speed
of light. During such an explosion, a total energy of about 103 erg is released. About
1% is carried away as kinetic energy of the expanding envelopes, and only 0.01 % are
released as electromagnetic radiation. The vast majority of the entire energy is carried
away by neutrinos [60].

Neutron stars as dense remainders of supernova explosions have been predicted in
the 1930’s already [61; 62]. Typically, their radii are of order 10 km, while the range of
possible neutron star masses is 0.1 M5-2.5 M. Neutron stars heavier than the given
upper limit would transition to a black hole. Often neutron star masses are assumed to
be Mns = 1.4 Mg, which is adopted in this work as well. Given these estimates, the
average neutron star density is on the order of 10" gcm™3, equivalent to three times the
density pp of heavy atomic nuclei [60]. The angular momentum and the magnetic field of
the progenitor are preserved, thus the much smaller neutron star rotates rapidly and has
a strong magnetic dipole field. Rotation periods lie in a range between approximately
1ms and 10s. The magnetic field strengths cover the range between 10® and 10 G. A
typical neutron star has a field strength of 1012 G [49; 60]. At early stages of a neutron
star’s life, the surface temperature can be as high as 1010 K-10'! K. All these parameters
depend on the formation history of the neutron star and on its age.

The origin of the strong magnetic field strengths is still under debate, as they cannot
be derived from first principles. Several approaches exist, trying to explain the magnetic
fields by compression of the progenitor star’s magnetic field, differential rotation of layers
within the star, convection or by thermodynamic effects, but no model can explain all
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aspects of the observed variety of neutron star magnetic fields [60].

The structure of neutron stars is thought to be understood to some extent, although
large uncertainties exist in the description of the innermost parts. At first approximation,
they consist of a core and an envelope. The core is divided into an inner and an outer
core, the envelope consists of a solid crust and a liquid ocean. Above the ocean, a layer
called atmosphere can be found [60].

The atmosphere is only about 1cm thick. It consists of a layer of plasma which emits
the thermal part of the electromagnetic spectrum of the pulsar. This spectrum contains
information about, among other properties, the surface temperature of the neutron star,
the chemical composition and the magnetic field strength. The ocean layer is some tens
of meters thick. It consists of atomic nuclei surrounded by degenerate electrons. The
nuclei form a Coulomb liquid [60].

Below the ocean, the several kilometer thick crust is found, consisting of the solid
outer crust and a superfluid inner crust. In the outer crust, the nuclei form a crystal
structure. This is where the star’s magnetic field is believed to be anchored [60; 63].
In the inner crust, the atomic nuclei are embedded in free neutrons and electrons. At
the inner boundary of the inner crust, the nuclei form a homogeneous mass. Above this
boundary, the nuclei exist as separate particles [60].

Neutron star cores have radii of several kilometers and matter densities of a few
times pg. The nucleons in the outer core form a strongly interacting Fermi liquid, and
here as well as in the inner core, pions and other mesons make up a fraction of the
hadronic composition. This is energetically favourable because the Fermi energy of the
core particles is very high, an order of magnitude higher than the kinetic thermal energy.
This also leads to the conversion of nucleons to hyperons in the inner core, mediated by
the weak force [60].

Most neutron stars known today have been found to emit radiation mainly in the
form of two beams. If the directions of these beams deviate from the rotational axis and
occasionally match the line of sight of an observer, this radiation is detected as pulsed
emission. As an example, in case of the polar cap scenario introduced later, most of the
radiation is emitted along the magnetic field axis sketched in Fig. 2.6. Pulsed emission
was first discovered by Hewish et al. [64] in 1967. Today, more than 2400 pulsars have
been identified by the detection of pulsed radio emission. Interestingly, only 230 of them
were found to be part of a binary system [63]. At HEs, the fraction of detected pulsars
in binaries increases to 55 out of 161 [45].

Pulsars have spin-down powers on the order of 1030 W-1032 W, calculable as

: P
E= 47r2lﬁ. (2.8)

P is the pulsar’s rotational period, P is the period change caused by the loss of rotational
energy, and I ~ 1 x 10% gcm? is the rotational momentum of inertia [26; 66]. In context,
the sun releases about 10 W in form of electromagnetic emission [67]. The emission
spectrum is dominated by X-rays and gamma rays, while a fraction of only 1074-1076 is
emitted at radio wavelengths [49; 63]. After pulsars have released most of their rotational
energy, their luminosities decrease drastically, so that their pulses cannot be detected

21



2 Gamma-Ray Astronomy

Figure 2.6: Sketch of a pulsar. The rotational axis €2 and the magnetic field axis u are
shown. Closed magnetic field lines are indicated by solid lines enclosing a
grey area, open field lines are shown as dashed lines. The last open field line
defines the location of the light cylinder at a distance Ry, from the rotational
axis. Figure taken from De Naurois [65].

anymore. It can be estimated that about 103-10° extinguished pulsars exist in the Milky
Way [63; 68].

An important subject of pulsar emission models is the magnetosphere. This region
around the neutron star is dominated by the strong magnetic field and the existence and
creation of electron-positron pairs. The rotating magnetic field induces an electric field

E=Qx7xB (2.9)

at the point 7. E, B and § are the electric field, the magnetic field and the angular
velocity, respectively [49]. The electric field strength is large enough to extract electrons
and protons from the neutron star surface and to accelerate them to relativistic energies.
For magnetic field axes with Q- i1 > 0, electrons are extracted from regions close to the
pole and protons are extracted from regions in the open magnetosphere closer to the
equator. If the alignment condition given above is not fulfilled, electrons and protons
switch origins [69]. Either way a charge separation emerges in the magnetosphere. De-
flected by the magnetic fields, the electrons emit synchrotron radiation up to gamma-ray
energies [60; 67]. These photons can create more electrons via pair production when in-
teracting with the magnetic field [63]. About 10*-107 pairs can be created by a single
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electron extracted from the surface, making pulsars the main antimatter source in the
galaxy [67; 10]. These pairs form a charge distribution that compensates the induced
electric fields [69]. The charge density has been calculated from MHD calculations by
Goldreich and Julian [69] as

— - - 2
E 0.8 )
oy = LB 1— <T> sin2 6| . (2.10)

47 2me c

Here, 6 is the polar angle with respect to the rotational axis.
The accelerated particles are trapped by the closed magnetic field lines, but they can
escape from the pulsar along so-called open field lines. Due to the pulsar’s rapid rotation,

at a distance
cP

27
from the rotational axis the field lines co-rotating with the pulsar reach the speed of
light. This distance defines the so-called light cylinder. Thus one can define one last
closed field line, touching the light cylinder at the field line’s maximum distance from
the pulsar’s rotational axis. Field lines reaching further out are called open field lines.
These field lines are spun up until they eventually return through the rotational equator
[67]. They form a toroidal magnetic field which reverses direction in the equatorial plane
[70]. A current sheet is thought to be created at the boundary between the open and
the last closed field lines [71].

Particles propagating along open field lines can escape the light cylinder, forming the
pulsar wind [49]. The corresponding current density can be estimated as

Jay = pagy-c. (2.12)

Rp (2.11)

This pulsar wind dominates the energy loss of the pulsar. Electromagnetic dipole emis-
sion is the second-most important energy loss process.

The large multiplicities of electron-positron pairs in the magnetosphere lead to efficient
screening of electric fields. Therefore, efficient particle acceleration is prevented in most
regions. Only thin zones, called gaps, where the plasma charge densities are too low to
screen the electric field because the currents flow out of the light cylinder are believed to
be dominant sites of acceleration and thus of directed photon emission [60; 71]. In these
regions the electric field is strong enough to accelerate particles efficiently. The location
of these gaps are still subject to debate. In the frequently invoked polar cap model
[72; 73], the voltage drop between the regions of open and closed magnetic field lines is
considered to be the place of efficient particle acceleration [49]. The accelerated particles
travel along the magnetic field lines and hit the star’s surface close to the magnetic poles,
which are heated up to temperatures of millions of Kelvin in this process and thus emit
a broad thermal spectrum [60]. Several competing models exist, in particular the outer
gap model [74] and the slot gap model [75; 76]. For details the reader is referred to
the referenced literature. All models predict distinct luminosities, pulse profiles and
spectral features like cut-offs or breaks. Observations show that all models can predict
many aspects correctly, but no model can explain all observed features.
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2.8.2 LS 2883

The massive companion star LS 2883 in the binary system PSR B1259-63/LS 2883 is
a mag-10 star with a mass of 20 M5-30 My and is often classified as a Be star or as
a late Oe star [57; 54; 77]. Be stars are B-type stars that show or at some point of
their history showed strong atomic emission lines in their spectra, like H I, He I or
Fe II lines. Such lines can disappear and reappear during the star’s life. These stars
also rotate at approximately 70 %—80% of their breakup velocities, thus properties of
polar and equatorial regions differ significantly [58]. In case of LS 2883, the star is very
oblate, with a polar radius of Rje = 8.1 R and an equatorial radius of Req = 9.7 Re.
Correspondingly, the temperatures are Tpoe = 34000K at the pole and T, = 27500 K
at the equator [54]. The luminosity of LS 2883 is 6.3 x 10* times that of the sun,
with flux variability observed on time scales ranging from minutes to days [78; 79; 80].
Occasionally also pulsations have been observed.

From the polar region of Be stars, a hot but relatively thin stellar wind with velocities
of order 10% kms™! emerges, whereas a high-density equatorial disk with a temperature
of 4 x 103 K surrounds the star [80; 81; 82]. Close to the star’s surface, particle densities
of 103-10'% cm=3 are found in the disk [58]. The density drops off radially following to
a power law with an index of 24 [83; 80]. The streaming velocities in Be star disks
are smaller than a few kms™!, much lower than in the polar wind region. Overall, the
winds cause a mass-loss rate of M = 4 x 1078 Mg yr~! [57; 81]. The main contributors
to the stellar wind acceleration are the scattering of electrons on thermal stellar light,
ionisation of hydrogen atoms and the absorption of UV light by atoms. The stellar matter
participating in these processes is ejected from the star due to thermal and rotational
movement [82].

The gaseous disk-like structure around the equator is a common feature of Be stars.
These disks are thin, with opening angles of a few or sometimes up to a few tens of
degrees. The radial movement of matter in the disks is slow, as mentioned above [80].
The mechanism of the formation of Be star disks is not clear yet. The collision of winds
from both poles could in principle form a disk as the result of a shock-formation process
[84]. Careful analyses of the influence of stellar rotation and magnetic fields together
with the fact that the polar and equatorial flow speeds are drastically different lead to the
conclusion that this scenario is unlikely. Alternative models explain the disk formation
by diffusion of matter from the star by virtue of turbulent MHD effects in the viscous
disk environment. This model can explain many aspects, but it has the problem that it
cannot explain how particles gain enough angular momentum to diffuse far out into the
disk [80; 81]. More research is needed to get a complete understanding of the Be disk
phenomenon.

Due to the star’s oblateness a quadrupole term oc 1/73 occurs in the star’s gravitational
potential. This causes, among other effects, apsidal precession of the disk, which in turn
leads to particle pile-up and thus to the formation of one-armed density waves within
the disk [58; 80]. These waves can lead to year-long growth and decay phases of the disk
[47]. In contrast, the interaction of the disk with the pulsar in the binary system can
lead to the formation of two-armed spiral waves [81].
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The quadrupole term can also lead to a precession of the orbital plane if the orbital
axis is misaligned from the star’s spin axis [58; 57]. This precession can be measured as
variations of the position of the periastron and the projected size of the binary orbit.
Such variations have indeed been observed [57].

Be stars like LS 2883 are believed to evolve in binary systems. The development of a
normal star to a rapidly rotating Be star is thought to happen as follows. The future
Be star accretes mass from its giant companion of roughly 25 M), the latter of which
overfilled its Roche lobe. Thereby the smaller, future Be star accretes mass on the order
of a few solar masses and gains angular momentum. The resulting angular velocity is
close to the break-up velocity. Later the giant star explodes in a supernova, ejecting
roughly half the system’s mass and thereby leaving the stars in a very eccentric orbit
[55; 50].

2.8.3 Radio Observations

Results from radio observations of the binary system formed by the pulsar and the Be
star introduced above are of fundamental importance for the determination of all basic
orbital parameters. Also the identification of the compact object as a pulsar was possible
because of the detection of pulsed emission in the radio wavelength band. Pulsations
were not found in any other wavelength band.

The pulse period was determined to be 47.76 ms. The spin-down power of the pulsar is
F =8.3x 10% ergs™, causing the pulsar to slow down its rotation, which is changing at
arate of P = 2.28 x 1071 [57; 50; 46]. From the pulsation parameters the characteristic
age of the pulsar ¢y can be calculated as

P
tpsr = 2P (2.13)
In case of PSR B1259-63, this value is tps = 330 kyr.

The pulsation period also changed abruptly by < 0.1 % in a glitch event in 1997 [58].
The period derivative did not change permanently in this event [57]. The physics of
pulsar glitches is not understood completely yet. Attempts to explain this phenomenon
consider starquakes caused by surface cooling leading to changes of the crustal structure
or shape, phase transformations in the neutron star core or the adjustment of the crust
rotation rate to the rotation of the superfluid core as possible glitch explanations [60;
85; 49]. After a few weeks, pulsars’ rotation periods recover from those events.

With the angular resolution of current radio telescopes and detector arrays it is pos-
sible to study the morphology of objects like PSR B1259-63/LS 2883. The size of the
radio emission region is found to be approximately 120 AU in diameter, which is sig-
nificantly larger than the binary orbit. The peak of the radio emission actually comes
from outside the orbit. The morphology is consistent with a cometary tail of long-lived
particles extending behind the pulsar [86; 54; 87].

The distance of the binary system from Earth can be derived from the dispersion
measure. This is a measure of the integrated electron content along the line of sight. It is
measured by comparing the times of arrival of radio pulses at different radio frequencies,
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which differ due to dispersion effects when electromagnetic waves of different wavelengths
propagate through a medium or electron gas. Comparing measurements with theory
predictions allows deriving distance estimates. Depending on the model, values between
1.5kpc and 4.6 kpc are calculated, favouring the lower end of this range [50; 88].

The evolution of fluxes at radio, X-ray, HE and VHE gamma-ray energies around
periastron is shown in Fig. 2.7. In the radio wavelength band, the flux is comparatively
low before the first disk crossing. Between the first and the second disk crossing, the flux
rises significantly. The maximum flux, reached at the end of the second disk crossing, is
roughly twice as large as the flux between the first disk crossing and periastron.

Radio measurements are used to define the times of the disc crossing indicated in
Fig. 2.7. 16d before periastron, the pulsed emission becomes undetectable. Approx-
imately 15d after periastron, the strength of the pulsed radio emission has increased
enough to be measurable again. It can be expected that the pulsar enters the disk
slightly earlier and also leaves the disk slightly later than these times suggest, but since
the described method is the most well-defined way of determining one aspect of the disk
crossing procedure known today these values are used frequently as references.

2.8.4 Optical Observations

Observations in the optical wavelength band help to deduce several parameters of PSR
B1259-63/LS 2883. Most importantly, the companion star type was derived from spec-
tral lines. The Be-star disk size mentioned above can be inferred from the width of the
H, line, and also the distance of the binary system from Earth can be deduced from
optical observations [50]. Using absorption lines caused by interstellar gas limits the dis-
tance to 2kpe < d < 2.8kpe [54], which is well in agreement with the distance inferred
from the association with the Cen OB1 cluster.

The rotational velocity of LS 2883 can be derived from measured spectral line widths.
Depending on the spectral lines chosen for the analysis, projected rotational velocities
up to vyot sin(wp) = (260 & 15) kms~! are measured. This corresponds to a deprojected
velocity of 450 kms™! [54]. This is almost identical to this star’s breakup velocity.

Assuming that changes in the equivalent width of the H,, line are caused by growth or
decay of the Be star disk, the disk mass evolution can be estimated from measurements.
Before the interaction with the pulsar, the disk had a mass of 2 x 10~ M. Within five
days after the so-called Fermi flare that will be introduced in more detail in Sec. 2.8.6,
the disk mass was reduced by a factor of five [79].

2.8.5 X-Ray Observations

Several orbits including periastron passages of PSR B1259-63/LS 2883 have been ob-
served already. X-ray emission from this system can be detected during the entire orbit,
with altering flux levels during the orbit. The observed light curves are stable across
orbits, as shown in Fig. 2.7. The flux peaks around the times of the disk crossings and
has a local minimum at the time of the periastron. Similar to the radio light curve, the
observed flux is higher at the time of the second disk crossing.
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Figure 2.7: Light curves from several periastron passages for different wavelength bands
are shown. In panel ¢ the VHE flux, in panel b the HE gamma-ray flux, in
panel ¢ the X-ray flux and in panel d the radio flux is shown. Panel e is not
relevant for the discussion here. Upper limits are marked by arrows. Black,
dashed lines indicate, from left to right, the times of the first disc crossing,
the periastron and the second disc crossing. Figure taken from Chernyakova
et al. [86].

Together with the flux level, also the observed X-ray spectral index changes signifi-
cantly over the course of an orbit. The spectrum is softest around periastron, with an
index of approximately 2.0, while 266 d after the periastron, a remarkably hard index of
0.42 is attained [89; 86].

Current-generation X-ray observatories like the satellite-borne Chandra X-ray Obser-
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ObsIDs 16553+16583 All 3 epochs combined

Figure 2.8: X-ray images showing the movement of a bright object away from the binary.
The second image (top right) was recorded 519d after the first image (top
left). The last image was taken another 265d later. All images in colour
coded form are overlaid in the last picture (bottom right). Image taken from
Pavlov et al. [78].

vatory [90] have angular resolutions small enough to allow studying the morphology of
PSR B1259-63/LS 2883 in the corresponding wavelength band. With this instrument,
hints of an elongated structure and an extended, compact object were found [89]. There
have been proposals to associate these features with a jet created by either the pulsar
or a shock remnant. Later observations showed that the extended, compact object is
moving at a speed of 0.07¢, with a hint of acceleration [78]. Chandra images from several
observation campaigns are shown in Fig. 2.8, visualising the object movement and the
decrease of the object’s luminosity. Pressure from the Be star wind can in principle ex-
plain the emission of parts of the shocked pulsar wind. Around apastron, the pulsar and
stellar winds mix quickly, thereby forming a fast and inhomogeneous outflow of material
moving into the direction of the point of apastron. The object is believed to contain
shocks, such that acceleration of electrons can occur inside. The emission of X-rays is
most likely caused by synchrotron processes [89; 91].

In an alternative model, the object is interpreted as plasma created by the pulsar
interacting with the disk. Disk matter can be accreted onto the pulsar’s magnetosphere.
The pulsar then enters the so-called propeller regime, in which the accreted matter does
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not reach the neutron star’s surface but is expelled in two ways. Due to centrifugal
forces, most of the matter leaves the pulsar in an equatorial disk-like structure, while
about 10 % can be accelerated to high velocities in form of a jet along the pulsar’s spin
axis. A shock forms at the collision zone of the pulsar wind with the jet, in principle
enabling the acceleration of particles to energies high enough to emit X-ray synchrotron
radiation. Problems of this model are that neither the pulsar orbit nor the pulsar’s spin
period changed during the disk crossings, which would be expected due to drag forces
[78].

2.8.6 High-Energy Gamma-Ray Observations

In the HE gamma-ray band, the light curves are dominated completely by flaring events
first detected after the time of the 2010 periastron passage [92]. As shown in Fig. 2.7b,
PSR B1259-63/LS 2883 is not detecteded before the first disk crossing. At the time
of the second disk crossing, the flux is about twice as large as the flux at periastron
and at the first disk crossing. Approximately 35 d after periastron, just after the second
disk crossing, the flux rises rapidly to ten times the periastron flux level, which was not
expected beforehand. At all other wavelengths, the flux does not increase during that
time. In fact, the start of the HE gamma-ray flare is coincident with the start of the
decline of the X-ray flux.

The flare reoccurred at a similar orbital position in 2014 [93]. The measured spectrum,
the flare duration and the average flux level were similar to the 2010 flare, but the flux
evolution was different. While the shape of the 2010 flare resembled an exponential
decay, the flux stayed almost constant during the 2014 flare. Also the shape of the
onset of the flare differ marginally. In 2010/11, 36d after the periastron, the flux has
risen rapidly and monotonically to the maximum value of about 70% of the pulsar’s
spin-down power. In 2014, the flux formed a small plateau until 34d after periastron,
then rising to the maximum value corresponding to 50 % of the pulsar’s spin-down power
approximately 38 d after periastron [94].

2.8.7 Very-High-Energy Gamma-Ray Observations

PSR B1259-63/LS 2883 was the first variable galactic source detected at VHEs by the
H.E.S.S. observatory. The measured spectrum has a power law index of of 2.7+ 0.2¢at +
0.24ys [51]. The light curve across several periastron passages is shown in Fig. 2.7a. It
can be seen that the flux increases towards the first disk crossing. Then it falls quickly
before periastron, after which it rises again, reaching a maximum several days after
the second disk crossing. There is no flux increase at the time of the flare detected by
Fermi-LAT. The ratio of the fluxes above 1 TeV during and before the time of the flare
is smaller than 3.5 at the 99.7 % confidence level [95].

A more detailed description of results of analyses of VHE gamma-ray data obtained
from observations with H.E.S.S. data will be presented in Chap. 6.
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2.8.8 Models of the System

The complex environment within PSR B1259-63 /LS 2883, consisting of a very compact
object, a massive and rapidly rotating star with strong stellar winds and a dense cir-
cumstellar disk, strong magnetic fields, an energetic pulsar wind and a changing binary
separation over the course of one orbit requires detailed models to describe the interac-
tion of the involved components and the resulting non-thermal emission. It is clear that
the involved stellar and pulsar winds play an important role in the acceleration process.
For both winds, the ram pressures exerted by the winds superseed the magnetic pressure
[82]. Although the energy content carried by the pulsar wind is larger than the energy
content of the stellar wind, the latter is more dense and thus has a higher thrust. The
pressures of the pulsar and stellar winds are given by
E

PPW = e (2.14)

, My

and  psw PuwVyy = m;

(2.15)
where d is the binary separation, R is the distance of the discontinuity from the pulsar
and v, ~ 2400kms~! is the estimated stellar wind speed [46; 91]. The location of
pressure equilibrium can be determined by equating ppw and psw, resulting in

d
R=—"__ ~0.17d. (2.16)

L+ /4
Thus the shock discontinuity forms at roughly 17 % of the binary separation d measured
from the pulsar along the connecting line. In a three-dimensional model, the shock forms
a hollow cone pointing away from LS 2883 as indicated in Fig. 2.5. From the system’s
parameters also the question whether accretion occurs onto the neutron star’s surface
can be answered. The radius within which accretion occurs can be approximated as

N 2G Mns

Riae ~ ~ 6.5 x 10" m, (2.17)

vg,
where G is the gravitational constant [46]. Accretion is prevented if ppw > psw at Rac,
which is fulfilled in case of PSR B1259-63/LS 2883 because R,. < 0.17d at every point
of the orbit.

The conical shape of the shock changes to a spherical shape when the pulsar passes
through the disk. Then the pulsar wind is confined completely by the disk material,
forming a sphere with a diameter of approximately 10 % of the disk radius [51; 82].
According to MHD simulations, the interaction of the pulsar wind with the disk leads
to a local truncation of the disk. Additionally, due to tidal effects the disk is warped
at each crossing. The disk disturbance is larger during the second disk crossing due to
cumulative effects of tidal torques [81].

The radiation detected from the binary system is affected by the geometry of the
shock region. Due to the alignment of the orbital major axis with the observer’s line
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of sight the radio pulses propagate through the low-density pulsar wind region without
being absorbed by the much denser Be star wind. The optical depth of the stellar wind
at radio wavelengths can be of the order of several thousand at distances of 1 AU from
the star. The pulse disappearance could then be caused by the absorption by the disk
as well as the cone’s rotation away from the line of sight [81].

In order to explain the emission of radiation at higher energies, both leptonic and
hadronic scenarios are, in principle, possible candidates. Hadronic scenarios as pre-
sented, for example, in Kawachi et al. [96], are generally disfavoured, though, because
several predictions do not match observations. Most importantly, the Larmor radii of
the 100 PeV hadrons needed for the creation of the observed VHE gamma rays would be
larger than the shock size [46]. Furthermore, PSR B1259-63/LS 2883 can be detected
at VHESs several months before periastron, when the density of the stellar wind is still
too low to provide a sufficient amount of scattering targets. Thus almost all current
models involve leptonic synchrotron radiation and IC scattering as main radiative pro-
cesses. The dominance of one of the radiation mechanism depends on the respective
cooling times. The synchrotron and IC cooling times in the Klein-Nishina regime are,
respectively, given as

2.4

msc _ _

Tegnchr = 67TUT#6B2 ~ A00E, 1y Bg? - 1 (2.18)
Eerevds

e = 3.2x10° &TeVE1S s (2.19)
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according to Blumenthal and Gould [97] and Aharonian et al. [51]. In these equations,
E. 1ev is the electron energy in TeV, Bg is the local magnetic field in G and d;3 is the
orbital separation of the pulsar and LS 2883 in units of 10" cm. The magnetic field
strengths are not known very well. The field strength close to the pulsar is approxi-
mately 3.3 x 10' G, the Be star’s field strength on the surface is of order 1 G, but the
field strength farther away from the objects is not determined precisely [88]. Above an
electron break energy of roughly 25 GeV, the Klein-Nishina regime sets in, leading to
longer electron cooling times in the IC scattering process, so that above this energy,
synchrotron emission is dominant [46]. The IC gamma-ray spectral index transitions
from I'¢ to I'c 4+ 1 at the break energy, where I'; is the power-law index of the electron
energy distribution. From H.E.S.S. observations at intermediate wavelengths a value of
['. = 2.2 can be derived from the photon index of I' =T, + 0.5 ~ 2.7 [51].

The location of the zone of emission of radiation differs across wavelength bands.
X-ray emission is believed to originate from pulsar wind electrons in the shock region
[59; 78]. The HE gamma-ray emission instead is believed to stem from the unshocked
pulsar wind or from within the light cylinder. Inside the light cylinder the electrons
emit low-energy curvature radiation as they follow the movement of the magnetic field
lines. The strong radiation field present in binary environments provides IC scattering
targets to the cold, unshocked pulsar wind, contributing to the HE gamma-ray emission.
At VHESs, the emission is believed to come from IC scattering of shock-accelerated,
multi-TeV electrons and stellar photons; see e.g. Tavani and Arons [59], Kirk et al. [98],
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Dubus [99] or Khangulyan et al. [100] for corresponding models. Hence the populations
responsible for HE and VHE gamma-ray emission are different, which is an important
fact to consider when trying to explain the differing flux evolution in these energy bands
[46; 54].

The simplified view presented so far has to be extended in order to explain the observed
spectra and light curve shapes. First of all, the disk provides an additional infrared
target photon field in addition to the stellar photon field [101]. Furthermore, pulsar
wind particles can be advected away into a direction roughly pointing away from the
companion star by crossing the shock into the domain of the stellar wind if the shock is
not spherically symmetric. Thereby energy is lost due to non-radiative, adiabatic MHD
processes. The characteristic energy loss time related to this process is

3¢ Al
tog = ~e X 350— — .
ad = qivg ¢ 2 % 102 cm

1s (2.20)

with Al =~ O(10'2 cm) being the distance the shocked pulsar wind can propagate into
the domain of the wind of the stellar companion, @ being the speed of the flow across
the shock and € being an efficiency factor incorporating details of the MHD flow. Re-
markably, the resulting loss time is smaller than the IC energy loss time but comparable
to the synchrotron loss time [51; 100].

Also the effect of relativistic boosting has strong influence on the observed synchrotron
flux levels and likely contributes to the observed flux variability [46]. If relativistic
boosting is not considered, the HE gamma-ray emission caused by IC scattering should
peak before periastron if the assumption holds that HE electrons close to the pulsar are
responsible for this emission. This contradicts the observed HE gamma-ray light curve,
which peaks roughly 30d after periastron at an unfavourable IC scattering angle. This,
together with the observed peak luminosity, can be explained better if boosting is taken
into account [45; 92].

Valuable observational input comes from the HE flare detected during the previous
two periastron passages. Several models predict, or can be refined to predict, a similar
light curve feature. These models try to explain the flare as a result of Doppler-boosted
synchrotron emission from electrons with energies up to 100 TeV (e.g. Kong et al. [102]),
1C scattering of GeV electrons on UV photons provided by the star and the disk which
is heated up by the interaction with the pulsar (e.g. Khangulyan et al. [56]) or by the
destruction of the regular bow-shock (e.g. Chernyakova et al. [79]). Models based on
Doppler-boosting appear disfavoured because then the X-ray flux should be affected in
a similar way, which is incompatible with observations.

In the model proposed by Khangulyan et al. [56], electrons from the unshocked pulsar
wind with Lorentz factors of order 10* scatter via the IC process on ambient photons.
As the unshocked wind is cold, no contemporaneous synchrotron flare is expected, which
matches observations well. In this model the rapid transformation of the shock struc-
ture at both the pulsar’s entrance into and the departure from the disk as indicated in
Fig. 2.5 leads to HE gamma-ray flux increases similar to those observed. The flare that
is predicted to occur, in principle, also at the time of the first disk crossing, but then it
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is not visible on Earth due to an unfavourable geometry. Within the disk, IC scatter-
ing involving pulsar wind particles is suppressed because the high particle density and
ram pressure in this region confine the wind, thereby reducing the volume in which IC
scattering can occur. Close to the disk, the radiation field produced by the disk heated
up by the interaction with the pulsar is very intense. Due to these radiation fields the
optical depth for IC scattering is larger than one, so that the production of HE emission
is very efficient. The gamma-ray flux during the flare is a natural consequence of the
re-opening of the shock cone at the time of the pulsar’s departure from the disk, as then
the relativistic pulsar wind is allowed to travel further along the line of sight. Thus the
amount of relativistic electrons IC scattering on photons from the intense photon field
provided by the disk changes rapidly, in turn leading to an increased gamma-ray flux.
The 15d delay between the appearance of radio pulses and the start of the HE gamma-
ray flare poses a problem to this and other models. Another important ingredient in this
model is the creation of an intense photon field from the heated disk. It is unclear if the
heated disk can provide a sufficient amount of photons. Alternatively, in a similar model
according to which the HE gamma-ray flare is based IC scattering, the target photon
field stems from the cometary tail of shocked pulsar wind material [56; 103].

The transformation from a bow-shaped shock to a confined, non-spherical shock inside
the disk prevents the unshocked pulsar wind from escaping. Thus the pulsar deposits its
entire energy loss into the system. According to the model by Chernyakova et al. [79],
this can already lead to the observed fluxes corresponding to 50 %—70 % of the pulsar’s
spin-down power.

In conclusion, the complex environment found in PSR B1259-63/LS 2883 makes it
difficult to describe all observed properties within a simple model. Especially the details
of the binary’s constituents, like spiral waves within the Be star disk, density variations in
the stellar wind or cycles in the stellar mass-loss rate lead to deviations of the calculated
light curves from the observed light curves [45]. Results from observations of the HE
and VHE gamma-ray part of the spectrum of PSR B1259-63/LS 2883 already provided
valuable input to the models introduced above and will continue to do so in the future.
An overview of the experimental approaches taken to detect such gamma rays will be
given in the next section.

2.9 Detection of Gamma Rays

Gamma rays can be observed by space-based and ground-based experiments. As a rule of
thumb, space-based experiments cover the HE gamma-ray range, whereas ground-based
experiments have better sensitivities than satellite-borne experiments at VHES.

At energies below O(100GeV), the gamma-ray flux is large enough to be detected
by experiments like Fermi-LAT [104], which has an effective detection area of < 1m?
and a large field of view covering approximately 20 % of the sky [105]. The detection
principle of this observatory is relatively similar to that of particle detectors used at
collider experiments. Particles can enter the telescope through an opening at the front,
pass through a tracker system in which a magnetic field deflects charged particles, so
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that the ratio of their charge and mass can be determined, and afterwards they deposit
their energy in a calorimeter. Separating gamma rays from charged cosmic rays is a
relatively simple task here due to the very different signatures in the detector. The
angular resolution, defined as the radius in which 68 % of the reconstructed directions
are located around the true direction of a source is on the order of 0.5° above 1GeV.

Ground-based experiments are built very differently from space-based experiments
because the atmosphere is opaque for gamma rays and cosmic rays, hence they cannot
be detected directly. Instead, the showers consisting of secondary particles produced by
interactions of the primary particles with atomic nuclei in the atmosphere are detected.
The development of a gamma-ray induced air shower can be seen as a sequence of pair
production and bremsstrahlung emission close to atmospheric nuclei. In this process, the
number of particles in the shower grows exponentially until the average particle energy
is sufficiently low for ionisation to become the dominant process through which particles
lose energy. This is where the shower has its maximum number of constituents of up to
O(10%) particles for gamma rays with TeV energies, afterwards the number of particles
decreases due to scattering and absorption [26]. The shower maximum is reached at a
height of approximately 10 km in case of an incident gamma-ray photon with an energy
of 1TeV [6]. Non-imaging detectors of extended air showers (EASs) like ARGO-YBJ
[106] or HAWC [107] sample radiation emitted by shower particles as they pass through
a detector. In contrast, imaging atmospheric Cherenkov telescopes (IACTs) sample the
Cherenkov light emitted as the shower particles travel through the atmosphere. A sketch
of the detection principle is shown in Fig. 2.9. The pioneering IACT experiment was
the Whipple observatory, a telescope with a 10 m reflector and a camera consisting of
109 photomultiplier tubes (PMTs) that started observing in the 1980s [108]. In the
1990s, the HEGRA experiment introduced the concept of stereoscopy, which greatly
helped to improve the gamma-hadron separation as well as the direction reconstruction
[109]. Three experiments, MAGIC [110], VERITAS [111] and H.E.S.S., belong to the
current generation of TACTs, making use of large mirrors, finely pixelated cameras,
stereoscopy and advanced analysis techniques. They are the most sensitive experiments
for the detection of VHE gamma rays currently operating. The H.E.S.S. experiment
will be described in detail in Chap. 3. The next-generation experiment, the Cherenkov
Telescope Array (CTA) is currently planned and is foreseen to begin observations in
2017.

IACTs collect Cherenkov light emitted by atmospheric atoms and molecules when
charged particles, mostly electrons and positrons, pass by with a velocity v fulfilling the
condition c

v 2> Sk
where c¢ is the speed of light in vacuum and n(\) is the wavelength-dependent refractive
index of the respective medium. The relativistic particles polarise the atoms, which, as
they return to the equilibrium state, emit radiation. If this condition is fulfilled, the wave
fronts of light emitted by many atoms or molecules interfere such that light is emitted
in form of a cone around the direction of the relativistic particle. For electrons at 10 km
above sea level, the condition is fulfilled if their corresponding energy exceeds roughly

(2.21)
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 Cherenkov light

Intensity profile

Figure 2.9: Sketch of an imaging atmospheric Cherenkov telescope called CT 5 with a
spherical mirror. The Cherenkov photons emitted at different angles are
focussed onto the pixelated camera, where the intensity distribution is mea-
sured and recorded. See the main text for details of the telescope setup and
the measurement process.

40MeV. The angle ¢ between the particle trajectory and the wave number vector is
given by the relation

coslo = )0 (2.22)

For electrons propagating through air, this angle is < 1°. Depending on the height
of the experiment detecting air showers, the corresponding light pool has a diameter
of approximately 100 m-150m [112; 113; 114; 6]. The shower profile and the resulting
Cherenkov light density depends on the type of the initial particle. In case of gamma
rays, the vast majority of all interactions are electromagnetic interactions, whereas in
case of protons and hadrons, a substantial fraction are strong interactions. In strong
interactions, the transverse momentum of scattering products with respect to the shower
axis can be much larger than in electromagnetic scatterings, thus hadronic air showers
produce a wider light pool. Furthermore, the much larger variety of possible decay
channels and interactions causes hadronic showers to be less regular than gamma-ray air
showers, which can be seen in Fig. 2.10.

The energy emitted in form of Cherenkov radiation per unit length and frequency is
given as

dE q> c?
= — 1—-———]. 2.2
dxdw 47T,u(w)w ( v%ﬂ(w)) (2:23)
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Figure 2.10: Simulated air showers initiated by gamma rays (top) and protons (bottom),
each with an energy of 300 GeV. The unit of the values on both axes is kilo-
metres. Green lines represent photons, blue is for electrons and positrons,
thick red lines are for protons, other colors stand for muons, pions and
other particles. The much larger irregularity and intrinsic spread of proton
showers is obvious. Figure taken from De Naurois [65].

This is the so-called Frank-Tamm formula [115]. In this formula, u(w) and n(w) are the
frequency-dependent permeability and refractive index of the medium, ¢ is the charge
of the relativistic particle. To calculate the energy emitted per unit length, the above
formula needs to be integrated over all frequencies for which the condition given in
Eq. (2.21) is fulfilled.

A related quantity which is important for the detection of air showers is the number
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of Cherenkov photons emitted per unit length. This can be calculated as

dN 5 [ c? 1
e 2maq /)\1 <1 - W) Fd)\’ (2.24)
where « is the fine structure constant. The integration range is defined by the wave-
lengths between which the Cherenkov condition is fulfilled [114]. As an example, a
gamma-ray photon with an energy of 1TeV produces showers yielding approximately
ten detected Cherenkov photons per square meter in the center of the Cherenkov light
pool [6].

The amount of Cherenkov light reaching the ground depends on several parameters.
Most importantly, atmospheric properties like the density profile, water vapour content
and the temperature profile can change the light pool density by up to 60% when
comparing extremes like an antarctic winter atmosphere with a tropical atmosphere.
Also seasonal changes can have an influence of up to 20%. In addition, the height in
which the experiment is located has an influence due to the stronger light absorption
in the thicker atmosphere at low altitudes and due to the geometric widening of the
light pool. A 10% change in the light pool density is found for experiments at 2.4 and
1.8 km a.s.l. The scattering and refraction of light play a negligible role. Light scattering
influences the arrival time of the photons, so that photons scattered by more than ~ 3°
arrive too late to be part of the recorded image (see Chap. 3 for more details on the
image recording). Only < 0.1 % of all photons are lost due to scattering [114].
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The H.E.S.S. telescope array is located in the Khomas highland in Namibia at an altitude
of 1835 m. This site provides a more favourable view of the galactic plane including the
galactic center compared to sites in the northern hemisphere. The high altitude reduces
absorption of light as it propagates through the atmosphere. It also leads to smaller
and therefore denser light pool on the ground since the dispersion of photons away from
the shower axis is limited. Both effects result in larger amounts of light collectable by
telescopes at higher altitudes compared to lower-altitude sites. Furthermore the weather
conditions are well-suited for astronomical experiments as the sky is very clear most of
the time. Last but not least the population density is very low in this area. Therefore
the light pollution is very low, which is important for experiments as sensitive as TACTs.

The construction of the array started in 2002. The first telescope was finished in
September 2002, the fourth and last telescope of the H.E.S.S. Phase I array was finished
in December 2003 [116]. These four telescopes were given the shorthand names CT'1
to CT 4, “CT” standing for “Cherenkov Telescope”. These telescopes are arranged in a
square with a side length of 120 m. This array has an energy threshold of approximately
100 GeV and already provided an entirely new view of the universe in the VHE gamma-
ray domain with the detection of more than sixty new sources during a survey of the
galactic plane [117; 118] and morphological studies of extended objects like the shell-
type supernova remnant RX J1713.7-3946 [9]. More recently, the first source of particles
with PeV energies was found with the H.E.S.S. telescopes [7]. Given the great success
of this experiment already in its first years it was decided in 2005 to enhance the array
by a much larger fifth telescope placed in the centre of the array to further decrease the
energy threshold down to approx. 50 GeV. With the inauguration of the new telescope
named CT 5 in 2012 the H.E.S.S. experiment entered Phase II. This array, shown in
Fig. 3.1, is the only hybrid array currently existing.

In the following sections the telescopes will be described in more detail. First the
calorimeter of the experiment, the atmosphere, will be described. Then the properties
of the telescopes of Phase I and Phase II will be detailed. At the end of this chapter the
central data acquisition system and the calibration of data will be described.

3.1 The Atmosphere

The Cherenkov photons emitted in air showers travel through the atmosphere before
reaching the ground, where they can be detected by IACTs. The atmosphere consists
of 78 % nitrogen, 21 % oxygen and 1% trace gases. In addition to these gas molecules,
solid or liquid particles are suspended in the troposphere, that is the lower ~ 2km layer
of the atmosphere. Such particles are called aerosols and can consist of various types of
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Figure 3.1: The H.E.S.S. array on a hazy day. From left to right there are CT 4, CT 3,
CT5, CT2 and CT1. CT1 to 4 are parked in, whereas CT5 is pointing
towards the south for tests of the drive system. The building in front of the
array hosts the control room and the local computing farm.

particles like desert sand or pollen. Their typical radii are on the order of nanometers
up to millimeters [119; 113]. Water droplets and ice crystals contribute to the aerosol
content of the atmosphere as well. Their radii are on the order of 1 to 50 um [120; 113].

Two different types of scattering processes occur as the Cherenkov photons propagate
through the atmosphere. Rayleigh scattering [121] is dominant for photons scattering
off particles with sizes in the nanometer regime like atmospheric molecules. The light
is scattered isotropically, but the intensity is strongly wavelength dependent with a
proportionality to the inverse of the fourth power of the wavelength. Mie scattering
[122] is dominant for larger particles of a size comparable to the wavelength of the
Cherenkov light, like aerosols. In this scenario the light is mostly scattered forward. At
wavelengths larger than 400 nm Mie scattering dominates over Rayleigh scattering [113].
These scattering processes lead to a lower Cherenkov photon density in the light pool
on the ground, so that the trigger rates and energy thresholds of IACTs are influenced
negatively.

Several atmospheric properties are monitored constantly at the H.E.S.S. site. The
weather station placed next to the telescopes records the air temperature and air pres-
sure, the wind speed and the wind direction and the relative humidity. Furthermore a
light detection and ranging device (LIDAR) is installed on site to determine the aerosol
content and cloud coverage above 1km. This is done by analysing the light scattered
back from those particles when they are hit by laser pulses [123; 113]. Currently the
LIDAR is not operative due to issues with broken hardware. Six infra-red radiometers
are also deployed on site to measure the temperature of the atmosphere above the site.
They provide valuable information for shift crews operating the experiment to base de-
cisions on whether the weather is sufficiently good to perform observations or whether
there is a risk of rain, in which case the telescopes have to be parked to prevent damage
to the hardware. Furthermore the telescopes must not be operated if the wind speed
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constantly exceeds 10ms~! to prevent damage to the drive systems.

3.2 The H.E.S.S. Phase | Telescopes

The telescope dishes of CT 1-CT 4 are supported by alt-azimuth mounts which enable
the telescopes to be moved to any point in the sky. The dishes are attached to the
mounts by two bearings forming the axis of the altitude movement. Circular rails form
the contact of the telescopes with the ground. On these rails the telescopes, weighing
60t each, can rotate in azimuthal direction. The nominal slewing speed of the telescopes
around each axis is 100°min~! [124], so that every point in the sky can be reached in
approximately two minutes [125]. When observing a source the telescope is moved such
that the target position remains at a constant position in the camera, i.e. the telescope
follows the movement of the object in the sky.

The telescope dishes are made from steel and provide stable structures to the reflectors
and also hold the support arms carrying the cameras. The red colour of these structures
was chosen as a compromise between the optimal heating and cooling behaviour together
with the fact that the radiated wavelengths are very different from the maximum of the
cameras’ efficiency of a brighter red or pink colour on the one hand and subjective
impressions on the other hand [126; 124]. The shadowing for Cherenkov photons caused
by the camera support structures and the camera itself is on the order of 5% [124].

The 107 m? reflectors are tesselated and consist of 380 facets each. The mirror facets
themselves have a round shape as a compromise between the better areal coverage of e.g.
hexagonal mirrors and costs. Indeed the loss in effective area due to this compromise
amounts to 10 % [124]. The facets are arranged on a sphere according to the Davies-
Cotton design [127]. The radius of this sphere as well as the focal length f of the
spherically shaped facets is 15m. In this design a point-like focus can be achieved for
rays travelling close to the optical axis of the telescope. To be able to fine position
and adjust the orientation of the individual facets actuators are mounted on the mirror
support structures. The orientation of the mirrors is verified on a regular basis. The root
mean square (rms) of the supposedly Gaussian optical point-spread function (PSF) of
the telescope, defined as the image of a point light source at infinity [124], is 0.28 mrad.
The mirror facets are made of aluminised glass with quartz coating and show only mild
dependence of their reflectivity in the relevant wavelength range of 300 up to 600 nm.
Due to degradation the mirrors lose a few percent of reflectivity every year, but over the
years all mirrors have been recoated to remedy this process.

The light reflected by the mirror then reaches the camera, which consists of 960
Winston cones and PMTs, electronics, cooling systems and mechanical structures. The
overall weight of each camera is 1t, the volume is 1.6 x 1.6 x 1.5m3. The field of
view (FoV) is 5°. The Winston cones guide the light to the PMTs, which represent
the pixels of the cameras. The cones are made from plastic with quartz coating and
aluminised inner sides. The aperture shape is hexagonal with a flat-to-flat distance of
41 mm (corresponding to a pixel size of 0.16°) at the entrance facing the mirror and a
flat-to-flat distance of 21.5 mm at the end towards the PMTs. The cones effectively cover

41



3 The H.E.S.S. Experiment

95 % of the camera surface. The transmissivity between 300 and 500 nm is between 65
and 80 %. The cones have a cutoff angle of 27° to reduce the amount of albedo light
reaching the PMTs [124].

The light reaching the PMTs can produce one photoelectron (p.e.) or more inside
the PMT through the photoelectric effect. As PMTs are very sensitive instruments
they are automatically switched off if they are illuminated by light coming from bright
stars to avoid damage [128]. In the remaining devices, the produced photoelectrons
are accelerated in high voltage cascades. When they hit the dynodes inside the PMTs
they produce several secondary electrons, so that the current inside the PMTs increases
following a power law. The voltage difference occurring as the generated current passes
a resistor is measured, creating a voltage signal proportional to the amount of incident
light. The overall quantum efficiency of the PMTs is approximately 25% [128]. The
PMTs are sensitive in a spectral range of 270 nm—650 nm, the peak efficiency is at 420 nm
[128]. Combining the optical efficiencies of all involved components, the overall optical
efficiency of the mirror-camera systems is on the order of 10 % [129].

The signals from the PMTs are sampled every nanosecond using analogue ring sam-
plers (ARSs) [116]. To reduce the amount of data that has to be stored, the PMT
values are only read out if certain trigger criteria are fulfilled. One camera triggers only
if the values of at least 3 PMTs in a camera region corresponding to 64 pixels called
sector exceed the value of 4p.e. within a time window of roughly 1.3ns on average.
The values have been chosen to suppress triggers by the so-called night sky background
(NSB), which consists of star light, stray light from distant cars or houses or similar,
efficiently. This is necessary as the trigger rate per pixel due to NSB is on the order of
9 x 107 p.e.s~! [116].

After a camera trigger occurred, a signal is sent to the central trigger of the H.E.S.S.
array. This central trigger checks if other cameras have triggered in a time window
of 80ns around the time of the corresponding camera trigger. The delay caused by
different fiber lengths and photon arrival times depending on the observation direction
is taken into account. If at least two telescopes triggered within the time window,
a sample corresponding to 16ns around the time of the respective camera trigger is
read out, processed and sent to the data acquisition system. The width of the time
window was chosen such that only negligibly few accidental coincidences are found while
not discarding any real coincidences [116]. Requiring stereoscopy helps to lower the
energy threshold by a factor of roughly two by suppressing the dominant background of
hadronic air showers as these tend to be more irregular than gamma-ray air showers. In
the following sections the information recorded by the cameras and stored on disk after
a positive decision of the central trigger will be referred to as an event.

The single-telescope trigger rate is usually at a level of 600-1000 Hz. The average dead
time during which the cameras are busy processing an event and reading out the data is
460 ps [128]. The overall trigger rate of this array configuration is on the order of 100
300 Hz, demonstrating the efficiency of the background suppression through requiring
stereoscopy.

Currently the hardware of the H.E.S.S. Phase I cameras are undergoing an upgrade
procedure. While the PMTs will not be exchanged the electronics hardware is substi-
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tuted by more modern components with the main aim of decreasing the dead time. The
upgrade is foreseen to be completed by the end of 2016. In this work only data from all
four H.E.S.S. Phase I cameras before the upgrade is used.

3.3 The H.E.S.S. Phase |l Telescopes

In Phase II of the H.E.S.S. experiment, a large, fifth telescope that has been added to
the array joined operations, so that the new array consists of the four older telescopes
and the new one next to them. In the following, only CT 5 will be described in detail
and compared to CT 1-4 as necessary.

The design of CT5 has been optimised for a good low-energy sensitivity and fast
slewing speed in order to increase the chance of detecting transient events after receiving
an alert. In order to lower the energy threshold significantly, the total reflector area has
been increased up to 614.5m? [128], making CT 5 the largest IACT ever built. An alt-
azimuth mount is used similar to the H.E.S.S. Phase I telescopes. Despite the much
larger mirror area and the large mass of approximately 600t [130] the maximum slewing
speed of CT 5 is 100° min~"! in both directions, equal to the slewing speed of CT 1-4. In
order to further decrease the time needed to slew to a certain observation position CT 5
is operated in reverse mode under certain conditions like during observations of gamma
ray bursts (GRBs). The average time needed to slew to a target can be reduced by a
factor of two if the reverse mode is used, so that 90 % of sources distributed randomly
across the sky can be slewed to within 52s [130].

The mirror has a roughly rectangular shape with side lengths of 24.3 and 32.6m,
approximately 8 % of the corresponding area are shadowed by the camera and support
structures. The mirror is made of 875 hexagonal facets [125]. Each facet has a flat-to-
flat distance of 90 cm. A parabolic mirror was chosen for CT 5 due to the isochronous
imaging properties of such a design. The camera of CT 5 can record, among other shower
properties, the time of the maximum signal strength per readout window per pixel. In
case of H.E.S.S. Phase I, the time dispersion at the camera due to the Davies-Cotton
design for photons arriving at the mirror as a planar wavefront is on the order of 1 ns,
which corresponds to the intrinsic spread of the photons in the Cherenkov wavefront of
air showers [124]. The larger mirror of CT 5 would have enhanced this temporal spread
even further due to the dependency of the temporal spread on the square of the mirror
diameter, thus a parabolic design was deployed. The individual facets are spherical
reflectors with varying focal lengths depending on the radial distance to the optical axis
of the telescope.

The focal length of the telescope is roughly 36 m [130]. The exact position of the
camera can be varied along the optical axis using a focus system [131]. Currently the
focus is set to a fixed value which corresponds to a distance of 15 km, but in principle it
can be adjusted depending on the observation position. Monte Carlo simulations show
that the angular resolution can be improved up to 10 % at low energies if the focus is
adjusted according to the observation conditions [131].

The camera consists of 2048 pixels and has a FoV of 3.2° averaged over the entire
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camera. Its overall mass is 3t, the total volume is 227 x 240 x 184 cm? [128]. Similar
to the H.E.S.S. Phase I cameras, Winston cones are used to guide the incoming light to
the PMTs. These cones have a hexagonal aperture with a flat-to-flat distance of 42 mm,
corresponding to a FoV of 0.07° per pixel. The cones’ cutoff angle is 30°, approximately
the same value as for the smaller telescopes’ cones. Small cutoff angles adapted to the
size of the telescope mirror greatly help to reduce the amount of stray light entering the
camera. A new coating provides a 10 % higher transmission yield below 400 nm with
respect to the older Winston cones. The PMTs used in CT 5 are a minor update to
the PMTs used in the smaller cameras, the only major difference being the quantum
efficiency which increased from 25 to 30 %. The spectral range of the PMTs is 270 nm—
650 nm, with a peak efficiency at 420nm. Groups of 16 PMTs are connected to one
drawer, similar to the case of the H.E.S.S. Phase I cameras. These drawers provide
signal amplification, sampling, signal conversion from analog to digital values and provide
triggers at the PMT level. The camera triggers if at least 3 pixels belonging to one sector
measured values of at least 4p.e. [128]. Until a decision made by the central trigger
arrives at the camera the individual PMT values are stored in a swift analogue memory
(SAM) chip, a newly designed replacement for the ARSs used in the other cameras.
The central trigger has been modified to allow several trigger modes, one being a usual
stereoscopic trigger requiring at least two out of all five telescopes to have triggered
within a time window of 80ns and the other one being a monoscopic trigger requiring
only CT 5 to have triggered. The latter mode is particularly important for measurements
of low-energy air showers that produce too little Cherenkov light to be detected by the
smaller telescopes.

The trigger rate of the CT 5 camera can be as high as 5000 Hz. The dead time of this
new camera is 15 ps and the readout time is only 2 ps, resulting in an effective dead time
of less than 1% at the maximum trigger rate [128]. As the cameras continue data taking
after the data have been read out even though the data are still being processed by the
cameras themselves the overall trigger rate of CT 5 is not influenced by the much higher
dead time of the old cameras. Thus the overall trigger rate of the full array is usually
on the order of 1kHz.

3.4 The Central Data Acquisition System

The data from the cameras are sent to the central data acquisition system (DAQ),
which receives those data, processes them and writes them to disk. Though this is
the most important task of the DAQ, there are several other tasks like instructing the
involved hardware, starting and stopping observations, providing an interface to the shift
personnel or the handling of errors. In this section, the DAQ is described in detail.
H.E.S.S. observations are grouped in shift periods starting and ending at full moon
periods. During the shift breaks the experiment cannot take observational data. In these
breaks the non-expert shift personnel changes and maintenance tasks are executed. In
the remaining shift periods observations are performed during times of astronomical
darkness and sufficiently good meteorological conditions. Given these constraints, ap-
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GettingReady Configuring Starting
GoingToSafe Unconfiguring Stopping

Figure 3.2: Sketch of the states of hardware controllers and software processes used in
the DAQ. The transitions between the states are indicated by arrows.

proximately 1000 h of dark time are available per year.

Due to the limited FoV of the H.E.S.S. telescopes, targeted observation campaigns
are executed. These campaigns are structured in so-called observation runs, each run
usually taking 28 min. The DAQ is responsible for starting and stopping those runs.
The observation targets are defined before each moon period and stored in a database
which is looked up at the beginning of each night. The DAQ asks for the corresponding
parameters at the beginning of each run and distributes those to the involved hardware,
like the drive systems or cameras. The DAQ creates one so-called SubArray for each
group of telescopes jointly performing one run. A SubArray is a software process man-
aging and supervising other software processes belonging to the same run. It is possible
to use arbitrary but disjoint groups of telescopes at the same time. For example it would
be possible to perform calibration runs with CT 1-4 while observing a target with CT 5
[132]. In such a setup, the DAQ would create one SubArray for each telescope group.

The software processes managed by the DAQ serve a variety of purposes. One fun-
damental purpose is the communication with hardware. The hardware involved in the
H.E.S.S. experiment ranges from weather stations to complex pieces of hardware like
Cherenkov cameras. Each piece of hardware is abstracted and presented to the DAQ as
a so-called controller with which the DAQ communicates. A fundamental design feature
of the DAQ is the existence of controller states as shown in Fig. 3.2. The default is the
Safe state. In this state no high voltage is supplied to any piece of hardware, and every
component is in a state of minimal activity [132]. When preparing for calibration or ob-
servation runs, all involved software and hardware components are sent to Ready, which
is an intermediate step in which the hardware is prepared for data taking and slow con-
trol data is taken. The last intermediate state before data taking is the Configured state.
In this state the hardware has received all necessary information from the controllers to
be able to start data taking. The final step in this chain is the Running state, in which
information is read out from the hardware, the DAQ processes data and stores data on
hard disk. The DAQ is also responsible for creating and managing the chain of transi-
tions of the involved processes including dependencies between them. There are several
types of dependencies among the processes. One trivial example is the fact that, during
observation runs, the camera should not start triggering before high voltage is provided
to the PMTs, which is a strict requirement. There are also optional dependencies for
non-critical components like weather monitoring. If such optional requirements cannot
be fulfilled within a certain amount of time, the DAQ will ignore this and continue with
the chain of transitions. Optional processes are allowed to re-join the SubArray once
they become ready. Lastly there are so-called disturbing processes, like calibration light
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sources which should not be running during normal observations.

Errors can, in principle, occur at any time in any of the involved components. While
the controllers and firmware of the hardware devices are responsible for their own safety
they do report errors to the DAQ in such cases. The DAQ then informs all other
processes and takes care of bringing the entire SubArray or array, depending on the
severity of the error, to a safe state [132]. For offline debugging and for the information
of the shift crew, a sophisticated logging system has been developped. The log entries
have accurate timestamps assigned to them, so that the chain of actions or incidents
leading to an error (or to successful operations) can be recovered afterwards.

As the DAQ is a multi-machine, multi-threaded, multi-process software, redundancy
and easy recoverability were primary design goals [132; 133]. The software processes are
running on a computing cluster consisting of ten eight-core worker nodes, seven four-core
servers and several control room machines used for displaying information to the shift
crew. The distribution of processes to the nodes is specified in a database, so that in
case of a severe hardware failure only a database entry has to be modified such that
other nodes take over tasks of the broken node. The 2 200 software programs running
on the nodes communicate with each other through a CORBA [134] implementation
called omniORB [135]. The nodes host the vast majority of these processes. They
are responsible for processing the data received from the cameras and writing these
processed data to disk and for hosting the various software processes needed for data
taking. Several of the nodes host additional services like web servers which provide access
to the various types of data stored on site for collaboration members off-site. The servers
deployed on site in Namibia serve a variety of tasks, mostly providing infrastructure and
storage capacity to the DAQ. Among the tasks of the servers the most important ones
are the configuration of the six virtual networks used on site, the hosting of virtual
machines which store operating system images used by e.g. the cameras, the hosting of
the central MySQL [136] database containing configuration data for many software and
hardware instances and the provision of storage capacity for the data processed by the
nodes and for the log files mentioned above. Three servers are involved in storing data
from the H.E.S.S. array. They use the distributed file system GlusterF'S [137], which
is configured such that the nodes write to the global GlusterFS interface and the file
system takes care of distributing the received data to the three data servers. A similar
approach was chosen for the two servers storing the log files. The major advantage of
such distributed file systems is the easy extensibility of the cluster and the increased
speed with which data can be written to disk by using multiple servers together. The
current maximum data rates of 70 MBs™! can be provided in the current setup. To
prevent data loss caused by failures of individual hard drives all servers use redundant
arrays of disks. To further increase the resilience of the cluster a sophisticated backup
scheme was put into place, so that every important component of the cluster is backed
up on a separate GlusterFS instance regularly. As a result of the stability of the DAQ
software and the redundancy of the involved components, less than 1% of the overall
loss of dark time is due to problems caused by the DAQ [133].

Apart from the low-level tasks described before, the DAQ is also responsible for the
interaction of the shift crew with the experiment. It provides an easy-to-use graphical
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interface as well as many displays and text information reflecting the state of the array
at any time. The interface was designed to be usable by non-expert personnel.

Special attention was paid to the correct and especially fast handling of target of
opportunity (ToO) alerts sent to the H.E.S.S. experiment by other observatories via
the GCN network [138]. Such alerts are sent in case a GRB is detected. In case of
such events the array has to react as quickly as possible, because the time scale of
such events is on the order of 30s. When such an alert arrives it is first checked if the
position of the source is visible at all, and what type of alert it was. If, according to
defined rules, the target is considered worth observing, a special procedure is started.
CT5 starts slewing immediately, while the previous run is stopped and a new one is
prepared by the DAQ. If the array is in a transition when an alert arrives, then the
current transitions are finished in order to guarantee a consistent state of the hardware
and software. The smaller telescopes are treated as optional processes, so that they
don’t delay the start of the observations. The high voltage supplied to the PMTs is not
turned off, only the data taking is stopped until the target is in the FoV of the camera
of CT5. Usually the accuracy of the target position is increased after a short time. If
an updated position is sent to the DAQ via the GCN network, the data taking is not
stopped but the telescopes reposition while continuing observations [133]. So far no GRB
has been detected by H.E.S.S., but given the large effective area of the experiment and
the availability of the fast-track procedure described above, interesting science results
are imminent. Apart from GRBs, also other types of ToO alerts exist, which often are
issued if an astronomical object like an AGN is flaring, i.e. if its flux level increases on
short time scales. Such events can last up to several days, hence the reaction time is not
as crucial as in case of GRB alerts. Therefore a different procedure is applied, usually
involving human decisions on whether to observe the ToO or not.

In the course of this work several improvements have been made to the DAQ. This
includes an updated layout of the computing networks, the commissioning of new servers,
a revision of the backup scheme deployed on site, the introduction of the GlusterFS file
system as well as the addition of new run types dedicated to special purposes and
numerous corrections and improvements of the DAQ software. Furthermore assistance
has been provided to shift crews as well as to maintainers of hardware components.

3.5 Calibration of the Data

After the data are written to disk, they have to be calibrated offline to account for
technical and experimental effects like properties of the trigger, the readout electronics
or non-homogeneous PMT responses across the camera.

One important task is to flag unusable pixels as such so that they are discarded in
high-level analyses. Reasons for pixels being unusable might be that they were exposed
to bright star light, or there might have been problems with the high voltage supply. If
the high voltage turns out to be unstable across a run, with a deviation of > 10V, the
pixel is flagged as unusable. The same holds for pixels with very low rates of signals
exceeding > 30 p.e. [139], which also indicates hardware problems.
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Figure 3.3: ADC count distribution for a single pixel recorded during a SinglePhotoElec-
tron run [139]. See main text for details.

The remaining pixels then have to be calibrated further in order to derive the correct
number of photoelectrons corresponding to the measured and digitised PMT signals
stored as Analogue to Digital Converter (ADC) counts. Two data acquisition channels
are used per pixel differing in their gains, providing a high dynamical range from very
low up to very high intensities. The so-called high-gain (HG) channel can be used up to
ADC count values corresponding to 200 p.e. for the H.E.S.S. Phase I cameras (400 p.e.
for CT5), the so-called low-gain (LG) channel can be used for signals between 15 and
1600 p.e. (5000 p.e. for CT 5). Outside of these bounds the PMT response does not scale
linearly with the amount of incident light anymore.

From the pixel amplitude measured in ADC counts a conversion to the more physically
motivated unit of photoelectrons is needed for later use in analyses. This conversion can
be derived from distributions similar to the one shown in Fig. 3.3. There the distribution
of ADC counts in the HG channel for one pixel recorded during a so-called SinglePho-
toElectron run is displayed including a fit using the PMT response function which will
not be explained here. For further information about this function the reader is referred
to Aharonian et al. 2004 [139]. In SinglePhotoElectron runs, which are performed every
few days, the camera is illuminated uniformly by LED pulsers located several meters in
front of the cameras in each of the camera shelters. On average, each pixel is illumi-
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nated by light with a wavelength of 340 nm [128] with an intensity on the order of 1 p.e.
[139]. Two peaks can be seen in Fig. 3.3. The one on the left is the so-called pedestal
peak caused by electronic noise in the absence of any light. The position and width of
this peak can also be determined from other run types like observation runs where it is
determined roughly every minute for both the HG and the LG channels. The second
peak is caused by the illumination of the PMT with one photon, causing the emission
of one photoelectron. The difference of the positions of this peak and the pedestal peak
defines the conversion factor from ADC counts to photoelectrons called gain.
The pixel amplitudes in photoelectrons can be derived from the ADC counts as

ADCHG _ pHG
HG _
A = S ADC x FF (3.1)
ADCY6 — P& H@
LG _
A = S ADC X T % FF. (3.2)

Here PYG/HG ig the pedestal position in the respective channel, VAPC is the gain of

the HG channel in ADC counts per p.e., HG/LG is the amplification ratio between
the HG and the LG channels and F'F' is the so-called flat-field coefficient which will be
explained below [139]. The determination of P and the gain WfD C has been discussed
above. The HG/LG ratio is derived during observation runs from the overlap region of
the two channels. The region between 30 and 150 p.e. is used for this purpose.

Depending on the amount of incident light hitting the pixel, one or two channels
provide estimates of the light intensity. The HG channel is used exclusively up to ADC
values corresponding to ARG = 130p.e., from Arl;l(i;n = 180 p.e. onwards the LG channel
is used solely. In the overlap region where both the HG and LG channels are usable
the overall pixel amplitude A in p.e. is calculated for all telescopes as a weighted mean
according to

A = (1—¢)-AMC 4. ALC with (3.3)
AHG . AHG

P max (34)
A;?n - Aglgrx

AHG and AG are the reconstructed PMT amplitudes in p.e. in the respective HG and
LG channels [139]. The amplification factors with which the nominal PMT gain value
of 2 x 10° is multiplied are 10.1 and 16 for the HG channel and 4 and 0.4 for the LG
channel for CT 1-4 and CT 5, respectively [139; 128].

The flat-field coefficient is a quantity assigned to each pixel that is used to describe
the deviation of the Winston cone collection efficiencies and photocathode efficiencies of
individual pixels from the mean of the camera [139]. Dedicated runs are performed every
few days to measure these coefficients. In the corresponding runs, LED flashers for CT 1—
4 and a pulsed laser for CT' 5 illuminate the cameras uniformly with a high intensity of
O(200p.e.) per pixel [128]. The illumination devices are located in the centres of the
telescope dishes. The wavelength of the emitted light is between 390 and 420 nm for the
smaller telescopes and at 532 nm for CT 5.
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After calibrating the pixels of the cameras also the degradation of the optical efficiency
of the Winston cones, PMT windows and especially the mirrors can be corrected for. For
this purpose the ring-like images produced by muons passing very close to the telescope
are used. As these muons travel through the atmosphere at nearly constant speed the
angle at which Cherenkov light is emitted stays almost constant. Given the imaging
properties of the telescope mirrors, photons arriving from the same direction are imaged
to the same pixel, thus the Cherenkov photons emitted by muons form ring- or arc-like
images in the cameras, depending on the impact parameter of the muon with respect to
the telescope position. As the emission of Cherenkov photons by muons is understood
very well and as all necessary muon properties can be derived from the shape of the
images, the intensity of the image can be calculated and compared to the measured
intensity [129]. The ratio of these values gives the efficiency coefficient with which all
measured shower images have to be scaled. With such an approach the amount of light
lost due to degradation can be corrected for in case of air showers which triggered the
cameras, but obviously some events will not trigger the cameras anymore if too little
light reaches the PMTs. Thus the event statistics will suffer from degradation of the
equipment.
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The new, large telescope that has been added to the H.E.S.S. telescope array requires
new analysis techniques to be developed, because its much larger reflector area leads
to a significantly lower energy threshold compared to the smaller telescopes. Currently,
three approaches to data analysis utilising the new telescope exist. In the so-called
hybrid mode, previously existing H.E.S.S. I analysis chains are adapted to be able to
work on data from CT 5. Data analysed in this mode needs to be taken with at least two
telescopes, as stereoscopy is demanded by the analyses. A different analysis approach is
taken in the mono mode. In this case data from CT 5 alone is analysed, regardless of
the availability of data from CT 1-4. It is obvious that this analysis mode is the only
option for lowest-energy gamma-ray air showers which produce so little Cherenkov light
that only CT5 can detect them. Such air showers make up a fraction of more than 60 %
of all events accepted by the central trigger. Furthermore, the H.E.S.S. DAQ allows for
split observations in several SubArrays as explained in Sec. 3.4, with, for example, CT 5
observing a different source than the other telescopes. This is a reasonable strategy if
two astrophysical objects have favourable observation conditions at the same time, and
in particular if the low- and high-energy ends of the spectra are of interest, respectively.
An example of such a situation would be the contemporaneous observation of a pulsar
and a potential PeVatron, the latter being an object capable of accelerating particles
up to PeV energies. Another use case for a mono analysis is the analysis of data taken
after a GRB alert triggered observations of a specific region in the sky. Due to the
significantly faster reaction time and, additionally, the lower energy threshold of CT5
compared to the smaller telescopes, GRB observations start as soon as the big telescope
has reached the observation position, as explained in Sec. 3.4. Such data can be analysed
by a monoscopic reconstruction only. The third analysis mode is the so-called combined
mode, which makes use of both hybrid and mono analyses. In this mode, the availability
of data from each telescope is checked on an event-by-event basis, and depending on
a certain criterion either a monoscopic or a stereoscopic recontruction is performed.
While the latter analysis type is the desired one, the analysis software infrastructure is
not ready yet, so that such an analysis cannot be performed at the time of writing.

In this chapter, a monoscopic reconstruction algorithm called MonoReco is presented.
Historically, this algorithm evolved from the analysis technique presented in Murach
[140], but it has been developed further such that none of the reconstruction approaches
remained unchanged. It has already been presented at an international conference [141].

The three key properties any shower reconstruction algorithm has to reconstruct are
the direction, the energy and the type of the primary particle which initiated observed
air showers. In the analysis presented here the multivariate analysis toolkit TMVA [142]
implemented within the ROOT [143] software framework is made use of to reconstruct
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all these basic properties. Simulated gamma rays are used to train the neural networks
provided by the TMVA toolkit, such that in a later data analysis measurable quantities
can be used as input for the trained neural networks which then calculate parameters
needed for the reconstruction of the mentioned properties. For the discrimination of
gamma rays and hadrons two sets of input data are used. For the gamma-ray part,
Monte Carlo simulations are used to provide input distributions, while data from regions
in the sky without known gamma-ray sources are used to provide parameter distributions
for the measurements’ background.

In all separate parts of the reconstruction, the calculation of the desired gamma-ray
properties and the input parameters of the neural networks are based on the moments of
the intensity distribution recorded by the camera of CT 5. Information from individual
pixels is not used directly, since this would require more complex reconstruction concepts
in order to not be affected by shower fluctuations or by variations of the images with
respect to the location of the image in the camera plane. More sophisticated reconstruc-
tion techniques like the InPACT reconstruction algorithm [144; 145] or the Model4+
analysis [146] exist which are based on the analysis of the intensity information stored
for each pixel. Working with intensity distribution moments and artificial neural net-
works only makes the reconstruction algorithm presented here very fast compared to
those more advanced techniques. While the InPACT algorithm takes roughly 20s to
analyse 5000 events, the MonoReco algorithm needs only 1.5s, thus the execution speed
is lower by a factor of more than ten. This is the reason why the latter algorithm is used
for on-site analyses providing real-time physics results to the shift personnel and to all
members of the H.E.S.S. collaboration. Based on such results, decisions can be made
whether a target of observations should be continued to be monitored.

In contrast to the cameras of CT 1-4, the CT 5 camera stores information about the
temporal aspects of the recorded image in its output data. For each pixel, the time at
which the maximum of the recorded signal was reached within the 16 ns readout window
introduced in Sec. 3.2 and the time the signal exceeded the threshold value is stored.
None of the reconstruction techniques currently in use for analyses of data recorded with
the H.E.S.S. telescopes make use of these data.

In the following sections, the simulation of gamma-ray air showers and of the detector
response is explained. Then, in Sec. 4.2, the concept of the neural networks used within
the algorithm presented here are discussed. In the subsequent sections, the applica-
tion of neural networks in the context of direction and energy reconstruction tasks is
described, followed by a description of the particle discrimination process. Afterwards,
the optimisation of cut values is discussed. In Sec. 4.7, an interpolation procedure used
when applying the algorithm presented here to real data is described.

4.1 Monte Carlo Simulations of Gamma-Ray Air Showers
Monte Carlo simulations of EASs and the corresponding detector responses are of great

importance in TACT experiments like H.E.S.S. Due to the lack of a direct calibration,
which in principle could be provided by means of an artificially created VHE gamma-ray
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Parameter ‘ Value

0/ 1°] 0 10 20 30 35 40 45 50 55 60 63 65 67 69
v/ 1°] 0 180

o/ [°] 0.0 05 1.0 15 2.0 25

MuonPhase 199 200 201 202

Table 4.1: Angles specifying the directions of the simulated gamma rays used in the
presented reconstruction algorithm. @ is the zenith angle, ¢ is the azimuth
angle and o is the offset angle. Also the MuonPhases are listed. See the
main text for a definition of these quantities. Simulations for all possible
combinations of these values are used in this work.

beam currently not producible, the detector response and fundamental detector prop-
erties like the energy-dependent effective area can only be studied through simulations.
Furthermore, all shower reconstruction techniques used within the H.E.S.S. experiment
are based on simulation results.

The simulation of the detection process is generally separated into two independent
parts. First an air shower is simulated, afterwards the detector response to this shower
is calculated [147].

At the beginning of the first step, a gamma ray with an energy chosen from a power
law-shaped random distribution with an index of 2.0 is simulated. Simulations are
grouped with respect to the directions of the gamma rays to be able to understand
the impact of the effects of the geomagnetic field and the changing atmospheric depth
encountered by the showers at different observation positions. The magnetic field leads to
deflections of electrons and positrons in the extended air showers in opposite directions,
which alters the photon density in the light pool on the ground. Compared to a shower
development without any geomagnetic field, the width of the light pool is increased
by up to 20 % [148]. Hence also the images recorded by TACTs get broader and less
dense, which holds in particular for low-energy events. Images from hadron-induced air
showers are less affected since they are, in general, broader than images from gamma ray-
initiated air showers anyway. Both the zenith angle, measured from the vertical direction
at the position of the observer, and the azimuth angle, measured clockwise from north,
influence the orientation of the magnetic field and the atmospheric depth encountered
by showers within the field of view of the telescopes. The zenith and azimuth angles for
which gamma rays have been simulated are given in Tab. 4.1. Due to the approximated
1/sin(90° — #)-dependence of the atmospheric depth the zenith angle spacing decreases
with increasing 6.

The simulations of gamma rays and of the development of air showers are performed by
the CORSIKA [149] software package. All relevant physical processes are taken into ac-
count, most importantly the propagation of particles, the deflection of charged particles
in the geomagnetic field, interactions with other particles and scattering processes, par-
ticle decays, the energy loss due to ionisation and the emission of Cherenkov light [147].
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The calculations are sufficiently accurate so that the systematic uncertainty contributed
by them are much smaller than the uncertainties introduced by the assumptions about
atmospheric conditions. Most of the involved processes listed above are intrinsically of
stochastic nature. Thus it is not sufficient to simulate only one air shower per gamma ray
energy and arrival direction, but many air showers need to be simulated to understand
the level of fluctuation that has to be expected when observing showers from otherwise
identical gamma rays. Within the H.E.S.S. experiment, Monte Carlo simulations are
used to accomplish that goal. Such simulations make use of the well-known physical for-
mulae and probability density functions describing the stochastic processes mentioned
above to calculate the outcome of the individual interactions within the air shower. As
an example, based on the decay law of unstable particles created inside the showers the
decay or non-decay of a particle within a certain time span is calculated. Therefore the
shower development differs from one gamma ray to the next. Usually O(10°) gamma
rays including the respective air showers are simulated per incident direction.

In the interactions listed above, atmospheric conditions play an important role, as the
atmosphere provides scattering targets and as it influences the absorption and scattering
of light by large amounts, as stated in Sec. 2.9. Within the simulations used in this work
a tropical atmosphere with absorption characteristics caused by aerosol particles similar
to a typical desert environment has been assumed. Seasonal variations are not taken into
account. The wind speed, which also influences the visibility, is assumed to be 0ms™1,
and the atmospheric temperature profile is set to the average night time temperature
profile in Windhoek, which is located approximately 120 km from the H.E.S.S. site. The
refractive index of the atmosphere is assumed to be constant in the wavelength range
between 300 and 600nm. Also its dependence on the pressure, temperature and water
vapour content is neglected, only the dependence on the density is taken into account
[114].

In the second step of the simulation chain the detector response to a gamma ray
air shower is calculated. Here the trajectories of the Cherenkov photons reaching the
telescopes are traced until they get absorbed either at any interaction with the telescope
structures or in the air. At each step the reflectivities and transmissivities of the involved
components like mirrors or Winston cones are taken into account. As the mirrors degrade
in time the simulations have been repeated several times with different assumptions
concerning the reflectivity to compensate for this effect. Tab. 4.1 lists the experimental
phases for which simulations are used in this work. These phases are referenced by the
so-called MuonPhase, a name indicating the fact that the mirror reflectivities can be
measured by comparing images produced by muons passing close to the telescope with
images derived from analytic calculations as explained in Sec. 3.5. MuonPhase 200 is
the first phase in which CT 5 was part of regular observations starting at June 1, 2013
[150]. Simulations from within MuonPhase 199 are applicable for observations taken
during the commissioning phase of CT 5 starting at January 1, 2013. MuonPhase 201
corresponds to a readjustment of the gains of the CT5 camera on May 22, 2014 and
the remaining phase 202 started after a cleaning of the Winston cones on November 11,
2014.

Apart from the optical properties of the involved components also mechanical effects
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like the bending of the telescope structures depending on the observation position are
taken into account [147]. The bending model is supported by real measurements per-
formed in advance. Also the variable camera position can be specified in the simulations.
Here a value corresponding to a focus at 15 km has been assumed as this is the current,
fixed focus position.

The detection of the photons by the PMTs is simulated according to the specifications
of the PMTs. If a photon has invoked a PMT output signal, the electronics analysing
that signal are simulated consecutively. This includes the voltage levels at the involved
comparators and discriminators, the response times of all components, the output voltage
levels, the time over certain thresholds needed for a signal to pass the respective elec-
tronic component, signal digitisation and electric pulse shapes. In summary, all involved
electronics in the cameras and the different triggers are simulated to best knowledge
[147; 151]. Also pixel shut-down caused by the exposure to bright light from stars is
simulated.

The simulation of the detector response is performed in the adaption of sim_telarray
[152] called sim_hessarray, which is a generalised implementation of the sim_telarray
programme originally written for the HEGRA experiment [147]. As the calculation of the
detector response is significantly faster than the simulation of the air shower development
it is computationally beneficial not to simulate gamma rays with fixed directions at
different points of entry into the atmosphere but to simulate only one gamma ray and the
corresponding air shower and to then displace the simulated experiment within a circular
area with a radius 74, around the shower axis. This radius depends on the observation
direction, in particular on the zenith angle 6, as shown in Fig. 4.1. Furthermore, different
pointing positions of the telescopes for a fixed gamma-ray air shower direction can be
simulated, so that the location of the gamma-ray source varies in the cameras. The
angular distance of the source position from the camera centre is called offset 0. The
values used in this work are listed in Tab. 4.1.

In addition to the simulation of the air shower development and the simulation of the
detector response the effect of the night sky background, introduced in Sec. 3.2, on the
detector is taken into account. In the simulations used in this work an NSB rate of
approximately 8.8 x 107 p.e.s™! per pixel of the CT 5 camera was assumed. In case of
CT 1-4 the rate is approximately 6 x 107 p.e.s~! per pixel. The effect of the NSB photons
on the data is significant, increasing the width of the pedestal distribution depending
on the strength of the NSB signal and contributing approximately 1 p.e. per pixel per
readout window of 16 ns [139]. Pixels directly illuminated by stars are affected even more.
For example, a star of magnitude 4 induces NSB levels of roughly 2.5 x 108 p.e.s~! in
the H.E.S.S.-I cameras. In principle simulations can account for different NSB levels
found in different regions in the sky, but at the time of this writing, no such simulations
were available. Extending the configurations indicated in Tab. 4.1 by another dimension
would be very simple.

An important simulation result is the detected gamma-ray spectrum at the central
trigger level. While the input distribution follows a pure power law with a spectral
index of 2.0, the spectrum of events which have triggered the cameras such that the
central trigger accepts the events shows the intrinsic acceptance of the experiment before
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Figure 4.1: Simulated radius around the shower axis within which the simulated tele-
scope array was placed as a function of the zenith angle at which the gamma
rays were simulated. The points are connected for better visibility.

applying any selection cuts or reconstruction techniques. A plot comparing the two
distributions is shown in Fig. 4.2. It can be seen that the majority of all events does
not lead to positive decisions of the involved triggers, especially at low energies, but also
at medium and high energies. At the lowest energies, the efficiency is on the order of
4 x 1073 %, at 40 GeV it is roughly 3 % and even at the highest energies it is only 12 %.
In total the efficiency is 0.9%. At low energies the small efficiency is caused by low
Cherenkov light intensities. Towards higher energies the intensities the light intensities
increase such that they are always sufficient to trigger the cameras in case they light hits
the telescope reflector. Since the showers were simulated with fixed incoming directions
but varying positions with respect to the location of the telescope array as discussed
above, a majority of all simulated showers is too far away from the telescopes to be
detectable.

4.2 Artificial Neural Networks

All of the reconstruction concepts introduced in the next sections are based on the usage
of artificial neural networks implemented within the TMVA framework. Depending on
the use case, two fundamentally different tasks can be accomplished with neural net-
works. In the first case a real number can be reconstructed, whereas in the second case
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Figure 4.2: Energy distributions at the stage of simulating gamma rays (black) and after
passing trigger criteria (blue). These distributions follow from simulated
observations at 20° zenith, 0° azimuth and a source offset of 0.5° during
MuonPhase 200.

a binary decision can be made. The first case is the method of choice when reconstruct-
ing gamma-ray properties like the energy. This mode is called regression mode. The
second case can be used, for example, to discriminate gamma rays from the dominant
background consisting of charged cosmic rays. Hence this mode is called classification
mode.

In both operating modes there are two distinct phases when working with neural
networks. The first phase is called training phase. During this phase the neural network
is taught event properties, consisting of both the future input parameters p' = p1,...,pn
and the future output parameters 0= O1,...,0y, which later need to be reconstructed
with the help of the neural network. Thus all these parameters must be known during
the training stage. In this work m = 1 and O = O in all cases. Usually the input events
to the training process come from simulations similar to those described in the previous
section, as in case of simulated events all event properties are known. Depending on the
type of measurement that has to be performed also real, measured data can be used as
input if the data source can be controlled, such that, for example, the direction or the
type of particle are known. Internally the neural network then tries to find correlations
between the input parameters and the target parameter that it later has to reconstruct
based on the input parameters. After the training stage the neural network is ready
to be used also with real data. In order to retrieve the output value O, the set of
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measured parameters or parameters directly derived from measurements p is used as
input to the neural network, which then reconstructs the desired value based on the
network configuration determined during the training phase.

Before discussing the training phase in more detail, the general layout of a neural
network needs to be introduced. Such networks consist of simulated neurons often called
nodes that are connected to each other. For simplicity’s sake only the layout of a
multilayer perceptron (MLP), the type of neural networks used in this work, will be
discussed, although very different network layouts exist as well. In case of MLPs the
neurons are arranged in layers, where each neuron is connected by synapses to every
neuron in neighbouring layers but not to neurons in other layers, including the layer
the neuron itself is part of. An example of such a layout is shown in Fig. 4.3, where
the network used to reconstruct gamma-ray energies is depicted. This network was
configured to consist of four layers in total. The first layer is called input layer, the last
layer is the output layer and the remaining layers are called hidden layers. Each layer
comprises a certain number of neurons, which calculate an output value from a number
of input parameters. In case of the neurons in the input layer, the input parameter is
one of the input parameters p. Thus the input layer consists of N neurons; one extra
neuron called bias node that is part of all but the last layers will be discussed later.

In principle the number of nodes in the two hidden layers can be defined freely, but
in general it is advisable to use a number greater than the number of input parameters
N as this simplifies the detection of hidden correlations between the input parameters,
provided that the number of simulated events usable during the training process is large
enough. In this work the number of neurons was set to Ny = N +5 and No = N + 4
for the first and second hidden layer, respectively. The number of hidden layers can
be chosen freely. According to the Weierstrass approximation theorem one layer with a
sufficiently large number of nodes suffices, but in practice two layers with less neurons
in total yield the same performance at faster training speeds [153]. The output layer
comprises only one neuron, whose output defines the network’s response to the set of
input parameters p. For neurons part of hidden layers or the output layer the input is
calculated from the output values of all neurons in the previous layer.

Each neuron is defined by a so-called activation function A(z), z € R, which defines
how the neuron’s output is calculated based on the input parameters. The activation
function Ay (x) of the neurons in the input and the output layers are fixed within TMVA
to be linear functions. The corresponding functions of neurons in the hidden layers can
be selected from a set of options. In this work, these activation functions were chosen
to be of a hyperbolic tangent form

e2r — 1

An) =T

(4.1)

While the actual choice of the activation function has limited influence on the perfor-
mance of the neural network based reconstruction algorithm it is advisable to choose a
sigmoidal function in order to gain stability of the network with respect to large fluctu-
ations of the input parameters.
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Figure 4.3: Sketch of a neural network as used in this work. The displayed network is
used for reconstructing the energies of gamma rays. Input parameters are fed
into the input layer on the left, the network’s output can be retrieved from the
neuron in the output layer on the right. The names of the input parameters
are listed on the left. The neurons’ activation functions are sketched in the
centres of the nodes. The colours of the node connections represent the
synapse weight values according to the colour scale shown in the top right
corner.

As indicated earlier, the calculation of the neuron’s response based on its input pa-
rameters depends on the layer it is located in. In the input layer, each neuron uses one
of the values p as input parameter. The input mf to node ¢ in layer I being one of the
hidden layers or the output layer is the weighted sum of outputs of the nodes in the
previous layer according to the equation

Ny

Z wl Ay 1( 1—1), (4.2)

59



4 Monoscopic Reconstruction

1

1 . . . . .. .
where wy;~ is the weight with which the output of node j in the previous layer I — 1

is weighted when used as input to neuron ¢ in the current layer. A;;_; (le-_l) is the

output of node j in layer I — 1, calculated using the corresponding activation function.
The weights are determined during the training phase such that the network’s output
value O matches the desired value for all given sets of input parameters p’ and known
output values O. Details of the training procedure will be described later.

In addition to the neurons discussed so far, the last neuron in all layers except for the
output layer is the so-called bias node. As the output of these neurons does not depend
on any input their activation functions provide a constant value as input to neurons
in the next layer. While the usage of bias nodes is not strictly necessary it simplifies
the training procedure since only one more weight needs to be adjusted instead of re-
evaluating the weights of all connections reaching the neuron if a general shift of the
input level of one node is needed during the training procedure.

As mentioned earlier, a fundamental part of the training procedure is the determina-
tion of the synapse weights. In this work the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
method [154; 155; 156; 157] is used for this purpose. This method belongs to the class
of supervised learning methods, which makes use of the fact that the target value O; is
known for each set of input parameters p; in both the regression and the classification
mode. Based on this knowledge, the weights can be adapted such that they minimise
the error function

(0i = Oy (i | ). (4.3)

N

E(ﬁh?ﬁ]\/‘w) :Z

i=1

Here N is the number of training events,  is the vector of all synapse weights in
the network, O; is the known output value which the network should reconstruct to
satisfactory precision and O; (pi|w) is the network’s output for the set of input parameters
Pi given the current set of weights w [153]. Several numerical approaches exist for the
determination of the synapse weight values which minimise the error function. The
BFGS method makes use of the Hessian matrix H of second derivatives of this function
in an iterative process to achieve this goal. In the first step of each iteration the vector
of weight changes D between iterations k — 1 and k is calculated as D = w®) — k=1,
D contains one element for each synapse in the network. Then the vector containing the
gradient errors Y is calculated as ¥ = §®) — G =1, where gV = —VE(p, ..., pn|d®)
is the gradient describing the direction in the weight space along which the minimum
of the error function can be found starting from the point @(®). For the first iteration
of the algorithm the vectors @ and ¢ need to be guessed. Within the BFGS method all
their elements are set to zero.
Then the inverse Hessian matrix H %) in iteration k can be approximated as

Wy D BT (14 YO gD )

H- S
YO . D) (4.4)

—

BW . F®T =1 | k=) pE) . FET -1k
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where the superscript 7' denotes a transposed vector [153]. The matrix H describes the
second derivative of the error function with respect to its parameters p;. The derivation
of an exact Hessian matrix is computationally expensive and also only possible if the
error function is differentiable at least twice. Thus, in this approach, the Hessian matrix
is never calculated directly but approximated as shown in Eq. (4.4). There the matrix
is modified by adding correction terms to it in each iteration, which is very fast. Initial
values for H and for & can be guessed. Often they are chosen to be the identity matrix
and a vector containing zeroes, respectively.
Using H~! a new estimate of D®) can be calculated according to the formula

D) — _g-1ky k), (4.5)

Afterwards a line search algorithm is applied to find the next estimate of the minimum
of the error function. In this iteration step the error function is locally approximated
by a parabolic function. By calculating the first and second derivatives the minimum
of this parabolic function can be found. This minimum is not necessarily identical with
the minimum of the original error function. An estimate of the true minimum can now
be derived by evaluating points along a line constructed from the gradient of the error
function in the weights space. In the next iteration the newly found point @W®*) can be
used. At this stage the iteration is complete and can be repeated if the improvement of
the error function value is large enough to justify another iteration.

The algorithm presented above can be applied at two stages during the training phase.
In the bulk learning mode, the algorithm is applied after all training events have been
processed, whereas in the online learning mode the algorithm is executed each time a
new training event has been processed. With the latter choice the training procedure
is slower, but it is also more accurate. Therefore the latter mode is used in the TMVA
implementation.

Several other parameters can be specified to adapt the training procedure to the
specific use case. First it is specified that each of the input parameters and, in case of the
regression tasks performed within MonoReco, also the output parameter are normalised
to an interval [—1;1]. This is of little importance for the resulting performance, but this
way the weights are easier to compare to each other. Another set of options specifies the
treatment of the input data. In order to obtain performance estimates from a statistically
independent data set the available data is separated into a training set and a testing set.
In this work a fraction of 30 % of all available events is randomly chosen for the actual
training, while the remaining data is used for the determination of the performance of
the MLP network. The performance and especially the convergence is tested after every
sixth iteration of the BFGS learning algorithm, which is a good compromise between
the time needed for the training and the resulting performance. The overall number
of iterations of the BFGS algorithm is limited to 2000. Finally the evaluation of the
convergence of the BFGS algorithm can be influenced by parameters. In this work the
training is defined to have converged when fifteen iterations in a row have failed to
improve the found minimum of the error function by at least 107°.

After the training phase has completed the neural network is ready to use. It should
be noted that also combinations of input parameter values which did not occur during
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Figure 4.4: Sketch of an elliptical shower image in the camera plane. Brighter colours
represent higher intensities measured by individual pixels. The centre of
gravity (COG) of the intensity distribution as defined in the main text and
the direction of the initial gamma ray are both shown as points along the
major axis of the ellipse. Their angular distance is called 9.

the training phase will produce a reasonable network output value because of the shape
of the activation functions of the neurons and the linear dependence of the input value
x of an activation function on the output values of the nodes in the previous layer. This
robustness is important because in the application of MLP networks in the context of
air shower reconstruction the parameter phase space can only be covered sparsely during
the Monte Carlo simulation phase due to limited computation power.

4.3 Direction Reconstruction

Several properties of the particles initiating air showers need to be reconstructed to
enable later high-level analyses. In the reconstruction algorithm presented in this work,
the property that is reconstructed first is the direction of the incident particle under
the assumption that it was a gamma ray that led to the formation of the observed air
shower. The direction reconstruction as well as all other reconstruction parts developed
in the context of this work are based on the so-called Hillas parameters, which comprise
the moments of the intensity distribution in the camera. Since the image of a gamma
ray-initiated air shower is expected to be of a regular, elliptical shape, a Hillas ellipse
can be defined by the determination of the centre of gravity (COG) and the lengths of
the semi-major and semi-minor axes of the ellipse. The latter two properties are from
now on called length L and width W, respectively. An example of such an ellipse is
shown in Fig. 4.4. From the intensity distribution, the coordinate corresponding to the
centre of gravity can be calculated by determining the intensity-weighted average of the
pixel coordinates. In order to calculate the width and the length of the shower image,
first the orientation of the major axis of the ellipse, expressed in terms of the angle ¢, is
determined. Then all higher moments of the intensity distribution are calculated with
respect to this major axis. In this frame, the length and the width can be calculated as
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the second order moments of the intensity distribution. The third-order and fourth-order
moments are the skewness and the kurtosis, respectively.

During the calculation of the Hillas parameters, not all pixel amplitudes are taken
into account. Prior to the Hillas parameter determination, an image cleaning procedure
is applied. Only pixels with an intensity of at least 5p.e. which have at least one
neighbouring pixel with an intensity of 10 p.e. or vice versa are kept for later analyses.
Itensities of pixels failing this image cleaning criterion are set to zero. The main purpose
of this procedure is the removal of fluctuations caused by NSB photons. As mentioned
in Sec. 4.1 a measured intensity of approximately 1p.e. per pixel per readout window
of 16 ns is expected, thus this noise needs to be removed. The actual signal strength
measured in pixels passing the image cleaning criterion is influenced by NSB as well,
which is taken into account by Monte Carlo simulations.

After cleaning the image, several other requirements need to be fulfilled for an event
to either be used in the training phase or to be analysed further when working with
measured data. First it is ensured that parameters like the width or the location of the
COG have been assigned non-zero values, which is a technical requirement implemented
to avoid working with events that have not been processed correctly. Then two physically
motivated requirements need to be fulfilled. The integrated intensity recorded by the
camera, called amplitude A from now on, needs to be greater than 60 p.e. after the image
cleaning procedure has been applied to guarantee a minimum of information which can
be analysed. A second cut requiring a minimum of four pixels contained in the image
after the image cleaning is applied with the same intention. Lastly, the angular distance
of the position of the COG from the centre of the camera, called nominal distance, needs
to be smaller than 1.15°. This requirement is a trade-off, since as few events as possible
should be rejected by such cuts and at the same time showers whose images have been
cropped significantly by the edges of the camera should be rejected. Given a FoV of the
CT5 camera of roughly 3.2° and an average shower size of 2 - L = 0.4° the given cut
value is considered appropriate.

From the Hillas parameters derived from the cleaned images the direction can be
reconstructed by following geometrical considerations. Conceptionally, the direction
reconstruction is based on the fact that the shower direction is a point that can be
expected to be located along the major axis of the elliptical image. This assumption is
based on the expected lateral symmetry of the air shower. Thus it is possible to derive
the direction from the location of the COG and the orientation of the major axis of the
Hillas ellipse, which are measurable quantities, and a displacement value §, which cannot
be measured directly. The latter value can be retrieved from an artificial neural network
working in regression mode which has an identical layout as the network shown in Fig. 4.3
apart from the weight values. This network is provided with six input parameters which
are correlated with the output parameter. The correlation of the input parameters p’
and the target O can be quantified by the correlation coefficient p, which is defined as

cov(p;, O)

p(pi, O) = (4.6)

Op; 00

In this equation, o, and oo are the standard deviations of the distributions of the
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Rank Variable Corr. coeff. p

1 Length 0.57
2 log(A) 0.26
3 Width 0.09
4 Kurtosis 0.07
5 Skewness 0.07
6 Density 0.03

Table 4.2: List of input parameters to the MLP network used for the reconstruction
of the direction of gamma rays together with the correlation coefficients p
introduced in Eq. (4.6). The listed variables are introduced in the main text.
The correlation coefficients describe the correlation of the input parameters
with the output parameter §. The given variable ranking and the correlation
coefficients in particular are valid for a training configuration corresponding
to a zenith angle of 20°, an azimuth angle of 0°, an offset angle of 0.5° and a
MuonPhase of 200.

respective input parameters p; and the output parameter O [153]. Ordered by decreasing
correlation coefficients, the input parameters used to determine the displacement value
0 are listed in Tab. 4.2. All variables in this table have been introduced already except
for the density D, which is calculated as

D =log (LAW> . (4.7)

As already mentioned in Sec. 4.1, differences in the recorded images introduced by vary-
ing directions of observation or ageing of the instrument for otherwise identical gamma
ray air showers are dealt with by using several sets of Monte Carlo simulations. Conse-
quently, one neural network used to reconstruct § was trained for each combination of
zenith, azimuth and offset angles and MuonPhases listed in Tab. 4.1. In principle the
correlation coefficients and thus also the ranking of variables can differ from one set of
observational parameters to another. The ranking presented in the table results from
a training procedure for a zenith angle of 20°, an azimuth angle of 0°, an offset angle
of 0.5° and a MuonPhase of 200, from now on called standard configuration. For dif-
ferent observation configurations the ranking does indeed change, but overall trends are
not affected, so that more important variables are correlated strongly with the output
parameter § for other configurations as well.

The input parameters themselves can be correlated with each other as well. In general,
multivariate analysis techniques may yield wrong results if the input parameters are
correlated strongly. Despite the fact that MLP networks are not affected strongly by
input parameter correlations [153] it is advisable to check for correlations between these
variables. The correlation coefficients, given in percent, calculated for each pair of input
parameters is shown in Fig. 4.5. Most variables are only mildly correlated with other
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Figure 4.5: Correlations between the input parameters to the MLP networks used to
reconstruct the direction and the energy of primary gamma rays given in
percent. The logarithm of the amplitude is abbreviated as lgAmp in this
plot. This histogram results from a training process corresponding to a
zenith angle of 20°, an azimuth angle of 0°, an offset angle of 0.5° and a
MuonPhase of 200.

variables. Only the logarithm of the image amplitude is correlated with several other
variables at levels of = 60 %. These variables are the density, the length and the width
of the Hillas ellipse. The correlations are expected, since the amplitude is used to
calculate the density according to Eq. (4.7), and longer and broader shower images tend
to contain higher measured intensities. Nevertheless the image amplitude is an important
parameter for the artificial neural networks used to determine § or the energy of the initial
gamma ray as shown in Tab. 4.2 and in Tab. 4.3, therefore the parameter is not removed
from the set of input parameters to the neural networks. The correlation measures of
the image amplitude with the kurtosis or of the width with the length and the density
are on the order of 40-50%. Larger kurtosis values indicate more peaked intensity
distributions, which are found in images with larger amplitudes. This hints towards the
fact that the intensity maximum, which in turn corresponds to the height at which the
air shower had its maximum number of particles, is more pronounced in brighter images.
The correlation of the length and the width can be explained by a reasoning similar to
the above argument given in the context of the discussion concerning the correlation
of the image amplitude with various other parameters. Lastly, the positive correlation
of the density and the width needs to be discussed. According to Eq. (4.7) the width
appears in the denominator of the density calculation, leading to an anti-correlation.
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But with increasing width values the amplitude increases more than linearly, hence the
overall correlation is positive. All other correlation measures are comparatively small
and will thus not be discussed here.

After providing this set of input parameters p to the trained neural network and
retrieving the displacement value d, which is a positive number, from its output, an
ambiguity needs to be resolved. There are two possible directions along the major axis in
which the value § can be added to the coordinate of the COG of the intensity distribution.
Since the intensity profile is asymmetric, as indicated in Fig. 2.9, the skewness can be
used to choose the correct direction. This way the reconstructed direction d can be

calculated as
7 A s [cos(p+m-H(=S))
d=C-9 (sin(g0+7T-H(—S))> ' (48)

Here the Heaviside step function H takes as argument the skewness S multiplied by —1.
C is the coordinate representing the COG.

The direction of the initial particle can be a point located within the Hillas ellipse or
outside of it. This depends mostly on the impact parameter of the shower axis from the
telescope. If the shower axis intersects with the telescope reflector then the direction will
lie within the ellipse, otherwise it will be located outside of it. This can be explained by
the fact that the telescope mirrors focus light beams of equal direction onto one point.
Thus it is required that Cherenkov photons with directions deviating from the shower
axis in all radial directions are collected by the mirror for the gamma-ray direction to be
contained by the ellipse. This is not a strict statement, as shower fluctuations can extend
the shower image to one side, so that the direction is contained within the ellipse even
though the shower axis does not intersect the mirror. Also the scattering of Cherenkov
light can lead to the same effect.

4.4 Energy Reconstruction

A second property of the initial gamma rays that needs to be reconstructed to allow for
later high-level analyses is the energy. Instead of the energy itself the logarithm to base
ten of this quantity is chosen as target parameter for the corresponding artificial neural
network because the range of energies that need to be reconstructed covers about three
orders of magnitude. By using the logarithm of the energy as target it is technically
easier to weight the differences of shower images of gamma rays at low energies of, for
example, 50 GeV and 60 GeV the same as for energies of 5TeV and 6 TeV. Since espe-
cially monoscopic analyses should perform well at low energies the logarithmic approach
is clearly desired. In the following the logarithm of the energy is referred to as energy if
only qualitative statements are made.

The neural network used for reconstructing the energy is shown in Fig. 4.3. It should
be noted that the set of input parameters is the same as used for the reconstruction of
the direction of the primary particle. The correlations of the input parameters with the
target parameters, however, differ between the two cases. Comparing the correlation
coefficients listed in Tab. 4.3 with the values given in Tab. 4.2 it can be seen that
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Rank Variable Corr. coeff. p

1 log(A) 0.87
2 Length 0.71
3 Width 0.68
4 Density 0.60
5 Kurtosis 0.32
6 Skewness 0.13

Table 4.3: List of input parameters to the MLP network used for the reconstruction of the
energy of gamma rays together with the correlation coefficients p introduced
in Eq. (4.6). The listed variables are introduced in the main text. The given
variable ranking and the correlation coefficients in particular are valid for
a training configuration corresponding to a zenith angle of 20°, an azimuth
angle of 0°, an offset angle of 0.5° and a MuonPhase of 200.

the parameters are correlated more strongly with the energy than with the displacement
value §. Consequently the weights assigned to the input parameters of the neural network
responsible for the energy reconstruction deviate from the weights determined in the
training process of the network reconstructing 9.

4.5 Particle ldentification

A crucial and comparatively difficult task the MonoReco algorithm has to perform is
the discrimination of gamma ray-induced air showers from hadron-induced air showers.
As already mentioned in Sec. 3.2, air showers initiated by hadrons are, in general, more
irregular than gamma ray air showers. This is the case because hadrons mostly interact
strongly with the nuclei of atoms in the atmosphere. The secondary particles created
in such scattering events have masses of order 0.1-1 GeV, which are not negligible with
respect to the total transferred momentum. Hence the Lorentz boost they experience
is smaller than it would be if lighter particles like electrons were created. Consequently
the transverse momentum of the secondary particles with respect to the shower axis
is, on average, larger. This leads to a wider distribution of angles with respect to
the shower axis under which Cherenkov is emitted, yielding more extended and less
regular shower images. Thus the shape of the shower images can be used to distinguish
between gamma ray-induced air showers and hadronic air showers. Depending on the
results of the first scattering process, however, also hadrons can induce air showers
which are indistinguishable from gamma-ray air showers in case most of the energy of
the primary particle is transferred to one (or more) neutral pions. These pions decay
into two high-energy photons each in 99% of all cases, leading to the formation of
an electromagnetic air shower as it would evolve from a primary gamma ray. Also
if several sub-showers evolve from the strong, inelastic scattering processes and only
one electromagnetic sub-shower is oriented such that it is visible by the IACT (or an
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array thereof) the recorded image cannot be discriminated from a gamma-ray air shower
[18; 158]. Nevertheless most air showers initiated by hadrons deposit a significant fraction
of their energy into hadronic sub-showers, hence they can be identified and discarded
by the reconstruction algorithm. This holds especially for nuclei heavier than protons,
since the chance of depositing most of the energy of the primary particle inducing the
scattering process into one or more dominant neutral pions is on the order of 1%, and
since each nucleon scatters independently from the other nucleons, the chance of creating
only electromagnetic subshowers is on the order of 0.01"V for a nucleus consisting of N
nucleons [18].

To illustrate the importance of a powerful particle discrimination one can compare the
rates at which hadronic showers and gamma-ray showers are recorded by CT 5. Usual
trigger rates are on the order of 1kHz. This can be put into perspective by calculating
a rough estimate of the rate of gamma rays within the effective area of the experiment,
a quantity that will be introduced in more detail in Sec. 5.4. From the numbers given
in Sec. 4.1 for the average gamma-ray trigger efficiency &, of approximately 1% and for
the radius 7y, ~ 1000 m, an estimate of an energy-independent effective detection area

Aqsr can be calculated as

Aer = &y - T2, ~ 3 x 107 m?. (4.9)
Assuming an integrated photon flux from a strong gamma-ray source, in this case the
Crab Nebula, of approximately ®, = 3 x 1071%cm~2s~! above an energy of 200 GeV,
the rate of detected gamma rays R, within the effective area is

R, =&, Aoz ~ O(0.1)7/s. (4.10)

A proper calculation would involve an integration over the energy of the differential
photon flux and the effective area, but this estimate is sufficient for the purpose of
comparing orders of magnitude. Since the calculated number is much smaller than the
total trigger rate it can be deduced that most of the triggered events were initiated by
hadrons. Hence the separation needs to be as accurate as possible.

In MonoReco, this task is accomplished using an artificial neural network in classifica-
tion mode. The general network layout is similar to the network shown in Fig. 4.3, only
the input parameters differ partly. In contrast to the training procedure for regression
networks, two types of input events are used to train the classification network. Monte
Carlo simulations of gamma-ray air showers are used to provide the input parameters
for the signal type of events, whereas real, so-called OFF data are used as background
events. One part of the latter are recorded during dedicated observations of regions in
the sky without any known source of VHE gamma rays, while the other part of the
OFF data is recorded during observations of known gamma-ray sources. In order to
avoid contamination with gamma-ray air shower images, the direction of each event is
reconstructed under the assumption that it is a gamma ray, and only those images are
analysed further which have reconstructed directions outside a circular sector containing
the source of VHE gamma rays [159]. By excluding sectors from the field of view the
radial symmetry of the distribution of reconstructed directions of background events is
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Rank Variable Importance [

1 Width 235.7
2 LoS 98.8
3 Length 91.3
4 Kurtosis 42.7
5 Density 10.0
6 Skewness 0.8

Table 4.4: List of input parameters to the MLP network used for the discrimination
between gamma-ray and hadronic air showers. The listed importance I is
introduced in Eq. (4.12). The given variable ranking and the importance
values are valid for a training configuration corresponding to a zenith angle of
20°, an azimuth angle of 0°, an offset angle of 0.5° and a MuonPhase of 200.

preserved. A set of approximately 600 of such runs lasting 28 min each were used in the
training process described here. Events contained in each of these runs were arranged
such that they correspond to the observational angles listed in Tab. 4.1. For both the
zenith and the azimuth angles the events were grouped such that the angle ranges are
centred around the fixed values given in the table. As an example, events observed at
zenith angles between 15 and 25° were assigned to the 20° zenith band. Since the best-
suiting angle band can change over the course of one observation run the assignment is
performed eventwise. A MuonPhase assignment is not performed for OFF data because
the phase space set up by the parameters from Tab. 4.1 cannot be covered sufficiently by
the available data. Also an offset angle separation is not performed since the particles
of the diffuse charged cosmic rays arrive from all directions within the FoV and select-
ing only those showers with a certain reconstructed offset greatly reduces the available
statistics. At the same time the gain is limited since the reconstructed direction does not
depend strongly on the properties of the OFF events since the direction reconstruction
is performed under a gamma-ray hypothesis. Therefore it is more useful to increase the
event statistics by analysing all OFF events regardless of their reconstructed direction.

Signal and background events are parameterised using a set of variables listed in
Tab. 4.4. All variables have been introduced before apart from a variable abbreviated
as LoS, which stands for length over size. It is calculated as

L

S = og(A)’ (4.11)
The linear correlation of the input parameters listed in the table is shown in Fig. 4.6.
Most correlations have been discussed in Sec. 4.3 already. Only the variable LoS, which
is not used as input to the artificial neural networks performing regression tasks needs to
be studied. This new variable is correlated strongly with the length of the Hillas ellipse,
which is expected due to the construction the variable as shown in Eq. (4.11). It also is
mildly anticorrelated with the density. This is also expected as the density D as defined
in Eq. (4.7) increases with increasing A/L, whereas LoS decreases when A/L increases.
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Figure 4.6: Correlations between the input parameters to the MLP network used to
differentiate between gamma ray- and hadron-induced shower images given
in percent. This histogram results from a training process for a zenith angle
of 20°, an azimuth angle of 0°, an offset angle of 0.5° and a MuonPhase of
200.

Examples of the input parameter distributions for signal and background events for the
standard angle configuration are shown in Fig. 4.7. The more the signal and background
distributions differ the better the respective variable is suited as an input parameter. A
measure for the separation power is the importance I; assigned to each variable i. It is

calculated as
()2
L=2% <wij ) , (4.12)
=1

where Z; is the mean value of the distribution of the input variable i [153]. The weight
of the synapse between node ¢ in the input layer and node j in the first hidden layer is
denoted as wl(;).

From the signal and background parameters the neural network calculates an output
parameter . In the training process the weights in the network are adapted such that the
¢ distributions for signal and background events differ maximally. This is accomplished
by setting the target output value O; from Eq. (4.3) for event i to 0 for background-
type events and to 1 for signal-type events. For the standard angle configuration, the
resulting ¢ distributions are shown in Fig. 4.8. It can be seen that the distributions
belonging to either background or signal events differ significantly. Hence the parameter
¢ can be used to discriminate between these event types. The process of determining
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Figure 4.7: Input parameter distributions for the particle discrimination network. Blue
histograms represent gamma-ray air shower parameters, red histograms rep-
resent the OFF data parameters. The histograms result from a training
process corresponding to a zenith angle of 20°, an azimuth angle of 0°, an
offset angle of 0.5° and a MuonPhase of 200.

a cut value (p is explained in more detail in Sec. 4.6. Apart from the two peaks at
¢ values around 0 and 1 another, much smaller peak emerges in both distributions at
around ¢ ~ 0.5. This peak is considered an artifact of the training procedure without
any physical meaning. Studying the correlation of the input parameters with ¢ by means
of the distributions shown in Fig. 4.9 reveals that the population of events forming the
central peak consists of mostly small shower images with small values of L and W.
Interestingly also the LoS variable is, on average, small for those events, meaning that
also small shower images with relatively high intensities can contribute to the peak. Such
events are most likely showers that are bright but far away from the telescope. Since
small shower events, on average, were induced by low-energy gamma rays the above
findings translate to an energy dependence of the zeta variable as shown in Fig. 4.10.
In this figure the distribution of ¢ values per bin in logarithmic, simulated energy is
displayed. As expected, low-energy gamma-ray air showers form the central { peak.

In order to eliminate the extra peak in the ( distribution several tests have been
performed, including fine-tuning of network parameters or the addition of new variables
based on Hillas parameters. None of those tests yielded the desired result. Only the
addition of very powerful discriminant variables showed the desired effect. As an example
the impact parameter is such a variable. It is known for simulated gamma rays and can
be reconstructed using an MLP network in regression mode. The distributions of the
simulated gamma-ray impact parameter and the reconstructed hadron impact parameter
differ significantly. However, in applications to data the impact parameter needs to be
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Figure 4.8: Distributions of the discriminant variable ¢ for signal (blue) and background
(red) events. The histograms result from a training process for a zenith angle
of 20°, an azimuth angle of 0°, an offset angle of 0.5° and a MuonPhase of
200.

reconstructed also for gamma-ray showers, hence the impact parameter distribution
for such events is different from the simulated distribution and closely resembles the
background distribution. Therefore the performance expected from the usage of the
simulated distributions cannot be met in reality. If, however, variables providing a
separation power similar to the case just described are found in the future, the central
peak can be eliminated.

4.6 Cut Optimisation

In the previous section the discriminant variable ¢ was introduced. Based on this pa-
rameter a decision can be made whether an event shall be considered a gamma-ray or a
background event by comparing the calculated value with a cut value (y. In this section
the determination of an optimised cut value is described. Apart from the cut value on
the ¢ parameter the cut values Ag on the amplitude A introduced in Sec. 4.3 and on the
so-called @3 cut parameter need to be optimised. The latter parameter describes the
size of the circular region in the camera plane centred on the assumed source position
within which the reconstructed direction of an air shower needs to be located. That
region is called ON region and has a radius Oy = \/@>(2). A sketch of the camera plane
with labelled regions is shown in Fig. 4.11. It should be noted that the position of a
source moves in the camera plane due to the rotation of the sky, which is accounted
for. By construction the events with reconstructed directions inside the ON region that
have been recorded during real measurements will be both gamma-ray and background
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Figure 4.9: Two-dimensional distribution of gamma-ray air shower parameters. The ab-
scissa is the corresponding input parameter of the neural network performing
the particle separation, the ordinate is the discriminant variable . Units are
similar to those given in Fig. 4.7.

events. Since also a certain fraction of background events will pass the cut on the ¢
variable the fractions of signal-type and backround-type events are, a priori, unclear. To
get an independent estimate of the number of background events a commonly chosen
observation strategy is to conduct observations of sources with a wobble offset. In this
mode the position of a source needs to be known beforehand, which often is the case since
most objects have been detected by experiments covering different wavelength bands.
Hence a position estimate is usually available. When observing a potential gamma-ray
source with a wobble offset, the telescopes are pointed such that the source position
is displaced from the camera centre by an offset 0. The acceptance of an analysis like
MonoReco is assumed to be radially symmetric with respect to the centre of the camera
as will be discussed in Sec. 5.5. Therefore it is possible to define disjoint OFF regions
located at a similar offset o in order to estimate the number of background events in
the ON region, as indicated in Fig. 4.11. This general approach is also referred to as
reflected-background technique [160]. The number of OFF regions depends on ©3. In
total the number of events with directions located inside one of the OFF regions passing
all cuts is Nopr. Since the combined exposure of all OFF regions Forr is different from
the exposure of the ON region Eon, an exposure ratio

Eon
o= 4.13
Eorr (4.13)
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Figure 4.10: Discriminant variable ¢ as a function of the simulated energy Eryue. The
points denote the average ¢ value per bin in logarithmic energy. Vertical
error bars represent the standard deviation of the ¢ distribution around the
average value per bin in energy. Only shower images passing the basic cuts
introduced in Sec. 4.3 are considered in this plot.

is defined to compensate for that difference. With this definition the number of excess
events in the ON region € can be calculated as

€= NON — aNoFF, (4.14)

where Noy is the total number of events with reconstructed directions inside the ON
region. According to Eq. 17 of Li and Ma [161], the significance S of this excess can be
estimated as

1+« Non Norr
S=+v2-{/Nox-1 + Norp -In [(1+a)———|. (415
\/ o [ o Non+ NOFF] orr [( *) Nox + Norr (4.15)

During the cut optimisation procedure the cut parameters Ay, (o and @(2) are varied,
and for each combination of cut parameters the significance is calculated according
to Eq. (4.15). The combination of parameters that maximises the significance of the
gamma-ray excess is then used as cut parameters.

It is possible to perform this optimisation on real data, for example data from obser-
vations of the Crab Nebula. This source is a natural candidate, since it is very luminous
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ON region

OFF regions

Figure 4.11: Sketch of the camera plane with indicated ON and OFF regions. Each of
these regions is displaced from the camera centre by an offset 0. The ON
region is centred at the location of the previously known position of the
(potential) gamma-ray source. The radius of each region is called ©y. The
number of OFF regions depends on the choice of Og.

in the VHE gamma-ray wavelength band, and the index of the differential energy spec-
trum is typical for galactic sources. A disadvantage of using data from a real source
directly is the fact that there might be regions in the sky which need to be excluded
from the analysis, so that the ON and OFF regions do not intersect the excluded regions.
Regions are excluded if they host either a known gamma-ray source, which would then
artificially increase the estimated number of background events inside the ON region
and thus influence the significance estimate, or a bright star. In the latter case the NSB
level is very high in the corresponding part of the camera. This leads to the camera
triggering on NSB-only events not being images of air showers and to an increased in-
tensity of parts of air shower images coincident with the location of the bright star. By
excluding such regions of the sky from the analysis these problems are avoided, but then
the number of OFF regions is reduced, which increases a. The number and positions of
excluded regions is different for each source. In case of the Crab Nebula, two stars need
to be excluded. To be able to determine an optimal set of cut parameters independently
from the features of the area close to one source a different approach is chosen. In this
approach the signal part is taken from Monte Carlo simulations and the background
estimate is taken from OFF runs performed in different regions of the sky. Therefore
the influence of exclusion regions located in different areas of the sky is reduced, and
the freedom to optimise cuts for different spectral assumptions is preserved. The total
number of ON events then is the sum of simulated events passing all cuts added to the
number of background events inside the ON region, which is estimated as «.- Nopp. It is
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clear that the numbers of signal and background events depend on the available amount
of data, hence, in order to get a realistic ratio of the number of events of each class,
the number of signal events needs to be scaled. As a reference, the ratio of the number
of signal and background events passing reference cuts of Ay = 60p.e., (o = 0.9 and
@(2) = 0.016°2 cuts resulting from a monoscopic analysis of Crab Nebula data is on the
order of five. Because the Crab Nebula is the brightest source of VHE gamma rays in the
sky a smaller ratio is more realistic for any other source. In the optimisation procedure
presented here a ratio of approximately 10 % of the value mentioned above is used as
target ratio when applying the same cuts.

In order to simulate a typical source spectrum, each simulated gamma-ray event was
assigned a weight according to its simulated energy such that the parameter distributions
resemble those of a source with a spectral index of 2.7. Other spectral indices are used
to optimise cuts for different target classes with, for example, larger spectral indices.
The resulting cut sets will not be discussed in this work.

An optimal set of parameters can be found for each different combination of zenith
angles, azimuth angles, offset angles and MuonPhases, but the framework called H.E.S.S.
Analysis Program (HAP) in which the MonoReco algorithm is integrated does not offer
the option to define varying cut values based on the observation position. Therefore
the cut definition procedure described above is performed for the standard configuration
only. Therefore the performance of the algorithm for other configurations will not be
optimal.

During the optimisation, the (y parameter is varied in steps of 0.01 and limited to
values below 0.9, since a cut value above this number would lie inside the peak of the
gamma-ray ¢ distribution. When analysing real data, the exact shape of this peak
depends on many aspects like the atmospheric conditions or the number and position
of switched-off pixels in the camera. Thus defining a cut value in a region where the ¢
distribution changes rapidly reduces the comparability of results from simulations and
from real observations, which has to be averted. ©3 is varied in steps of 0.002°% and A is
varied in steps of 10 p.e. For the standard configuration, the significance as a function of
the (o and ©3 cut values and for a size cut of Ag = 60p.e. is shown in Fig. 4.12. Along
the (o dimension, the significance increases mostly monotonously, which is expected
given the shapes of the ( distributions of signal and background events. Around the
central peak of the ( distributions, the significance decreases by ten percent, because
not only the number of background events but also the number of signal events decreases
in this region. The significance is largest at large (y cut values, since then still a large
fraction of gamma-ray air shower images pass all cuts, while most background events
are removed. Along the ©2 dimension, the significance shows various features that need
to be discussed. As a general trend, the significance decreases with increasing @(2) cut
values. This is due to the fact that the simulated gamma-ray source is point-like, hence
the reconstructed directions are, on average, close to the centre of the ON region. For
background events there is no preferred reconstructed direction, thus the number of
OFF events is proportional to ©2. Therefore decreasing the size of the ON and OFF
regions reduces the number of background events faster than the number of signal events,
leading to an increased significance. Only at very small cut values the number of signal
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Figure 4.12: Significance S as a function of the (y and ©2 cut values. The colour code
represents the values on the vertical axis. This surface results from an
optimisation procedure performed with a size cut of Ay = 60 p.e.

events is reduced drastically, because the direction reconstruction has a finite resolution.
Hence the significance drops rapidly at very small ©2 values. Another feature apparent
in Fig. 4.12 is the existence of discrete steps along the @% direction. This is caused by
the discrete number of OFF regions. When increasing the ©F cut, the integer number of
OFF regions decreases in steps of one. Thus the exposure ratio a;, which is a parameter
of the significance S, increases in steps as well, while the numbers of ON and OFF events
increase smoothly.

The maximum overall significance results from the set of cut parameters listed in
Tab. 4.5. The ©3 value of 0.016°2, corresponding to a radius of the ON region of
B9 =~ 0.13°, is small enough to allow for finding OFF regions during analyses of obser-
vational data taken with wobble offsets of usually 0.5°. It should also be noted that the
value of the cut parameter Ay does not have a significant influence on the optimised
values of the other two cut parameters and also not on the maximum significance, de-
spite the fact that the shape of the optimisation surfaces resulting from optimisation
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Cut Parameter ‘ Ap (o @%
Cut Value ‘60p.e. 0.9 0.016°2

Table 4.5: Optimised cut values for the three cut parameters Ay, (s and @(2). These values
are derived using a zenith angle of 20°, an azimuth angle of 0°, an offset angle
of 0.5° and a MuonPhase of 200.

procedures conducted with different size cuts differ significantly. This is due to the large
value of the cut parameter (y, because such a cut already removes shower images with
small amplitudes. Only at size cut values larger than 60 p.e. the maximum significance
starts to decrease slightly, by approximately one percent. Hence the mentioned value is
chosen as a compromise between large significances and stability against fluctuations of
the performance of the gamma-hadron separation caused by variations of atmospheric
conditions or broken pixels in the camera.

4.7 Interpolation

All neural networks presented above were trained individually for each of the observa-
tional parameters listed in Tab. 4.1. When performing real observations, parameters like
the observation position will, however, differ from that discrete set of configurations. To
compensate for this a simple, linear interpolation algorithm is made use of. The concept
is shown in Fig. 4.13. For a set of parameters for a certain observation configuration
Oc, pc and oc, the available adjacent configurations listed in Tab. 4.1 are determined.
Thus for each of the zenith, azimuth and offset dimensions there are two neighbouring
parameters for which a neural network has been trained. In total this results in eight
neighbours which can be displayed as corners of a cuboid as indicated in the sketch.
Depending on the distance of the angles describing the observation position to the ob-
servation positions the networks were trained for, the neural network response value for
each of the eight corners is assigned a weight. The final parameter to be determined
corresponding to the actual observation position is then calculated as the weighted av-
erage of the corner values. This procedure is applied whenever one of the parameters 9,
the energy or ( is reconstructed. These final parameters are then used for comparisons
with cut values or for the reconstruction of physical parameters like the energy or the
direction of the incident gamma ray.

Even though trained neural networks are provided for the entire reasonable phase space
of zenith, azimuth and offset angles the algorithm can also be used for configurations
outside of the parameter range listed in Tab. 4.1. In such cases the closest available
value for the corresponding dimension is used for all corners of the cuboid.

The MuonPhase parameter is not included in the interpolation algorithm. This pa-
rameter is used to compensate for variations of the optical efficiency of the telescope
and is assigned to observation runs taken in certain time intervals. The degradation of
optical components over time influences the optical efficiency slowly but steadily, which
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Figure 4.13: Illustration of the interpolation algorithm. In this example the displacement
value 4, introduced in Sec. 4.3, at the current observation position 0¢, pc
and oc needs to be determined. For each of the neighbouring angle config-
urations consisting of triples of the angles 9;/{(2;, goll\/{é and 011\4(23, the neural
networks that have been trained for these angles are used to determine the
corresponding & values. In this sketch the brightness and the size of the

spheres in each corner represent the respective value of 6.

could in principle be taken into account by applying an interpolation. In contrast, also
the cleaning of optical components or the recoating of mirrors can lead to sudden in-
creases of the optical efficiency. In such situations an interpolation yields worse results,
thus it was decided not to include this parameter in the interpolation algorithm.
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5 Reconstruction Performance

With the MonoReco algorithm presented in the previous chapter, several parameters
of the incident gamma rays can be reconstructed. In this chapter the performance
of each of the components of the algorithm will be quantified and discussed. This
includes the discussion of the performance of the direction reconstruction in Sec. 5.1,
the energy reconstruction in Sec. 5.2 and the particle discrimination in Sec. 5.3. Also
the interplay of the different components of the algorithm is explained when discussing
effective areas, radial acceptance curves and sensitivity curves in Sec. 5.4, Sec. 5.5 and
Sec. 5.6, respectively. Lastly, the performance of the MonoReco algorithm is evaluated
on real data. In Sec. 5.7 results from observations of the Crab Nebula obtained from the
MonoReco algorithm are compared to previously published H.E.S.S. results.

5.1 Direction Reconstruction Performance

To quantify the performance of the direction reconstruction algorithm, several parameter
distributions need to be discussed. One very basic check concerns the distribution of
reconstructed directions of simulated gamma rays passing all cuts listed in Tab. 4.5
apart from the ©2 cut. Such a distribution is shown in Fig. 5.1a for the standard
configuration. Based on this distribution, three groups of events can be identified. The
most numerous class of events forms the dominant peak at the simulated direction,
which is the intended behaviour. Considering the distribution of reconstructed directions
inside a circle of radius 0.8° around the maximum only, the rms of the distribution is
approximately 0.11° in both the x- and y-direction. 90% of all events are contained
in the mentioned circle. A second group of events forms a ring around the simulated
direction. Approximately 8% of all events lie inside this ring, defined by an inner
radius of 0.8° and an outer radius of 1.6° with respect to the simulated gamma-ray
direction. This group consists of events with low-intensity shower images and only few
pixels passing the image cleaning procedure. For such events the sign of the skewness is
not a reliable indicator for the direction along the major axis of the Hillas ellipse along
which the displacement parameter § needs to be applied. Since the centres of gravity
form a circle around the simulated source position with a radius of approximately 0.6°
and a thickness of roughly 0.4°, the ring structure in Fig. 5.1a directly results from
this symmetry. A third group of events reproduces the shape of the camera edge on
the left side. Approximately 3 % of all events contribute to this group. The existence
of this group of events is a combined effect of the choice of the nominal distance cut
value introduced Sec. 4.3, a wrong skewness sign determination and of the cropping of
shower images at the edges of the camera. Due to the image cropping, the COGs are
shifted towards the centre of the camera compared to the hypothetical case of having
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Figure 5.1: Reconstructed directions in the camera plane for shower images induced by
simulated gamma rays (left) and by real, charged cosmic ray particles (right).
The gamma rays were simulated at a zenith angle of 20°, an azimuth angle
of 0°, an offset of 0.5° and a MuonPhase of 200. The distribution on the
right results from 23 runs during which source-free regions of the sky were
observed. These runs were conducted at zenith angles between 10° and 25°
and azimuth angles between 110° and 250°. Most of these runs belong to
MuonPhase 200, only four runs belong to MuonPhase 201.

a camera with a larger FoV. This leads to an aggregation of COGs close to the camera
edges. The nominal distance cut is large enough to see the onset of this effect. From
the distribution of directions and COGs it can be deduced that the image cropping has
only a small effect on the determination of the orientation of the Hillas ellipses, because
further checks showed that the lines connecting the reconstructed directions and the
corresponding COGs intersect very close to the simulated position of the gamma-ray
source. A more accurate determination of the skewness sign would thus remove this
subset of events. Also reducing the nominal distance cut by 15% removes this third
group of events, but this also leads to a reduction of the number of events passing the
nominal distance cut by approximately 28 %, which reduces the overall performance of
the MonoReco algorithm drastically. Thus this solution is not adopted.

In case of measurements of incident directions of the cosmic-ray background a radi-
ally symmetric distribution of the reconstructed directions around the camera centre
is expected since there is no preferred direction. Also the direction reconstruction is
performed under the hypothesis that observed shower images are initiated by gamma
rays, therefore the reconstructed directions are not intended to be correlated with the
real incident direction. The distribution of reconstructed directions resulting from 23
observation runs at zenith angles of 10°-25° is shown in Fig. 5.1b. In both the x- and
y-directions, the mean of the distribution is compatible with zero. The fact that the
number of entries decreases with increasing radial distance to the camera centre and the
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Figure 5.2: Angular resolution as a function of the energy of simulated gamma rays.
The curves for simulated gamma-ray source positions at azimuth angles of
0° (left) and 180° (right) and zenith angles of 20°, 40° and 55° are shown.
The offset of the direction of the gamma-ray source from the observation
direction is 0.5°, and the MuonPhase is 200 in all cases.

radial symmetry of this distribution are discussed in Sec. 5.5.

An important measure used to quantify the quality of the direction reconstruction is
the angular resolution Rgg, defined as the radius of a circle around the simulated position
of a gamma-ray source containing 68 % of the reconstructed directions after applying the
cuts listed in Tab. 4.5, apart from the cut on the ©2 parameter. In Fig. 5.2, this quantity
is shown as a function of the energy of simulated gamma rays for several simulated zenith
and azimuth angles. Regardless of the azimuth and zenith angles, the angular resolution
improves with energy, which can be explained by the fact that shower images become
bigger and more regular with increasing energies. The latter behaviour is due to the fact
that the shower fluctuations are proportional to v/A, so that the relative impact of these
fluctuations scales with v/A/A = 1/v/A. At lowest energies, the reconstructed major
axis of the Hillas ellipse often deviates significantly from the true orientation, hence the
direction can not be reconstructed precisely with the general approach presented here.
Furthermore shower images are dominated by fluctuations at low energies [162], thus it
is difficult for the artificial neural network to reconstruct the displacement parameter
0 reliably. At medium energies, the angular resolution decreases due to the increased
regularity and larger amount of information contained in the shower images, mitigating
the difficulties mentioned before. Towards high energies the angular resolution becomes
larger again. This is an effect caused by image truncation, which is more likely to occur
at high energies, since then the shower images consist of, on average, 100 pixels or more,
so that despite the cut on the location of the COG discussed in Sec. 4.3 the shower
images are large enough to extend over the edge of the camera. This also influences the
reconstruction of the displacement value §. Furthermore, the available event statistics
are limited at highest energies due to the simulated power-law gamma-ray spectrum,
rendering the neural network less optimised than it is for lower-energy events.
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Figure 5.3: Reconstruction bias of the parameter § needed for the direction reconstruc-
tion as a function of the true value of § inferred from Monte Carlo simulations
(left) and as a function of the simulated energy of the primary gamma ray
(right). Error bars indicate the width of the bias distribution per bin on
the abscissa. The plots correspond to a simulated zenith angle of 55°, an
azimuth of 0°, an offset of 0.5° and a MuonPhase of 200.

Another feature of the curves shown in Fig. 5.2 is the difference between the distri-
butions corresponding to different zenith angles. At energies around a few tens of GeV,
the absorption of Cherenkov light in the atmosphere is small enough such that showers
can still be reconstructed if gamma rays arrive from close to zenith, but with increasing
zenith angle 6 the absorption increases such that the same showers become too faint to
be detectable. Thus the performance curves corresponding to low zenith angles extend
to lower energies, a trend that can also be observed in all performance curves shown
later. At higher energies, the stronger attenuation of the Cherenkov light at large zenith
angles prevents the camera images from being cropped at the camera edges, thus lead-
ing to an improvement of the direction reconstruction performance at higher energies
compared to lower zenith angle observations.

The influence of the azimuth angle on the shape of the angular resolution curves is
limited. The geomagnetic field introduces an azimuth-dependent effect on the shower
development and thus on the orientation of the Hillas ellipses [148; 162]. A comparison
of the angular resolution curves in Fig. 5.2a with those in Fig. 5.2b shows that this effect
is smaller than 10 % in most energy bins.

In all curves shown in Fig. 5.2 a wiggly structure, consisting of a small local mini-
mum followed by a local maximum, can be seen, most prominently in the 55° zenith
curves at energies of approximately 1079° TeV ~ 300 GeV. This is caused by shower
fluctuations, as can be inferred from Fig. 5.3a and Fig. 5.3b. In this figure, the bias of
the § reconstruction is shown. The bias is calculated as the mean of the distribution
(0Reco — OTrue)/OTrue, With Oreco being the reconstructed 6 value and dmyye being the true
value of § as derived from the simulated gamma ray shower images. This bias is plotted
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as a function of dmye and as a function of the simulated energy FEmyue, respectively. It
can be seen that the bias is very large for very small d1,e values, whereas the bias as
a function of the energy is, in general, comparatively small. There is a peak in the §
bias distribution occurring at the energies where the wiggle is found in Fig. 5.2. Because
on average the reconstructed ¢ value is too large at these energies, the angular resolu-
tion becomes worse, resulting in the peak in the corresponding distributions. The large
spread of bias values in the region of the peak indicates that the events contributing
to the peak in Fig. 5.3b have very diverse true § values. This can be explained by the
fact that the peak occurs at energies where the shower development is still dominated
by fluctuations, so that shower images with very different true § values appear similar
in the camera.

Based on the energy-dependent angular resolution values discussed above, a justifi-
cation of the choice of the cut value of 2 = 0.016°2 can be made. For observations
conducted at zenith angles of roughly 40°, the majority of all gamma-ray candidates
passing all cuts for typical gamma-ray spectra have reconstructed energies of several
hundred GeV. Assuming that the energy reconstruction is good enough to reconstruct
the energy with low biases at such energies, which will be shown in Sec. 5.2, the majority
of all these gamma rays will have real energies of the same order of magnitude. Hence
the angular resolution is better than approximately 0.15° in this regime, which matches
the size of the ON region of ©g ~ 0.13°.

A function that is related to the angular resolution is the PSF of the gamma-ray re-
construction algorithm. The PSF describes the distribution of reconstructed directions
of gamma rays coming from a point-like gamma-ray source located at infinity in the
focal plane of the camera. More precisely, this function represents the expected number
of events as a function of the squared angular distance of the reconstructed direction
from the assumed target position, hence a radial symmetry is assumed when calculat-
ing the PSF. Since the angular resolution depends on parameters like the observation
position or on the energy of the primary gamma rays, the PSF needs to be calculated in-
dividually for each set of observational data and for each assumed gamma-ray spectrum.
For real observations the pointing position changes during the course of an observation
run. Therefore the PSF is calculated as a weighted average of the PSFs pre-computed
for the parameters listed in Tab. 4.1. For each of those parameter combinations, the
energy-dependent PSF is used to calculate one energy-independent PSF based on an
assumed spectral power-law index. The overall, averaged PSF is often assumed to follow
a distribution called King’s function [163], which is defined as

K(@Q):Z(pi)-[ul-@j]v. (5.1)

o 2v o

In this formula, ¢ and ~ are fit parameters describing the width and the slope of the
profile, which depend on the performance of the direction reconstruction algorithm. The
integral of this function is one, so it needs to be scaled to the maximum excess occurring
in the FoV. Examples of the PSF will be shown when discussing results from analyses
of real observations.
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Figure 5.4: Reconstructed energy ERreco as a function of the simulated gamma-ray energy
FErrue. The dashed line represents the identity relation. Colours denote the
number of events per bin. The shown distribution corresponds to a zenith
angle of 20°, an azimuth angle of 0°, an offset angle of 0.5° and a MuonPhase
of 200.

5.2 Energy Reconstruction Performance

The discussion and quantification of the performance of the energy reconstruction is
based on the two-dimensional distribution of reconstructed energies as a function of
the true, simulated energy of gamma rays shown in Fig. 5.4. This distribution is often
referred to as energy migration matrix. In the plot, the reconstructed energies of all
simulated gamma rays whose shower images pass the quality criteria specified in Tab. 4.5
are visualised. Apart from the shape of the distribution, which will be discussed in the
next paragraph, the number of events passing all cuts shall be discussed. Since the
simulated differential gamma-ray spectrum is a power law with an index of —2, the
number of events passing all cuts should decrease accordingly with increasing simulated
energy. At energies above several hundreds of GeV this behaviour is seen, but at energies
lower than this, the number of events increases with simulated energy. This is due to the
fact that shower images from gamma rays with very low energies are less likely to pass
all cuts than shower images from high-energy gamma rays. The shape of the acceptance
curve as a function of the energy is studied in more detail in Sec. 5.4.

Apart from the numbers of events, the shape of the distribution is of particular interest.
Using an ideal energy reconstruction, the distribution would be a line similar to the
dashed line shown in Fig. 5.4. The reconstruction algorithm implemented in MonoReco
yields a distribution that follows the identity relation closely. In order to quantify the
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agreement of the reconstructed energies with the simulated energies, the parameter

. EReco,z'j - ETrue,i
dij =

5.2)
ETrue,i (
is examined. This quantity d;; is the relative deviation of the reconstructed energy
EReco,ij from the true energy Fry,e; in bin ¢ along the abscissa and bin j on the ordinate.
Based on the relation defined in Eq. (5.2), the energy reconstruction bias br and the
energy resolution rg can be constructed. The bias is defined as

1
bpi= N Zldij7 (5.3)
]:

where bg ; is the bias in bin ¢ of the simulated gamma-ray energy Emyye, V; is the number
of entries in the respective bin, and Frye,; is the centre of the bin on the abscissa. The
energy resolution is defined as the standard deviation, calculated as the square root of
the variance, of the distribution d;;. The mathematical definition reads

1 N; 1 N; 2
_ 2
TS\ N 2a % T N Z dis | - (5.4)
j:l ? ]21

Similar to the energy reconstruction bias, this quantity is calculated for each bin ¢ along
the abscissa.

The distributions of bg and rg as functions of the simulated gamma-ray energies for
events passing all cuts given in Tab. 4.5 are shown in Fig. 5.5 for various zenith and az-
imuth angles. In Fig. 5.5a and Fig. 5.5b it can be seen that the influence of the azimuth
angle on the energy reconstruction is marginal. The energy threshold depends on the
zenith angle, as already discussed earlier. At energies close to this threshold the energy
reconstruction bias is large and positive, regardless of the zenith and azimuth angles.
Fluctuations in the shower development cause this behaviour, since showers which pro-
duce more Cherenkov light at the same simulated gamma-ray energy have a much higher
chance of being detected than the average shower at the same simulated energy. Thus
only non-representative shower images resembling those of showers initiated by gamma
rays with larger simulated energies are used to train the corresponding artificial neural
network. With increasing energy the effect of these fluctuations close to a threshold
vanishes, so that at energies of approximately 100 GeV the bias is smaller than 10 % in
case of observations at zenith angles of 20°. For all zenith angles, the bias then stays
at a level of a few percent for two or more orders of magnitude in simulated energy.
At the highest energies the statistics per bin become small, so that the statistical error
on the bias estimate becomes larger. Also a trend towards large negative bias values
can be observed. Similar to the situation at lowest energies, fluctuations in the shower
development are the main reason for this behaviour, since showers which produce less
Cherenkov light than the average shower at a certain simulated energy are more likely to
be contained entirely in the camera. Therefore these events are less likely to be removed
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Figure 5.5: Energy reconstruction bias curves (top left and top right) and energy resolu-
tion distributions (bottom left and bottom right) for several zenith angles as
indicated in the legends. Plots on the left (right) side correspond to azimuth
angles of 0° (180°). The MuonPhase is 200 in all cases. Error bars denote
the statistical error on the bias and on the resolution, respectively.

by the cut on the ( parameter, so that the remaining events passing the cut have shower
images which resemble those of the gamma rays with smaller simulated energies.

For a zenith angle of 20°, the energy resolution stays at a level of 30 % for more than
three decades of simulated gamma-ray energies. At energies below 10713 TeV = 50 GeV,
the resolution is still comparable to the level at higher energies, but due to the small
number of events passing cuts at these energies, the statistical errors are very large.
Furthermore the resolution changes significantly from one bin to the next, which is
due to the fact that the Cherenkov light intensity is dominated by fluctuations at lowest
energies. At the high end of the energy scale the same effects as discussed in the context of
the energy bias lead to a rapid decrease of the resolution. Similar to previous performance
curve comparisons, the azimuth angle has a very small influence on the energy resolution.

To put the performance of the energy reconstruction algorithm into perspective, one
can compare the energy bias and resolution values to systematic uncertainties imposed on
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Figure 5.6: Left: Efficiency with which signal-type and background-type air shower im-
ages pass the cut on the ( variable as functions of the cut parameter (3. In
this plot also the purity is shown, which is defined as the fraction of signal
events in the total sample of events passing the cut on (y. A ratio of the
input number of signal events to the input number of background events of
103 was assumed. Right: Efficiency with which background events pass the
cut on the ¢ variable as a function of the signal efficiency. All distributions
correspond to a zenith angle of 20°, an azimuth angle of 0°, an offset angle
of 0.5° and a MuonPhase of 200.

measurements by instabilities of atmospheric conditions and effects of the geomagnetic
field on the shower development. These sources of systematic uncertainties account for
an uncertainty of the energy scale of approximately 20 % [6]. This number needs to
be compared to the energy bias, since the latter acts in the same way on the energy
scale as the varying atmospheric conditions. Over most of the energy range, and in fact
everywhere in the energy range relevant to most parts of standard data analyses as will
be explained in Sec. 5.4, the systematic uncertainty dominates the overall uncertainty.
The energy resolution is larger than the values obtained from stereoscopic measurements,
where values of approximately 15 % can be reached [164]. Introducing new, well-suited
input parameters to the artificial neural network might help to approach this level in
the future.

5.3 Particle Discrimination Performance

Several cuts are applied to reduce the number of background events while trying to
keep a large fraction of the signal events. To study the performance of the neural-
network based particle identification approach, the performance of the classification using
the ¢ parameter is discussed first. Using the MLP network presented in Sec. 4.5, the
signal and background efficiency distributions shown in Fig. 5.6 result for the standard
configuration. The efficiency is defined as the fraction of the number of signal-type and
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background-type events which pass the cut on the { variable, respectively. The shape
of the efficiency distributions shown in Fig. 5.6a follows directly from the shape of the
gamma-ray and background ( distributions shown in Fig. 4.8. For (y values close to zero,
almost all gamma-ray air shower images pass the cut, while the number of background
events is reduced significantly already. As {y approaches the cut value of 0.9, the number
of background events approaches a level of a few percent. At (o5 = 0.9, the background
efficiency is only 1.3 %, thus 98.7 % of all background events are removed by the cut on
(. The overall signal efficiency is much higher than the background efficiency. At the
nominal cut value {y = 0.9, the efficiency is still 40 %. At even higher (o values, the
background efficiency is not reduced significantly anymore, while the signal efficiency
decreases drastically. In the plot shown in Fig. 5.6b it can be seen more clearly that the
background efficiency decreases slowly for signal efficiency values below 40 %.

When analysing data from real observations, the composition of the set of events that
pass the cut on ¢ depends on the ratio of the number of gamma-ray events S and the
number of cosmic-ray events B. In Fig. 5.6a, an S/B ratio of 10~% was assumed, which
is roughly the ratio of trigger rates expected during observations of a strong gamma-ray
source. The purity, defined as the fraction of the number of gamma-ray events passing
the cut on ¢ among all events that pass this cut is shown in the figure mentioned before.
It can be seen that the purity is at a level of only a few percent for (y values smaller
than 0.9. Even at this value, the purity is 3%. This is the result of the much larger
rate at which cosmic ray-induced air showers trigger the camera compared to the rate
at which gamma-ray air showers trigger the camera.

Since the resulting purity is low, additional cuts are required to reach an improved
purity. For analyses of sources of VHE gamma rays with apparent extensions much
smaller than the size of the PSF of the MonoReco algorithm, a simple way to improve
the purity is to select events based on their reconstructed directions. If such point-like
sources are observed with a wobble offset, the ON region with radius ©¢ can be centred
on the position of the gamma-ray source. As a result, the reconstructed directions of
gamma-ray air showers have a much larger likelihood of lying inside the ON region
than cosmic-ray air showers. For the assumed ratio of trigger rates specified above, an
estimated purity of approximately 55 % is achieved with the MonoReco algorithm.

To improve the particle identification, an input variable for the corresponding artificial
neural network is needed which is able to discriminate gamma-ray induced air showers
with energies below approximately 100 GeV from cosmic-ray air showers. According to
Fig. 4.10, most of the low-energy events are removed by the cut on the ( variable. This
is compensated partly by the fact that the gamma-ray flux is much higher at lowest
energies due to the power-law nature of most spectra of VHE gamma-ray sources, but
an improvement at these energies is clearly desirable and will be subject of future work.

5.4 Effective Area

To further quantify the efficiency with which gamma rays pass the cuts listed in Tab. 4.5
including the ©? cut a quantity called effective area Aqg(F) is introduced. This variable
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Figure 5.7: Effective area as a function of the simulated gamma-ray energy for three
different zenith angles and an azimuth angle of 0° (left) or 180° (right). All
distributions correspond to an offset angle of 0.5° and a MuonPhase of 200.

can be calculated either as a function of the simulated energy or as a function of the
reconstructed energy of gamma rays. It is defined as

Aeg(E) = (E) - 713

sim»

(5.5)

where £(E) is the energy-dependent gamma-ray detection efficiency and gy, is the radius
of the circular area around the telescope in which the simulated impact points of gamma-
ray air shower axes were simulated, as discussed in Sec. 4.1. This definition of the effective
area makes it suitable for simple calculations of the differential rate R  (F) at which
gamma rays are detected according to the formula

Ri(E) = ©4(E) - Aca(E). (5.6)
In this equation, ®.(F) is the differential gamma-ray flux from an astrophysical source
of VHE gamma rays observable at the position of the observer. As will be shown later,
the fact that the effective area can be used in such calculations makes it an important
property of any reconstruction algorithm.

Effective areas as functions of the simulated gamma-ray energy are shown in Fig. 5.7
for several zenith and azimuth angles. All those effective area curves exhibit similar
trends. At very low energies, the effective area is very small because most air showers
are too faint to either trigger the camera at all as explained in the discussion of Fig. 4.2
or to pass the basic cuts explained in Sec. 4.3. Still even at energies around 10 GeV
there are events which fulfill these criteria, as can be seen e.g. in Fig. 4.10. Those events
are removed by the cut on ¢ and the ©2 cut, so that no images of air showers initiated
by gamma rays with such energies pass all cuts. With increasing energy and therefore,
on average, increasing intensities of Cherenkov light emitted by the air showers, the
number of events passing the cuts increases quickly. In case of the effective area curve
corresponding to a zenith angle of 20° and an azimuth angle of 0°, the maximum value
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is reached at an energy of approximately 1TeV. At this energy, the effective area is
approximately 6.2 x 10*m?, which corresponds to a detection efficiency of about 2%
given the simulated radius 74, of 1000m. At the same energy, the efficiency with which
gamma-ray air showers trigger the camera is approximately 10 %. Thus about 80 % of
all events which trigger the camera are removed by either the basic cuts, the cut on ¢ or
the ©2 cut. The basic cuts remove a fraction of roughly 10 % of the events triggering the
camera at energies above 100 GeV. At 1TeV, this percentage shrinks to a few percent
only. Thus at this energy, most shower images are rejected by either the cut on ¢ or on
©2. For the standard configuration, both cuts contribute equally.

At highest energies, the effective area stays relatively constant. Depending on the
zenith angle it decreases slightly. This trend is caused by both the lower cut efficiency of
the ¢ cut and the ©2 cut, since very large and bright shower images tend to be cropped
by the camera edges, so that the reconstruction of the ( variable and the reconstruc-
tion of the § parameter are unreliable, as discussed before. Therefore the trend is less
pronounced at larger zenith angles, since there more Cherenkov light is absorbed by the
atmosphere, preventing image cropping.

It can also be seen that the maximum effective area values increase with increasing
zenith angle. This is due to the fact that the Cherenkov light pool on the ground
becomes larger with increasing zenith angles, which increases the likelihood that the
light pool contains the telescope, which then can record the event if trigger criteria are
met. The fact that the light pool also becomes less dense at larger zenith angles lowers
the effective area at small energies, but at energies above roughly 1 TeV the showers are
bright enough to still be detected with a high efficiency.

The azimuth angle as a negligible effect on the effective area curves.

5.5 Radial Acceptance

The efficiency with which air shower images pass all cuts apart from the ©2 cut depends
not only on the energy but also on the location of the reconstructed direction in the
camera. A distribution of the event acceptance as a function of the squared angular dis-
tance of the reconstructed direction to the centre of the camera AW is shown in Fig. 5.8
for four different zenith angles. These curves are generated using data from observation
runs, while keeping only those shower images for which the reconstructed direction does
not coincide with excluded regions around known VHE gamma-ray emitters or bright
stars. Data recorded at various azimuth angles and during different MuonPhases con-
tribute to each distribution, since in the HAP framework there is no infrastructure to
allow for creating and using azimuth-dependent and MuonPhase-dependent acceptance
curves. Only shower images which pass the cuts, in particular the cut on the { param-
eter, contribute to these curves. Thus such events are background events with shower
images which are indistinguishable from gamma-ray air shower images. Therefore it can
be expected that the shapes of the acceptance curves differ only marginally from those
that would result from an analysis of gamma rays with isotropic directions.

In general the acceptance is a function of both the radial distance AV and the az-
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Figure 5.8: Radial acceptance in arbitrary units, scaled to have maximum values equal to
one, as a function of the squared angular distance between the reconstructed
direction of an air shower and the centre of the camera AW. Distributions
are shown for four different zenith angles. Observational data from observa-
tions at various azimuth angles and MuonPhases contribute to each of these
distributions.

imuthal angle between the line connecting the camera centre and the reconstructed
direction and the abscissa of the camera coordinate system. Based on distributions as
shown in Fig. 5.1b it is, however, generally assumed that the acceptance is radially sym-
metric, because in the direction reconstruction there is no preferred azimuthal angle in
the camera plane. The facts that the mean values of the reconstructed directions in the
directions of the abscissa and the ordinate in the referenced figure are very small com-
pared to the size of the camera and that the rms values in both the x- and y-directions
are almost identical support this assumption. Thus the acceptance shown in the figure
is usually referred to as radial acceptance.

It can be seen that the acceptance is maximal in the centre of the camera for zenith
angles below 40°. With increasing angular distance AWV from the camera centre the
radial acceptance decreases. For a zenith angle of 20°, the acceptance is still above
80 % of the maximum value at an angular distance of 0.5°. Towards larger distances
the acceptance decreases further, so that the acceptance is at a level of a few percent at
the camera edge (AW =~ 1.7°). The general shape of the curves has several causes. The
average displacement value § is approximately 0.5° and the maximum value is 1.7°, so it
is clear that air shower images with reconstructed directions close to the camera centre
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have a larger probability of passing the nominal distance cut introduced in Sec. 4.3.
At larger AV values, also the already discussed effect of shower image truncation at
the camera edges starts to further decrease the probability that the images pass all
cuts. In addition, the number of possible locations of shower images in the camera with
reconstructed directions close to a point at the camera edge is much smaller than for
points close to the camera centre. It should be noted that the acceptance is non-zero
even outside the camera. This is the case because the reconstructed direction can be
outside the camera even if the shower image is well-contained in the camera.

At small values of AW below ~ v0.5°? ~ 0.7°, the shapes of the distributions related
to different zenith angles are very similar. In this range, the deviation of the curves
from each other is caused by the choice of the observation runs used to derive the
respective curves. In order to keep the statistical uncertainties of the shapes of the
acceptance distributions low, a large number of observation runs is needed as input,
therefore also data from observations of emitters of VHE gamma rays are used as input
for the calculation. As explained above, regions around those emitters are excluded from
the analysis. Since those regions can, in principle, be located anywhere in the field of
view of the telescope, the radial symmetry of the exposure can be broken. The current
version of the HAP software framework does not allow for excluding circular sectors
of the field of view during the calculation of radial acceptances, thus the distributions
shown in Fig. 5.8 are susceptible to such asymmetries, which are of importance at small
AV values in particular. Also the fact that the acceptances corresponding to zenith
angles of 55° and 60° increase slightly at the smallest AV values is due to the fact that
for a few observation runs excluded regions are located very close to the centre of the
camera. Part of this behaviour is also due to the fact that at large zenith angles the
part of the shower arriving from larger zenith angles is absorbed more than the part of
the shower arriving from smaller zenith angles.

At larger values of AV, the relative acceptance differences are larger. More detailed
studies are needed to determine the cause of this dispersion.

5.6 Sensitivity

Another important measure of the performance of the entire reconstruction and particle
identification algorithm is the sensitivity. This quantity describes the lowest flux that
can be detected with a significance greater than 5o in a time Tops during which the
astrophysical source of VHE gamma rays is observed. For the calculation of this quantity,
simulated gamma rays are used to provide the signal-type air showers and observational
data is used to provide background-type air shower images. All these events need to
pass all cuts specified in Tab. 4.5, including the cut on ©2. Therefore the sensitivity
calculated here can only be used as an estimate for the sensitivity of the MonoReco
algorithm for the detection of point-like gamma-ray sources. The sensitivity can be
calculated as differential and as integral sensitivity. The former quantity represents the
sensitivity per energy bin. Here a logarithmic binning is chosen, with five bins per
decade. The integral sensitivity will be introduced at the end of this section.
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The number of simulated gamma-ray showers which pass all cuts is proportional to the
number of simulated events, which is a quantity without physical meaning. To calculate
the sensitivity, a realistic gamma-ray spectrum needs to be assumed. In this case the
differential energy spectrum of the Crab Nebula as measured by Aleksié¢ et al. [165] is
used, which is of log-parabolic form defined as

AN B\ “Htono(#)

—(F = dq - () . 5.7

75 B) . 2 (5.7)
Here, &g = 3.23 x 107" cm 257! TeV~! is the flux at the energy Ey = 1TeV, and the
spectral parameters are a = —2.47 and b = —0.24. F is the real gamma-ray energy. This

differential spectrum is used to calculate the expected number of gamma rays N{, ., (F)
per area in the energy bin j according to the formula
Ej,
; dN
N (E) = / @(E)

E]

 TonedE. (5.8)
Crab

In this equation, ElJ and FJ, are the lower and upper edges of the energy bin j, respec-
tively. From this value the number of gamma-ray air showers passing all cuts per energy
bin ¢ is calculated as

Ny Eij

. Mi (EReco; ETrue) i
N;(ERGCO) = 7Trs2im : Z ‘li/vj (E N(jjrab(E)' (59)
j=1 Sim (ETrue)

Here, Ny is the number of bins per row in the energy migration matrix Eﬁig(EReco, Eyue)
presented in Sec. 5.2 and displayed in Fig. 5.4. Each column j of this matrix is normalised
by the number of simulated gamma rays Ngim(ETme) in energy bin j. Since the migration
matrix is only filled if a shower image passes all cuts, the integral of all elements in each
column j cannot be larger than Ngim(ETme). Therefore the normalised migration matrix
contains the detection efficiency, so that the resulting number N; (EReco) represents the
expected number of detected gamma rays from a source like the Crab Nebula in a time
Tobs. To further calculate the number of events in the ON and OFF regions, also the
number of background events needs to be determined. The number of events N}%G(ERGCO)
in energy bin ¢ in the OFF regions, sketched in Fig. 4.11, is retrieved from observations
of regions in the sky free from known VHE gamma-ray sources. To account for the
target observation time, the number of events needs to be scaled accordingly. Thus the
number of events expected to be detected in the ON region is calculated as

NéN(EReCO) = Né(ERec0)+aNZ)FF(EReCO) (5.10)

= N;(ERQCO) ta TO};S : N]%’)G(EReco)~ (5.11)

In this equation, Tgqg is the observation time corresponding to the real observations
and « is the ratio of the ON and OFF exposures. From the number of ON and OFF
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events and the exposure ratio «, the significance S*(FReco) of the gamma-ray excess in
each energy bin i is calculated according to an approximation of Eq. (4.15) for a simpler
interpretation of the results. With this simplified formula, the significance is calculated

as ,
NWZ/ (EReco)

Si(EReco) ~ - .
N]%G (EReco)

(5.12)

This significance can be translated to a sensitivity measure ¢! according to the equation

50
Si(EReco) ’
where the sensitivity is calculated in units of the differential gamma-ray flux of the
Crab Nebula. The numerator of this equation represents the target significance. It
should be noted that two additional requirements need to be fulfilled. Firstly, the num-
ber of photons Né(EReCO) expected per energy bin i from a gamma-ray source like the
Crab Nebula needs to be N, min > 10 to not be dominated by systematic uncertain-
ties. If this requirement is not met, the sensitivity is scaled, so that it is calculated as
Nf;’min(EReCO) /Nf;(EReCO). Also a systematic uncertainty of the number of background
events of ppg = 5% is assumed. Thus the number of gamma-ray events per energy bin
1 needs to exceed this percentage of the number of background events, otherwise the
sensitivity is calculated as pgg - aN(i)FF(EReCO) /N;'(ERGCO).

In Fig. 5.9, the differential sensitivity is shown for one set of observational conditions
and for an observation time of T,y = 50h. The differential sensitivity exhibits three
domains with different functional dependence on the energy. At the lowest energies the
number of gamma-ray air shower images which pass all cuts is very small, as was seen
in the effective area distributions discussed in Sec. 5.4. At an energy of approximately
60 GeV, the differential sensitivity is similar to the flux of the Crab Nebula. With in-
creasing energy, the gamma-ray detection efficiency increases, leading to a decrease, i.e.
an improvement, of the sensitivity. At 100 GeV, the sensitivity is roughly 5% of the
Crab Nebula flux already, making the H.E.S.S. experiment in phase II the most sensi-
tive ground-based experiment to date. To improve the low-energy sensitivity further, a
better acceptance of gamma-ray air showers needs to be accomplished. At intermedi-
ate energies, the sensitivity is roughly constant, in this case at a level of approximately
3-5% of the differential Crab Nebula flux. In this region, the sensitivity is limited by
the number of background-type events which are misclassified as signal-type events. Im-
proving the angular resolution or the performance of the neural network performing the
particle classification would help to improve the sensitivity. At the high-energy end, the
sensitivity is limited by the lack of gamma-ray air showers, caused by the steep decrease
of typical gamma-ray spectra towards higher energies.

To put the differential sensitivity curve into perspective, also the sensitivity of the
H.E.S.S.-I Model++ analysis [146] is shown in Fig. 5.9. The H.E.S.S.-I curve was ob-
tained assuming an optical efficiency of 60 %, which is roughly the optical efficiency
of the telescopes in their current state. In the figure it can be seen that at energies
below approximately 10778 TeV a 160 GeV the monoscopic reconstruction algorithm

¢"(FReco) ~ (5.13)
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Figure 5.9: Differential and integrated sensitivity as a function of the reconstructed en-
ergy for a zenith angle of 20°, an azimuth angle of 180°, an offset angle of 0.5°,
a MuonPhase of 200 and an observation time of 50 h. Curves obtained from
the MonoReco algorithm are shown together with the distributions resulting
from the H.E.S.S.- Model4++ analysis. Also the differential sensitivity of
the Fermi-LAT satellite experiment for ten years of operation for detections
of sources in the galactic plane is shown.

outperforms the stereoscopic analysis using data from the four smaller telescope only.
At lowest energies, the strongest competitor of the H.E.S.S. II experiment is the satellite-
borne Fermi-LAT, for which a part of the differential sensitivity curve for observations of
sources in the galactic plane for ten years of operations is shown [166]. At energies below
approximately 80 GeV, the Fermi-LAT sensitivity is better than the MonoReco sensi-
tivity. This sensitivity comparison is, however, only possible for sources of gamma rays
which exhibit only little flux variability. To be able to study transient, short-term phe-
nomena and flux variability, the much larger effective area of ground-based experiments
leads to a significantly higher sensitivity to such events.

At higher energies, the stereoscopic analysis greatly benefits from the better angular
resolution, leading to a better background suppression and thus a sensitivity which is,
over a large part of the energy range the H.E.S.S. experiment is sensitive to, a factor of
3-5 better than the monoscopic analysis.

In Fig. 5.9, also the integral sensitivities for both the MonoReco algorithm and the
mentioned H.E.S.S.-I analysis is shown. The integral sensitivity is calculated similarly
to the differential sensitivity, with the only difference being the definition of the upper
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energy limit. Here, no binning is assumed, so that all events with energies above a
threshold are taken into account in the above calculations. Thus the resulting integral
sensitivity is a measure of the minimum integrated flux above a threshold that can
be detected within 50h with a significance of more than 50. The integral sensitivity
reaches levels of less than 2% of the integral flux of the Crab Nebula in case of the
MonoReco analysis, and values of 0.4-0.5% of the integrated Crab Nebula flux in case
of the H.E.S.S.-I analysis.

5.7 Analysis of Observations of the Crab Nebula

Above photon energies of ~ 30keV, the Crab Nebula is one of the brightest or, for
example at VHESs, even the dominant point-like source of radiation in the sky [71]. It is
a pulsar wind nebula, formed around a pulsar called Crab pulsar which was created in a
supernova explosion in the year 1054, located at a distance of approximately 2kpc [19].

The Crab pulsar’s spin-down luminosity of 5 x 103 ergs™! is the highest spin-down
luminosity known of any pulsar in the Milky Way. Approximately 1% of this energy is
released by the system as electromagnetic radiation. The nebular emission dominates
the energy output from the pulsar by a factor of ten [71]. From energies corresponding
to radio wavelengths to MeV energies, the spectral energy distribution is thought to be
dominated by synchrotron emission from leptons [165]. At higher energies, the emission
is caused by IC scattering, with a peak of the emission at around 50 GeV. In the
energy range dominated by synchrotron emission, the flux emitted by the Crab nebula
is variable at all time scales [71]. Also flares lasting hours to a few days have been
observed, with flux increases by factors up to thirty at the extreme upper end of the
synchrotron emission energy range of approximately 1 GeV [5; 71]. Flares have not been
observed in other wavelength bands like the optical regime, at radio wavelengths or
at X-ray energies. At VHEs, however, where IC scattering dominates the gamma-ray
emission, there is no sign of spectral or flux variability.

The magnetic field inside the nebula of 107 G-1073 G is so strong that it can only
have been generated by the Crab pulsar [70; 167]. Most of the non-thermal emission
is released in the UV and X-ray energy domains, which indicates that the synchrotron
lifetimes are smaller than the age of the nebula in this energy regime. From this finding,
it can be calculated that the relativistic electrons must have Lorentz factors of up to
108, corresponding to an energy of 100 TeV [70]. Diffusive shock acceleration is not
efficient enough to provide such energies [67]. Several acceleration processes like magnetic
reconnection or magnetohydrodynamic acceleration are discussed in the literature. See
e.g. Biihler and Blandford [71] for a review. In the following paragraphs, results from
an analysis of observations of the Crab Nebula are presented.

Given the high intensity and the spectral stability at VHEs, the Crab Nebula is well-
suited for cross-checking results from different experiments or analysis and reconstruction
algorithms. As a first check, a sky map representing the two-dimensional significance
distribution as a function of the celestial coordinates obtained from 16 good-quality
observation runs, corresponding to a live time of 7.2h, is shown in Fig. 5.10a. These
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Figure 5.10: Top left: Significance distribution obtained with the ring-background tech-

nique. The black cross marks the position of the Crab pulsar. The inset
in the lower left corner represents the PSF for comparison. Top right:
The same distribution, with the difference that three regions, including
the position of the Crab Nebula, are excluded. Bottom left: Distribution
of the squared angular distances of the reconstructed directions from the
test position for ON (black) and OFF events (red) obtained from the ring
background algorithm. The numbers given in the inset are explained in
the main text. Bottom right: One-dimensional significance distributions
obtained from the top-left and top-right distributions.

significances are calculated using Eq. (4.15) from the number of events with reconstructed
directions inside each bin of the sky map. The number of ON events is the number of
events in a circle with a radius similar to the ©¢ cut value around the respective bin 3.
The number of OFF events is estimated from the number of events in a ring with an inner
radius of 0.4° and a thickness of 0.2° centred on bin 4. Since the radial acceptance differs
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across the FoV, the number of events in the respective areas are weighted accordingly,
as described in Berge et al. [160]. The significance calculated for each bin is smoothed
with a two-dimensional Gaussian distribution with a width of 0.1°.

From the distribution shown in Fig. 5.10a, it can be derived the significance is maximal
within one bin width of 0.01° from the test position, which is the position of the Crab
pulsar determined by VLBI measurements of ajo00p =5h34min32s and dyo000 = 22°0'52"
[168]. The variables aiyo000 and dyo000 represent the right ascension and the declination in
the RaDec J2000 coordinate system, respectively. The negligible deviation of the maxi-
mum significance position from the test position indicates that the bias of the direction
reconstruction is negligible also in applications of the MonoReco algorithm to real data.
The distribution of the number of events as a function of the squared angular distance of
the reconstructed direction from the test position is shown in Fig. 5.10c for both the ON
and OFF events obtained from the ring background technique. Before producing the
one-dimensional distribution shown in the plot, each bin in the OFF sky map is scaled by
the exposure of the respective bin. A clear excess at small ©2 values can be seen, which
becomes smaller with increasing angular distance. At approximately 0.3° ~ V0.1°2, the
ON and OFF distributions are compatible with each other, indicating that there is no
additional negative or positive excess in the region around the test position apart from
the Crab Nebula itself. This can also be seen in Fig. 5.10b, where a significance distribu-
tion is shown with three circular regions excluded from the significance calculation. The
central region is located at the position of the Crab Nebula. The remaining two regions
cover the positions of two bright stars, since the light emitted by those stars causes an
elevated NSB level. Around the lower-left exclusion region, a significance level of ap-
proximately 4o is reached, which may be an effect of the high NSB. In a region of the
sky without any gamma-ray source, a Gaussian distribution of significances is expected,
which, by construction, has a mean value of zero and a width of one. Such a significance
distribution is shown in Fig. 5.10d. For the excluded significance map, the distribution
can be fit by a Gaussian distribution. The best-fit distribution has a mean of 0.21 + 0.16
and a width of 1.06 £ 0.12. While the width of the distribution is compatible within one
standard deviation with the expected value, the mean is compatible with the expected
value of zero at 1.3¢0 only. It can be assumed that this discrepancy is caused by the high
NSB level induced by the star in the bottom-left corner of the sky map. For comparison,
also the distribution of significances from the non-excluded sky map is shown, which
extends up to the peak significance of 102¢.

An excess of approximately 5370 gamma-ray candidates in the circular ON region
with a radius of ©g ~ 0.13° is calculated using the ring-background technique. This
excess is equivalent to 12.4 gamma-ray candidates per minute, as indicated in Fig. 5.10c.
The calculated excess corresponds to a signal to background ratio S/B of 5.25 and an
overall statistical significance of 1020 with which the Crab Nebula is detected. This
significance corresponds to a sensitivity of 1.9 % of the Crab Nebula flux, which matches
the estimated integral sensitivity of 2 % of the integral flux of the Crab Nebula calculated
in Sec. 5.6 very well, despite the fact that the observations of the Crab Nebula were
performed at zenith angles between 45° and 60°, while the sensitivities calculated earlier
were obtained assuming a zenith angle of 20°. Thus this agreement can be seen as an
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Figure 5.11: Differential energy spectrum obtained from observations of the Crab Neb-
ula. Data points and the green uncertainty band correspond to the analysis
conducted with the MonoReco algorithm, the purple line shown for com-
parison represents the spectrum published by the H.E.S.S. collaboration in
2006. The lower panel shows the fit residuals for the MonoReco analysis.
Residuals are calculated as the relative deviation of the fit function from
the data points.

indicator of a stable performance across large zenith angle ranges.

Another high-level check of the performance of the MonoReco algorithm concerns the
reconstruction of differential gamma-ray spectra. A spectrum reconstructed from the
sixteen observation runs targeted on the Crab Nebula introduced above is shown in
Fig. 5.11. The data points shown in this plot represent the reconstructed differential
gamma-ray flux values per bin with a width dE in reconstructed energy. They can in
principle be calculated using the formula

dE dE

ﬂ(E) _ dNonN (E') — o WNorF (E)
dE TObSAeff(E)

(5.14)

Here Non and Nopp are the numbers of ON and OFF events in the respective regions
defined in Sec. 4.6 and « is the corresponding exposure ratio. Data points were rebinned
such that the excess in each point is statistically significant at the level of 20 or more. The
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data points are fit with a log-parabolic function introduced in Eq. (5.7). The resulting fit
function, as a main result of a data analysis, shall be a function of the real energy, e.g. to
be able to compare the spectrum with results from other experiments. Since the energy
bias can deviate from zero and especially since the energy resolution is so large that, in
general, a non-negligible amount of the events inside a given energy bin can be events
with true energies corresponding to a different bin. Thus the forward folding technique
described in more detail in Piron et al. [169] is applied during the fitting procedure to
take into account the full energy migration matrix introduced earlier. Fit results for the
flux normalisation g at the reference energy Fjy, the photon index a and the curvature
parameter b are given in the inset in Fig. 5.11. For a comparison, the fit result from the
H.E.S.S. publication from 2006 is also shown [164]. This is a power law function with
an exponential cutoff at 14.3 TeV. At the lowest and highest energies of the H.E.S.S. 1
spectrum, the agreement with the spectrum reconstructed with MonoReco is at a level
of a few percent only. At intermediate energies, the flux deviation is < 25 %, which is
on the order of the usually quoted systematic uncertainties of 20 % in case of H.E.S.S. I
analyses [164].

It should be noted that the energy range of the monoscopic analysis extends to signif-
icantly lower energies. While the H.E.S.S. I spectrum starts at approximately 440 GeV,
the first bin of the MonoReco spectrum starts at roughly 177 GeV. This can even be
considered a conservative estimate, because the lower energy threshold is defined as
the energy where the effective area curve reaches 10 % of its maximum value. This is
an arbitrary definition agreed upon within the HAP analysis framework the MonoReco
algorithm is implemented in. Extending the range to lower energies is possible if the
number of events passing all cuts is sufficient to provide a reliable estimate of the energy
bias and the energy reconstruction, given that the changing atmospheric conditions can
be taken into account properly since they strongly influence the amount of light reaching
the detector. As this is currently not the case, such a lowering of the energy threshold
will, if at all, only be possible with an improved set of atmospheric monitoring instru-
ments deployed at the H.E.S.S. site. The energy threshold furthermore depends on the
zenith angle. While the value given above is valid for zenith angles of = 40°, the lowest
threshold of 59.4 GeV is obtained at a zenith angle of 0°.

The overall deviation of the spectral fit function from the data points is very small,
only at high energies there are several bins in which there is a systematic trend in which
the fit function is compatible with the data points within two standard deviations only.
This indicates that the effective area is underestimated at these energies. Alternatively
the energy resolution could be overestimated, or the energy bias could be underestimated.
Further investigations are needed to identify the main reason of this effect.

Apart from the fact that improvements are always possible, the overall performance of
the MonoReco algorithm is considered competitive with other monoscopic reconstruction
algorithms. Therefore a more detailed analysis of observational data using the MonoReco
algorithm will be presented in the next chapter.
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6 Analysis of the 2014 PSR B1259-63/LS
2883 Data

The gamma-ray binary system PSR B1259-63/LS 2883, which has been introduced
already in Sec. 2.8, went through its most recent periastron passage on May 4, 2014.
Previous observations with the H.E.S.S. experiment in phase I were conducted for the
three periastron passages before the most recent passage. Those occurred on March 3,
2004, during which the source was firmly detected at VHEs for the first time [51], on
July 26, 2007 [52] and on December 14, 2010 [53]. Data from the latter observation
campaign will be referred to as 2010 data despite the fact that the actually recorded
data is from January 2011. In 2014, the binary system was observed before, during and
after periastron, and especially at the time of the anticipated reoccurrence of the Fermi
flare starting approximately 30 d after the periastron passage. The periods during which
PSR B1259-63/LS 2883 was observed are called P2014-02 through P2014-07. For each
of those periods the visibility of PSR B1259-63/LS 2883 with zenith angles smaller than
50° and 45° is shown in Fig. 6.1. The general shape of the visibility curves is determined
by the fact that this zenith angle condition needs to be fulfilled and by the limitation of
the H.E.S.S. telescopes to observe during moonless parts of the night only. For reference,
the maximum zenith angle that is typically allowed for observations is 60°. The fact that
there are dips in between the observational periods without any possibility to observe
the target is due to the visibility of the moon. From Fig. 6.1 it can also be seen that the
time around periastron has not yet been sampled without gaps in the past. Especially
before periastron, the visibility in 2014 matches those gaps very well. Furthermore,
the periastron itself could be observed for the first time, and also during the time of the
Fermi flare the source could be observed well for one entire moon phase period. It should
be noted that significant parts of the time PSR B1259-63/LS 2883 was at favourable
zenith angles were dedicated to observations of other targets.

The resulting numbers of runs fulfilling all quality criteria for either monoscopic or
stereoscopic analyses are listed in Tab. 6.1 together with the corresponding live times
and mean zenith angles of the observations. Quality criteria that need to be fulfilled
for monoscopic, stereoscopic and H.E.S.S. I-type analyses are listed in Tab. 6.2. These
criteria either apply to the entire telescope array or to individual telescopes. System-level
criteria comprise a check of the relative atmospheric humidity, the minimum run duration
and the number of telescopes which need to participate in an observation run. For
obvious reasons the latter number depends on the type of analysis that is to be conducted.
Furthermore, the trigger rate measured by the central trigger needs to be within the
range of expected, reasonable rates given in the table. For monoscopic analyses, no such
check is necessary because there is a check on the camera trigger rate. For stereoscopic
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Figure 6.1: Visibility of PSR B1259-63/LS 2883 around the 2014 periastron in hours per
night with zenith angles 6 smaller than 50° and 45°. The time of the perias-
tron passage is marked with a short-dashed line, the times of the disk cross-
ings, here defined as the times the radio pulsations disappear, are marked by
long-dashed lines. For reference, the monthly-binned fluxes above energies of
1TeV obtained from a re-analysis of archival data around the previous peri-
astron passages indicated in the legend are shown as well. Also the names of
the periods during which observations were conducted in 2014 are displayed.

analyses performed with H.E.S.S. II, no dedicated criterion has been implemented yet.
A further check on the stability of the system trigger rate ensures that the trigger rate
is not influenced by rapidly changing atmospheric conditions or hardware issues like
unstable camera readout. This check is, however, only available for H.E.S.S. I-type
analyses. Lastly, the 2-fold dead time fraction, describing the fraction of the time during
which at least one out of two telescopes is blocked by data read-out, needs to be smaller
than 80 %. For analyses of H.E.S.S. II data, no such check is currently in place.

For observation runs passing the system-level quality checks introduced before, each
telescope is required to fulfill another set of criteria. If those are not met, data from
the corresponding telescope is not included in the analysis. Depending on the analysis
type, a minimum event rate has to be read out from each telescope. The higher rate
expected from CT'5 is reflected by the cut values listed in the table. Another important
criterion concerns the number of non-functional pixels. For each camera, the number
of pixels labelled as broken, which can be caused by malfunctioning hardware like the
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P2014 P2014 P2014 P2014 P2014 P2014 | Total
-02 -03 -04 -05 -06 -07

NRuns 1 26 44 37 18 8 134

Mono t; /[h] | 0.5 11.8 19.4 16.6 7.9 3.6 59.8
0/ | 421 41.0 42.0 41.1 41.6 473 | 41.8

NRuns 0 25 50 37 20 8 140

Stereo t1 / [h] 0 10.7 21.1 15.9 8.3 3.5 59.6
0/ ] - 41.0 42.1 41.1 41.5 473 | 421

Table 6.1: Number of available good-quality runs Nguns, selected using the criteria for
monoscopic and stereoscopic analyses detailed in the main text, corresponding
live times ¢7, and the mean zenith angles of the ON region . Numbers are
given for each observation period and also summed to give the total value.

Criterion ‘ Mono Stereo H.E.S.S. 1
System-level Criteria
Relative humidity <90% <90% <90%
Run duration > 15 min > 15 min > 5min
Number of telescopes >1(CT5) >3 >3
Central trigger rate - - 100-600 Hz
Central trigger rate variation - - <4%
2-fold dead time fraction - - < 80%

Telescope-level Criteria

Zenith angle corrected trigger rate | > 1300Hz CT5: > 1300Hz 100-300 Hz

Broken pixels <17% <20% <20%
Pixels with broken HV < 50 < 50 < 50
Trigger rate variation - - <10%
Dead time fraction - - <10%
Telescope participation fraction - - >04

Table 6.2: Quality criteria which have to be met in order to pass the run selection for each
telescope and for the entire array for monoscopic, stereoscopic and H.E.S.S. I-
type analyses. The criteria are explained in the main text.

readout electronics, and the number of pixels with non-functional high voltage supply
are required to be smaller than the fiducial values given in Tab. 6.2. Pixels for which
the high voltage supply was actively shut down due to images of bright stars located in
the respective part of the camera are not taken into account by this check. Furthermore,
the trigger rate per telescope needs to vary by less than 10% over the course of one
observation run in case of H.E.S.S. I-type analyses. No such cut is defined yet for
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analyses of H.E.S.S. II data. The same is true for the cuts on the dead time fraction and
the telescope participation fraction, the former of which is self-explanatory. The latter
cut assumes that on average 2.5 telescopes participate in the detection of an air shower.
Dividing this number by the number of telescopes in the H.E.S.S.-I array gives a value
of 0.625. Participation fractions much lower than this number indicate that there was a
problem with the respective camera during the run, thus data from the corresponding
telescope is excluded from the analysis. For further information about the stereoscopic
H.E.S.S. I run selection, see Hahn et al. [170].

In the following sections, the analysis of the most recently taken data on PSR B1259-
63/LS 2883 is described in detail. In Sec. 6.1, the detection of the source and the features
of the sky map are discussed. In Sec. 6.2, the reconstruction of the gamma-ray spectrum
of PSR B1259-63/LS 2883 is explained, and in Sec. 6.3, the flux evolution around the
time of the 2014 periastron passage will be discussed. In the latter two sections, also
comparisons with results from previous observation campaigns are made. A discussion
of the results of the data analysis follows in Sec. 6.4.

6.1 Source Morphology

Using the entire data set available for a monoscopic analysis, the total number of excess
events is 3370 £ 130 in a circle of radius ©y =~ 0.13° around the position of PSR B1259—
63/LS 2883. This excess is equivalent to a significance of 27.60. The two-dimensional
distribution of significances projected into the sky is shown in Fig. 6.2a. In this plot a
smoothed significance map is shown. For the smoothing the same Gaussian distribution
with a width of 0.1° was used as in the analysis presented in Sec. 5.7. The location
of the maximum excess is, given the binning shown in the plot, identical to the test
position. Apart from the clear excess around the position of PSR B1259-63/LS 2883,
there is an additional excess at the 150 level located roughly 0.6° to the north of it.
This excess is associated with a pulsar wind nebula called HESS J1303-631, discovered
by chance while observing PSR B1259-63/LS 2883 [171; 172]. It is an extended source
exhibiting an energy-dependent morphology at VHEs [66]. The presence of this VHE
gamma-ray source is the reason why the observations of PSR B1259-63/LS 2883 were
performed with wobble offsets of +0.5° along the right ascension axis only and not
along the declination axis. The significance distribution is calculated using the ring-
background technique [160] using an adaptive determination of an optimal size of the
ring around the bin for which the excess significance is to be calculated. In the present
analysis, a minimum inner ring radius of 0.4°, a maximum outer radius of 1.7°, a step size
of 0.08° and a ring thickness of 0.2° are used. Within these constraints a ring geometry
is chosen for each pixel in the map and for each observation run such that the ratio of
the exposure of a circular region similar to the ON region shown in Fig. 6.2a around the
pixel and the respective ring exposure is smaller than a threshold value of one. Such
a condition is chosen to avoid background estimates with too low statistics due to a
potential intersection of the ring with excluded regions or areas beyond the map. Since
the resulting bin size is different for each bin, the ring-background OFF region circle
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Figure 6.2: Top left: Significance distribution obtained from a monoscopic analysis of
PSR B1259-63/LS 2883 data. The black cross marks the position of the
source. The dashed blue circle indicates the ON region for both the reflected-
background and the ring-background analysis techniques. Grey and green
circles mark the corresponding OFF regions. The red dashed circle indicates
the region used to calculate the ©2 distribution. The yellow dashed line
represents the galactic plane. The PSF for this analysis is shown in the
inset. Top right: The corresponding excluded significance map. Bottom
left: Significance distribution for both the excluded and the non-excluded
significance maps. Bottom right: ©2 distribution for ON events (black) and
OFF events (red) obtained from the ring-background analysis.

shown in the mentioned figure is only an example, not a real ring used in the analysis.
Another feature that can be seen in the sky maps is a seemingly diffuse excess around
both PSR B1259-63/LS 2883 and HESS J1303-631. In the excluded sky map shown
in Fig. 6.2b the additional excess of up to 6.90 can be seen more clearly, together
with a negative excess with a statistical significance of up to —60. The positive excess
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Figure 6.3: Participation fraction of each pixel in the CT 5 camera in the events which
triggered the camera. The images correspond to observation runs performed
before (left) and after (right) the pixel gain adjustment. Malfunctioning
pixels are displayed as blank fields. The drawers B5 and K8 are indicated by
the respective labels.

extends significantly beyond the expected size of both known gamma-ray sources just
mentioned, as indicated by the conservatively chosen sizes of the exclusion regions, and
is not of physical origin. Instead it is caused mainly by two effects. A part of the effect
is caused by one drawer named B5 that was malfunctioning during 113 of the total 134
runs used in this analysis. Due to the imaging properties of the telescope and the way
the telescope is operated, a malfunctioning hardware in the top-left corner of the camera
will, in general, cause a lack of intensities measured in the bottom-right part of the sky
map, although the part of the sky imaged by the drawer changes during the course of
an observation run. In Fig. 6.3a this drawer can be identified as the blank field in the
top-left corner of the camera. In this figure, the fraction of pixels fulfilling the threshold
criterion introduced in Sec. 3.3 among air showers which triggered the camera is shown.
Apart from the missing drawer a gradient is visible in this plot. Pixels in the upper
part of the camera participate less often in an event than pixels in the bottom half.
Additionally, pixels at the camera edge tend to participate less as well. Both gradients
are caused by a non-optimal configuration of the gains of the pixels and are not taken
into account in the simulation of the experiment. In contrast, in the image shown in
Fig. 6.3b no gradient is visible apart from a small lack of entries in the very corners of
the camera, which is due to the fact that the trigger criteria are more difficult to fulfill if
a shower image is located at the edge of the camera. In the run belonging to the image
on the right-hand side, one scaler (half of the drawer K8) is missing. This scaler was
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non-functional during 41 observation runs. There are no runs during which both this
scaler and the drawer B5 worked properly. Other drawers or scalers were out of order
during individual runs only, so the impact on the overall analysis results is limited.

From the overall scale of the participation fraction of epix = O(1 %), the average num-
ber of pixels contributing to a shower image can be estimated as Ng{gf’ = 5piXN§i;E5 =20
given the number of pixels in CT5 of nggf’ = 2048, which matches well the observed
average number of pixels. Before applying gamma-ray selection cuts, the average number
of pixels per shower is roughly 18, after applying selection cuts this number increases to
24 due to the enhanced suppression of small shower images discussed earlier. Further-
more, several pixels with a participation fraction ~ 50 % higher than the average can be
seen in Fig. 6.3. These are due to unstable camera electronics and high voltage supplies,

and are transient problems appearing and disappearing from one run to the next.

Both the gradient and the broken drawers have an influence on the sky maps shown
in Fig. 6.2. To identify the main contribution to the diffuse excess visible in Fig. 6.2b,
the data set is split into several groups of runs. Ordering the runs by the state of the
drawer B5 and the time before or after the gain adjustment, which was performed on
May 22, 2014, results in the sky maps shown in Fig. 6.4-Fig. 6.11 in Tab. 6.3. The
main conclusion that can be drawn from a comparison of the sky maps shown in this
table is the fact that the diffuse excess is least prominent in Fig. 6.4 and the identical
Fig. 6.5. In this plot, an excess with a significance of > 40 can be seen very close to
the exclusion region covering HESS J1303-631, but the wing-like structure of the excess
seen in, for example, Fig. 6.11 is not existent. Assuming an overall significance of the
wing-like excess in Fig. 6.11 of 60, the expected significance can be estimated using the
live times given in the captions of the figures in the table. In Fig. 6.4, a significance of
2.40 would be expected, which is not seen. This supports the hypothesis that the main
part of the diffuse excess is caused by either the gain gradient or the broken drawer B5.

The missing drawer will not be visible as one well-defined area in the sky with a lack
of events but introduces a lack of events on a larger scale because the displacement
parameter ¢ needs to be taken into account as well to reconstruct directions from the
pixels in the shower images. Hence a lack of pixels with sufficient intensities in one area
leads to an approximately circular area with a lack of events. The radius of this area
is roughly equivalent to the maximum § value, which is of order 1.6°. Given that the
two telescope pointing positions invoked by the wobble offset observation strategy have
an angular distance of 1° in right ascension, the malfunctioning drawer will have an
influence in an area of 4.2° in right ascension and 3.2° in declination, not taking into
account the size of the drawer itself. More than 68 % of all events, however, have smaller
0 values in the range of 0.34°-0.86°. The size of the corresponding area is compatible
with the negative excess in the lower halves of the sky maps shown in Tab. 6.3. Also the
gain gradient will have a qualitatively similar effect, since the lack of events in the upper
part of the camera translates to a lack of events in the bottom part of the sky maps.

To estimate the influence of the gain gradient, one can compare the sky maps shown
in Fig. 6.9 and Fig. 6.10. Indeed the wing-like structure is seen in both images. It should
be noted, though, that the live times corresponding to those plots are very different. To
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Table 6.3: Sky maps resulting from monoscopic analyses with exclusion regions for dif-
ferent groups of runs, separated by the state of the drawer B5 and the time
at which the observation runs used to create the sky maps were performed
relative to the gain adjustment campaign. The corresponding live times ¢z,
are given in the captions.

avoid scaling, subsets of the observation runs contributing to the plots shown in Tab. 6.3
are used to create excluded sky maps with similar live times. These maps are shown
in Fig. 6.12. It can be seen that also the gain gradient has a large influence on the
excluded sky map, causing a significant part of the excess seen around the excluded
regions in Fig. 6.12a. The significance level seen in Fig. 6.12b is similar to the level seen
in Fig. 6.12c, but the excess appears to be slightly more diffuse in the formerly mentioned
map. More statistics and especially runs performed before the gradient adjustment with
an intact drawer B5 would be needed to better quantify which effect is dominant in the
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Figure 6.12: Excluded sky maps obtained from analyses of 21 observation runs each.
Thus the corresponding live times are (9.4 £0.1)h each, as indicated in
the captions. The drawer B5 was non-functional during the runs used to
create the maps shown in the top row, while it was functional for the plot
in the bottom row. The top left/right plots correspond to the pre-/post-
gain adjustment phases. The bottom row plot uses data from the post-gain

adjustment phase.

generation of the wing-like excess, but it is clear that these are the main reasons.

Due to the increased, artificial excess discussed above the excluded significance distri-
bution shown in Fig. 6.2c deviates from the desired distribution. The excluded signifi-
cance distribution is not compatible with a Gaussian distribution with a mean of zero
and a width of one. Since the excess is due to the negative excess in the lower half of
the sky map and not caused by a real, astrophysical source of VHE gamma rays, the
distribution is still centred around zero with a mean value compatible with this number.
The width, however, is incompatible with one with a significance of 4.80 when ignor-
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Figure 6.13: Excess events resulting from a monoscopic analysis as a function of ©2. The
red line is the radial PSF function following the King profile introduced in
Eq. (5.1) scaled such that the integral of this function in the first bin equals
the number of excess events in this bin. The black curve represents the same

function added to a linear function. The excess distribution was fitted with
the resulting function as described in the main text.

ing the correlation of the bin contents in the sky maps. The deviation from the ideal
shape is asymmetric, though. While there is a large number of bins in the sky map
with moderate negative excess enhancements, there are relatively few bins with positive
excess enhancements, which then tend to be large. In the non-excluded significance
distribution, a bump-like feature is seen around significance values below 150. This is
caused by the source HESS J1303-631 introduced above. The ©2 distribution displayed
in Fig. 6.2d is also influenced by the additional excess. At ©2 values close to zero a clear
excess is visible nevertheless. With increasing ©2 values the excess decreases. As stated
earlier, this is another manifestation of the wing-like excess discussed above, since the
area sampled to create the ©2 plot covers a relevant part of the diffuse excess, as can be
seen in Fig. 6.2a.

To investigate the question if PSR B1259-63/LS 2883 is extended or appears as a
point-like gamma-ray source given the algorithm’s angular resolution, the excess as a
function of ©2 can be compared to the PSF. The PSF calculated for the observation
conditions of the data set analysed here is shown in Fig. 6.13 together with the number
of excess events per bin. The PSF was scaled such that the integral of the PSF over the
first bin is equal to the number of excess events in this bin. Due to the influence of the
wing-like excess discussed above, the agreement between the PSF and the excess event
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Parameter ‘ = o/ [°] v om /[ n/[(1°)7?]
Value 116 4.86x 1072 1.68 —565+81  478+24

Table 6.4: Parameters of the function defined in Eq. (6.1), which describes the excess
distribution as a function of ©2. Parameters without errors are fixed, as
described in the main text.

distribution is not satisfactory. This can be quantified by calculating the reduced x>
value, which takes into account the difference between the PSF function and the excess
events. Here this value is 919. Thus the excess needs to be compared to a function with
a different shape. Since the slope seen in Fig. 6.2d at large ©2 values is different from
zero, the new function is constructed as a linear function added to the King-profile shape
of the PSF introduced in Eq. (5.1). Hence the resulting function is defined as

K'(©%) = = (1—1)-[1+1-@2] em e 4n (6.1)

o2 0% 2y o2 ' ’
The parameters o and  are not subject of the fitting procedure but are determined
from the PSFs calculated for the relevant observation conditions from the Monte Carlo
studies, hence they are identical to the original function K(©2). The parameter = is fixed
by the scaling procedure described above. Only the parameters of the linear function
are fitted, resulting in the values listed in Tab. 6.4. From the y? value of 58.6, given
the number of degrees of freedom of 48, the reduced x? value of 1.2 is calculated, which
corresponds to a p-value of 0.14. Thus it is concluded that, assuming that the excess can
be modelled by a linear function, the excess is compatible with a point-like excess. It
should be noted that for an extended source the width of the PSF would change instead
of the absolute normalisation, thus the addition of a linear function with a moderate
slope will not hide the effect of a source extension on the excess distribution, thus the
conclusion is considered conservative.

Since monoscopic analyses are more susceptible to variations of the NSB level, the
impact of the NSB on the sky maps shown above needs to be investigated. NSB rates
can be calculated from data by investigating the current that needs to be provided to
each pixel. For details of the calculation the reader is referred to Aharonian et al. [139].
In case of the area of the sky observed by CT5 during the PSR B1259-63/LS 2883
observation campaign, the map of the NSB rates is shown in Fig. 6.14. Since only NSB
rates of regions of the sky within the FoV of the camera can be calculated, only infor-
mation about areas which were included in the FoV at least once during the observation
campaign is available. Averaged over the entire FoV, the mean NSB photoelectron rate
is (133 & 46) x 10% p.e.s~!, where the given error represents the rms. Hence the overall
NSB level is on the same order as the level assumed in the Monte Carlo simulations.
Nevertheless, the level is significantly higher in certain regions in the FoV. The maxi-
mum NSB level in the FoV, found close to the bottom of the image, is 790 x 106 p.e.s™1.
This value is caused by the star HIP 64094, also called Theta Muscae, which has an
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Figure 6.14: Average NSB rate per pixel, mapped to coordinates in the sky. No smooth-
ing algorithm was applied. White, dashed circles illustrate the sizes of the
circles defined by the nominal distance cut around the two observation po-
sitions.

apparent magnitude of 5.4. All other features in the NSB map are caused by stars as
well, but all of those have apparent magnitudes of six or more. Hence the NSB level
close to those stars is lower than the NSB level at the position of Theta Muscae. Close
to Theta Muscae another star called HIP 63991 is located, contributing to the apparent
elongation of the high-NSB region north-east of the formerly mentioned star. The ex-
tension of the elevated NSB level regions over several pixels around Theta Muscae and
elsewhere in the field of view have two causes. Firstly, this might be a binning effect,
and secondly, often two or more pixels in the camera will be illuminated by the light
emitted by the respective star. The 80 % containment diameter of the optical PSF of
the telescope is < 0.06°, which is comparable to the FoV of one pixel of the CT 5 camera
of 0.07°. Therefore an enhanced NSB level is expected in several pixels in the sky map
around the true position of a star.

The contribution of the enhanced NSB level around this brightest star to the measured
intensity per pixel per readout window is estimated according to the description in
Sec. 4.1 to be approximately 12.6 p.e. This has an influence on the measured intensity
distribution in the camera and hence also on the distribution of reconstructed directions.
Two cases need to be studied to understand the influence of the NSB on high-level
results. In the first case, the NSB level in adjacent pixels is high enough to pass the image
cleaning criterion. For this at least one pixel would need to measure NSB rates of at least
RYPB =625 x 105 p.e.s™! to fulfill the higher image cleaning criterion, and at least one

114



6.2 Spectrum

adjacent pixel needs to measure rates exceeding R5NSB = %RIFOSB =313 x 10%p.e.s~ L. If
this were the case, the distributions of basic parameters like the length or the width of the
Hillas ellipses would deviate significantly between the pointing positions, since the bright
star is only included in the FoV when pointing towards smaller right ascension values.
These distributions, however, deviate only at the percent level, hence it is concluded
that the high-NSB region does not contribute to the analysis in form of a separate
cluster of pixels with intensities passing the image cleaning procedure. The reason why
this criterion is not fulfilled despite the fact that the sky map pixels around Theta
Muscae have a sufficient average NSB rate to pass the lower image cleaning threshold is
that these rates are not high contemporaneously to the times when the maximum pixel
exceeds the higher image cleaning threshold because the area illuminated by the star’s
light is distributed over two (or more) pixels at these times. However, in the second case,
the high NSB level influences the intensities of pixels in the camera which are exposed
to Cherenkov photons. In this case, for example the distribution of the COGs should
show an increase towards the direction of the region exposed to the bright star. Since
this region moves in the camera by approximately 0.2° during the course of one run,
the COG distribution obtained from one third of a run is studied. The obtained COG
distribution is radially symmetric, with mean values compatible with zero within one
bin width of 0.02° and rms values in both the z- and y-directions deviating less than 1 %
from each other. Thus, the overall influence of the NSB present in the FoV discussed
here on analysis results is found to be negligible.

When performing a stereoscopic analysis, the influence of the broken drawer in the
CT5 camera is expected to be reduced, since information from the other cameras can
be used to reconstruct directions even if the shower images were truncated by the mal-
functioning drawer in the CT 5 camera. In Fig. 6.15a, an excluded sky map resulting
from an analysis of the 140 observation runs fulfilling quality criteria listed in Tab. 6.1
is shown. The analysis algorithm used here is a simple extension of the Hillas analysis
presented in Aharonian et al. [164] enabling analyses of data taken with the H.E.S.S.-IT
array. A negative excess in the lower half of the excluded sky map can still be seen, but
to a lesser extent than in case of the monoscopic sky map. Hence also the significance
distribution shown in Fig. 6.15b is better compatible with the target distribution. The
mean value of the significance distribution is zero, and also the width is compatible with
one within two standard deviations. Interestingly, the overall significance with which
PSR B1259-63/LS 2883 is detected here is slightly smaller than in the monoscopic case
despite the much improved background suppression capabilities introduced by the use of
stereoscopy. The simplicity of the stereoscopic analysis, which uses only cuts on Hillas
parameters to discriminate between gamma-ray induced air showers and hadronic air
showers, is the main reason for the limited sensitivity of that algorithm.

6.2 Spectrum

A fundamental property of any gamma-ray emitter is the differential photon spectrum.
This quantity describes the photon flux per energy bin as a function of the energy. In
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Figure 6.15: Left: Excluded significance map obtained from a stereoscopic analysis. See
Fig. 6.2 for an explanation of the different elements shown in the plot.
Right: Excluded and non-excluded significance distribution resulting from
the stereoscopic analysis.

case of the HAP analysis framework used here, the spectrum reconstruction is based
on the reflected-region background estimation technique. This technique, as discussed
before, allows determining the number of ON, OFF and excess events. The distributions
of those quantities as functions of the reconstructed energy are shown in Fig. 6.16. A
general shape is common to all three distributions. At low energies, the number of events
detected per energy bin after applying all cuts increases with energy. This is caused by
the steep increase of the detection efficiency close to the energy threshold as discussed in
Sec. 5.4. At higher energies the detection efficiency is relatively constant, but the gamma-
ray spectrum of the source and the cosmic-ray spectrum decrease like a power-law with
increasing energy. Therefore also the number of detected events in the ON and OFF
regions and consequently the number of excess events decrease with energy. In case of
the excess distribution, the shape is also influenced by the difference of the gamma- and
hadron-acceptance of the cuts applied to the data, which is energy-dependent. Since the
gamma-hadron separation is worst at low energies, the number of excess events exhibits
an increase at the lower end of the displayed energy range. The energy threshold of
the monoscopic analysis discussed here is shown in the plot, too. This threshold can
be defined either as the energy at which the maximum of the ON distribution shown
in the plot is found or as the energy at which the effective area reaches 10 % of its
maximum value. In the MonoReco algorithm presented before, the second definition is
adopted, although by coincidence the threshold obtained from the first definition would
be approximately the same. Since the value of the energy threshold depends on the
observation conditions, the effective area is averaged over the entire data set, and the
energy threshold is determined from the averaged function. In this case, the energy
threshold is at 178 GeV, which is more than 50 % lower than the lowest energy threshold
of a PSR B1259-63 /LS 2883 analysis published by the H.E.S.S. collaboration of 380 GeV
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Figure 6.16: Distributions of the number of events in the ON and OFF regions, scaled
to equal exposure, and the number of excess events in the ON region as
functions of the reconstructed energy. The short-dashed grey line indicates
the position of the energy threshold of the monoscopic analysis presented in
this work, the long-dashed line indicates the position of the lowest threshold
obtained from H.E.S.S. I analyses in the past.

[53]. In the energy range between these two thresholds, approximately 55 % of the excess
events above the lower threshold are found, demonstrating the good performance of CT 5
and the MonoReco algorithm at previously inaccessible energies.

Before discussing the spectrum itself, the influences of the broken drawer and the
gain gradient discussed in the previous section on the estimates of the number of ON
and OFF events need to be discussed. In Fig. 6.2b, the positions of the OFF regions
are indicated for both wobble offsets. The corresponding number of events in the OFF
regions is shown in Fig. 6.17a, where the OFF regions are counted anti-clockwise starting
from the north-western region. The numbers of events and their uncertainties are scaled
to correspond to the total exposure of the ON region. It can be seen that the number
of events in the OFF regions resembles the shape of the positions of the OFF regions
in the sky map referenced above. This agrees well with the conclusion drawn above
that there is a lack of events at the bottom of the sky map caused by the both the
gain gradient and the broken drawer B5. To further investigate the correlation of the
number of events with the location of the OFF region, in Fig. 6.17b the number of events
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Figure 6.17: Number of events in the reflected-background OFF regions, scaled to cor-
respond to the total exposure. The numbering of the regions given on
the abscissa of the plot on the left is based on their positions in the sky.
Counting starts in the north-western corner and is to be continued in an
anti-clockwise direction. In the plot on the right, the same number of events
in the OFF regions is shown as a function of the declination of the centres
of the regions. The dashed blue line represents the best-fit linear function.

is shown as a function of the declination of the OFF region centres. A clear trend is
observed, motivating a fit with a linear function yielding a slope of (2700 4 100)/° and
a reduced x? value of 19/12 = 1.6. It should be noted, though, that this linear trend is
not expected across the entire FoV, since in case of the ring-background technique the
wing-like excess discussed above is observed instead of a linear gradient.

To study the influence of this gradient on the flux derived from the number of excess
events, the linear fit can be used to estimate the number of background events expected
at the declination of PSR B1259-63/LS 2883 given above. It should be noted that only
the gradient observed in the sky map is relevant for the estimation of the number of
background events in the on region, since a hypothetical, constant offset of the number
of events in the region enclosed by the OFF regions will be eliminated by the background
subtraction technique, and the statistical error of the event numbers does not impact
absolute values of flux estimates. At the position of PSR B1259-63/LS 2883, a number
of background events of 12179 is expected. This deviates from the number of events
of 11926 given in Fig. 6.2d by only 2%, which is a fortunate coincidence. For example
a different choice of the exclusion regions could lead to a larger deviation of the two
numbers of events. Since the flux given in Eq. (5.14) is proportional to the excess,
which in turn is proportional to — Ngpr, the fluxes calculated from the plain application
of the reflected-region technique are estimated to be 2% too high, which is considered
negligible given the much larger systematic effect of, for example, changing atmospheric
conditions discussed in Sec. 2.9 on estimated fluxes. Hence no correction will be applied
in the following to account for the effect of the gradient. Nevertheless an additional
systematic error can be derived from the plots shown in Fig. 6.17. A conservative
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estimate of a symmetric systematic error is derived by dividing the range of the number
of background events, ranging from 10830 to 13500, in half, yielding a relative error on
Norr and thus also on flux estimates of approximately 11 %.

The differential photon spectrum is calculated from the number of ON and OFF events
using a forward-folding technique introduced briefly in Sec. 5.7. Based on the hypothesis
that the spectrum follows a power law, a likelihood function is used to estimate the
number of signal and background events per energy interval for each run given the
measured numbers of ON and OFF events. During the calculation of the estimated
numbers, the effective areas and the energy migration matrices corresponding to the
observation conditions of the respective run are used. From these estimates, the expected
number of excess events <;—§(E)> per energy bin dF and the expected differential photon
flux <%(E)> as a function of the energy can be calculated. Using these results, the flux

%(E) is calculated as

dN de () dN
M<E>‘}§(m'<6m<ﬂ>~ (6.2

The flux points resulting from this technique are shown in Fig. 6.18 together with the
corresponding fit with a power-law function. Flux points are rebinned such that each
point corresponds to a significance of at least 20. Since the significance of the last point
is not sufficient, a flux upper limit is calculated for the energy range starting at the
respective bin. Limits are placed at the flux corresponding to the upper end of the
99.7 % confidence interval of the flux calculated for the respective energy interval. The
x? value quantifying the deviation of the data points from the fit function is 17.0 for
15 degrees of freedom, so the reduced x? value is 1.1. Since this x? value indicates
that the fit function is well-suited for this data set, no other spectral hypothesis was
tested. The resulting fit parameters are given in the inset in Fig. 6.18. While the VHE
part of the spectrum of PSR B1259-63/LS 2883 was known to be compatible with a
power law down to 380 GeV only, it can now be concluded that the data points below
this energy threshold agree well with a power-law fit. Nevertheless, a slight down-turn
towards the lowest energies can be observed in the residuals plot shown in the figure,
where the deviation from the fit function of four data points in a row decreases by, in
total, 30 %. This effect does not affect the conclusion that the power-law fit describes the
spectrum well, because the overall deviation of these data points is still below 20 % and
compatible with the function within two standard deviations, but the observed trend
might indicate the presence of a systematic effect instead of a statistical fluctuation.
One reason for such a trend could be an underestimation of the energy bias at these
energies, since then too few events are migrated from higher-energy bins to lower-energy
bins. Also an underestimation of the energy resolution can lead to such an effect, since
then the number of events with reconstructed energies in a higher-energy bin and real
energies belonging to a lower-energy bin would be underestimated. Such a migration
also occurs from lower-energy bins towards higher-energy bins, but due to the power-law
decrease of the gamma-ray spectrum, too many events would then remain in higher-
energy bins, leading to an observed lack of events at lower energies. Furthermore, also
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Figure 6.18: Differential photon spectrum obtained from a monoscopic analysis of PSR
B1259-63/LS 2883 data. The blue line represents the best-fit power law, the
green uncertainty band represents the statistical uncertainty of the spectral
shape. The arrow represents a flux upper limit. The violet line represents
the best-fit power-law function for data points obtained from a stereoscopic
analysis of the 2014 data. The fit residuals are displayed in the lower panel
as relative deviation of the flux points from the fit function.

an overestimation of the effective area at the respective energies can introduce such
an effect, as can be seen from Eq. (5.14). Such an overestimation can be caused, for
example, by too optimistic assumptions about the optical efficiency of the detector, the
transmissivity of the atmosphere or the number of non-functional pixels in the camera.
All these effects are more important at low energies, because there the showers are faint,
leading to a large relative discrepancy of reconstructed shower properties from the real
shower properties.

To put the obtained spectral parameters into perspective, a comparison with results
from previous observation campaigns and also with results from a stereoscopic analysis
of the 2014 data set can be made. All spectral indices listed in Tab. 6.5 agree with
each other within errors, therefore a superorbital modulation of the spectral index can,
for the years analysed here, be excluded. The agreement of the flux normalisations
obtained from the previous observation campaigns with the flux normalisation resulting
from analyses of the 2014 data set is not investigated here, because different parts of
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‘ 2004 2007 2010 2014 Mono 2014 Stereo
r ‘ 28+0.1 28+£02 29£03 273+£0.05 2.78 £0.08

Table 6.5: Spectral index I resulting from analyses of data obtained from different obser-
vation campaigns and, in case of the 2014 data set, from either a monoscopic
or a stereoscopic analysis of the data. The spectral indices for the 2004-2010
data sets are taken from [53].

the orbit were sampled during the different observation campaigns. Thus altering flux
normalisations are expected and will be discussed in the context of the light curves shown
in Sec. 6.3. Whether the spectral index changes during the course of one orbit is also
discussed in the next section. In case of the 2014 data set, apart from the spectral indices
also the flux normalisations obtained from a monoscopic and a stereoscopic analysis are
compatible with each other. The differential photon flux at 1TeV obtained from a
stereoscopic data analysis is (2.0 £0.1) x 1072 em™2s7! TeV~!, which is compatible
with the flux given in Fig. 6.18 within two standard deviations.

6.3 Variability

As stated earlier, the binary system PSR B1259-63/LS 2883 exhibits flux variability at
all wavelengths. In this section, the variability of the observed VHE gamma-ray flux
and of the spectral index is discussed.

Fluxes above a certain energy threshold are calculated according to Eq. (6.2). They
can be calculated for different periods of time, where the choice of time intervals should be
motivated by the physics that is to be derived from the fluxes. Choosing very short time
intervals, like the duration of a typical observation run of 28 min, yields very large relative
statistical uncertainties of the fluxes, while very long time intervals, like a monthly
binning, result in a too coarse picture of the flux variability, since the gamma-ray flux
is expected to change on time scales of days. As a compromise, a weekly binning is
chosen here. The choice of the energy threshold depends on the data set to be analysed.
In case of the monoscopic analysis presented above, the threshold can be lowered to
approximately 200 GeV, because the safe energy threshold for all but six observation runs
is lower than this energy. In case of the remaining six observation runs, the safe threshold
is 215 GeV. The threshold value of 200 GeV is contained in the energy bin below the bin
starting at 215 GeV, hence the additional uncertainty introduced by choosing the given
threshold value is considered negligible. Whenever the flux is calculated for an energy
threshold below the safe threshold determined by the respective effective area curve,
the calculated flux is an extrapolation of the flux calculated for energies above the safe
energy threshold assuming a power-law shape of the spectrum. The spectral index is
obtained from the spectral reconstruction presented above. The resulting flux above
200 GeV as a function of the time is shown in Fig. 6.19a. For reference, the disk crossing
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Figure 6.19: Integrated photon fluxes above energy thresholds of 200 GeV (top left),
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600 GeV (top right and bottom left) and 1 TeV (bottom right) with a night-
wise binning (bottom left) or a weekly binning (all other plots). Negative
fluxes result from negative estimates of the number of excess photons. The
times of the disk crossings and the periastron are marked by dashed grey
lines as explained in the caption of Fig. 6.1. The time during which the
Fermi flare occurred is indicated by the shaded grey area. H.E.S.S. I data
from previous observation campaigns was re-analysed as explained in the
main text. Horizontal error bars represent the time range during which the
fluxes are averaged. Two types of vertical error bars are shown. The smaller
bars represent statistical uncertainties only, larger error bars represent the
quadratic sum of statistical and systematic uncertainties as explained in the
main text. The dashed blue line in the top left plot represents a fit with a
constant of the data points in the time range covered by the fit function.



6.3 Variability

times, the time of periastron and the time the Fermi flare was ongoing are highlighted
as explained in the caption of the figure. The latter time range is defined by the time
the flaring started in 2011 and by the time the flaring activity has vanished in 2014 [94].
The displayed statistical error bars represent the 68 % confidence intervals of the photon
flux calculated with the method by Rolke et al. [173] from the number of ON and OFF
events and the exposure ratio a. Since the number of excess photons can be negative
due to upward fluctuations of the number of OFF events, also the photon flux calculated
from the number of excess photons can be negative. Systematic uncertainties, which are
also shown, are discussed below.

Approximately 60d before periastron the flux shown in Fig. 6.19a is low, despite the
fact that this conclusion is to be taken with care since the statistical errors are large
because only one run contributed data to this flux point. The next two flux points,
at approximately 37d and 31d before periastron, demonstrate that the flux is very
high compared to the low flux measured far away from periastron at for example 70 d—
80d after periastron. The orbital phase approximately two weeks before the first disk
crossing was not sampled before at VHEs. After the first disk crossing, the flux is high
and decreases towards periastron, a trend that can also be seen in the night-wise light
curve of fluxes above an energy threshold of 600 GeV shown in Fig. 6.19c. The last run
contributing to the weekly flux point right before periastron ended approximately 13.5h
before the nominal time of periastron at an MJD of 56781.42 [57]. Shortly after the
second disk crossing the flux is high, and also during the time of the Fermi flare a high
flux, similar to the flux level at the time of the second disk crossing, is observed. This
is the first time that such a high flux was observed for several days contemporaneously
to observations performed with Fermi-LAT while the HE gamma-ray flare was ongoing.
The last flux point at approximately 77d after periastron indicates that the flux is very
low after the time of the Fermi flare.

It was investigated whether the flux values between 41d before periastron and 53 d
after periastron are compatible with a constant by fitting these data points with a
respective function. In the fitting procedure only statistical errors were considered. The
resulting best-fit function, which corresponds to a value of 2.34 x 10~ ph/ecm?/s, is
shown in Fig. 6.19a. From the reduced x? value of 13.7/7 = 1.96 the p-value can be
calculated, which is 5.7% in this case. Thus the described set of data points is just
compatible with a constant at the 95% confidence level. It should be noted that by
fitting these data points it is not tried to claim that the flux is constant between the two
given fiducial dates, since there are gaps in the time range covered by the data points.
Only the fluxes shown in the plot were tested for compatibility.

For a more complete picture of the light curve, in Figs. 6.19b—6.19d the light curves
obtained from re-analyses of data from previous observation campaigns are shown to-
gether with the 2014 light curve. A re-analysis of archival data was necessary to allow
similar light curve binnings as the binning chosen for the monoscopic analysis. For the
re-analyses, the multi-variate analysis technique by Ohm et al. [174] was used. Since the
safe energy thresholds of the H.E.S.S.-I analyses are much higher than the fiducial value
of 200 GeV used for the calculation of the fluxes shown in Fig. 6.19a, significantly higher
thresholds of 600 GeV and 1TeV are chosen, respectively. These thresholds are high
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6 Analysis of the 2014 PSR B1259-63/LS 2883 Data

enough to further allow for calculations of fluxes from a H.E.S.S. I-type analysis of the
2014 data set, which are therefore included in the respective plots as well. In Fig. 6.19b
it can be seen that between approximately 110d and 40d before periastron the mea-
sured flux is comparatively low and compatible with a constant. Between 42d and 30d
before periastron, an increase of the flux by a factor x of approximately 2.7 + 0.8 can
be observed in the results from a monoscopic analysis and, in a similar fashion, from a
stereoscopic H.E.S.S.-I analysis of the 2014 data set. Flux levels obtained from these
two analyses are compatible with each other within systematic uncertainties. To further
strengthen the argument that the observed increase of the flux during the mentioned
part of the orbit is not an artefact of the analysis or of the calibration of the detector,
a cross-check was performed by other members of the H.E.S.S. collaboration using the
Model++ analysis [146], which in addition makes use of an independent calibration pro-
cedure. Results from such an analysis show a similar flux enhancement at this part of the
orbit, a result to be made available in a future publication. This cross-check indicates
that the high flux state is not an artefact of calibration or analysis techniques. Such
a flux increase has not been observed before. A 99.7% confidence interval of the flux
increase factor x can be calculated using a profile likelihood approach. It is assumed
that the distribution of measured values ®; at a point in time 7T; follows a Gaussian
distribution around the true flux <I>Z-T. The second flux can be expressed in terms of the
first flux via the relation

ol = xToT. (6.3)
The superscript T denotes the true value of a parameter. Then the profile likelihood
function A\(k) can be defined as

M) = HELEIL ).
L((ph H|(p17 ()02))
where L is a likelihood function and hats denote the maximum likelihood estimators of
the respective quantities. The likelihood functions are constructed as the product of two
Gaussian distributions of the two measured fluxes ®;/,. Confidence intervals of x can
then be calculated from the quantity —2log A\, which follows a x? distribution with one
degree of freedom. In case of the two flux points mentioned above, the lower limit of the
99.7 % confidence interval of the flux increase factor is 1.4. Thus the hypothesis that the
flux is constant on the time scale of days at this part of the orbit can be rejected.
Between the time of the pulse disappearance during the first disk crossing and the end
of the disk crossing at roughly 8 d before periastron, the flux again increases by a factor
of 2.4 + 1.2, which is just compatible with a constant flux at the 20 level. An exact time
of the end of the disk crossing is not known yet. Here it was chosen to be the upper
end of the first flux point of the 2004 data set, since this flux point represents the local
maximum of the measured fluxes. Around the time of periastron the flux is lower than
the maximum flux observed after the nominal time of the first disk crossing by a factor
of 2.3 + 1.1, which is a new result since previous observation campaigns could not cover
this part of the orbit.
Shortly after the second disk crossing, the flux increases to levels similar to the flux
observed at the time of the first disk crossing. After the end of the second disk crossing

(6.4)
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the Fermi flare occurred in 2011 and reoccurred in 2014, as mentioned in Sec. 2.8.6.
During the H.E.S.S. observation campaign in 2010 and 2011, the coverage of this part
of the orbit was limited, yielding approximately 2.5h of live time during the time of
the flare based on the data selection criteria listed in Tab. 6.2. In 2004, data worth
another 5h of live time were collected. The first two data points of the latter data set
inside the time range corresponding to the Fermi flare indicate that the flux at this part
of the orbit is on a similar level as shortly after the disk crossings. However, since no
experiment covering the HE gamma-ray band observed PSR B1259-63/LS 2883 at this
part of the orbit at that time, the existence of a flare in the respective energy band could
not be inferred. The fluxes measured in 2014 are compatible with the fluxes obtained
from the re-analysed data from 2004 and also indicate a high flux state at the time
of the Fermi flare. Considering fluxes obtained with the monoscopic analysis only, the
deviation of either of the fluxes inside the time range of the Fermi flare from the last
flux measured before the start of the flare is less than 3%. At 99.7 % confidence level,
the flux increase factor is between 0.37 and 1.9. Hence it can be claimed that, while for
the first time a high flux was measured in the VHE gamma-ray band contemporaneously
with measurements in the HE gamma-ray band during a large part of the time of the
flare, a flux increase of 2 1.9 can be excluded. At the end of the nominal time of the
flare and later, the flux decreases to levels measured at the lower end of the time range
displayed in Fig. 6.19b.

Most of the calculated photon fluxes shown in Fig. 6.19b obtained from different obser-
vation campaigns or from different analysis chains agree with each other within statistical
errors when they correspond to similar parts of the orbit of PSR B1259-63/LS 2883.
In addition to statistical uncertainties, also systematic uncertainties need to be taken
into account when discussing the compatibility of flux points. In general, a systematic
uncertainty on calculated fluxes of 20 % is stated for H.E.S.S. results due to the influ-
ence of changing atmospheric conditions. This number is adopted also when comparing
results from the same observation campaign but different analysis techniques, because
the different quality criteria applied to select runs for either monoscopic or stereoscopic
analyses yields non-identical sets of selected runs. Due to the short time scale of chang-
ing atmospheric conditions, like an increase or decrease of the relative humidity of the
air or the presence of thin layers of clouds in the FoV of the telescopes, the atmospheric
transparency can indeed change from run to run, so that the quoted value of the sys-
tematic uncertainty is considered to be a realistic choice. In addition, the systematic
uncertainty introduced by the varying number of OFF events per circular OFF region,
as discussed above, is estimated to be 11 % in case of the monoscopic analysis. Adding
these two systematic uncertainties in quadrature yields a total uncertainty of 23% in
case of the monoscopic analysis. In case of the stereoscopic analyses also the fact that
the safe energy thresholds for individual runs can be higher than the energy above which
the fluxes are calculated is a cause of systematic uncertainties. The magnitude of this
uncertainty is estimated to be 10 %, yielding a total error of 22 %.

Within uncertainties, all fluxes measured at similar parts of the orbit are compatible
with each other apart from the last points of each of the 2014 analyses as shown in
Fig. 6.19b. There are also several data points with only marginally overlapping confi-
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dence intervals, for example at 38 d before periastron. One reason for this discrepancy
could be a differing set of runs contributing to both analyses providing the two data
points. To investigate this hypothesis, a light curve with a finer time binning can be
discussed. A night-wise light curve using the same energy threshold above which fluxes
are calculated as in Fig. 6.19b is shown in Fig. 6.19¢. All night-wise fluxes obtained
from the two analyses of 2014 data contributing to the mentioned weekly flux points
at approximately 38 d before periastron are compatible with each other. However, it is
noted that there is no counterpart for the first data point resulting from the monoscopic
analysis in this time range. For each of the remaining nights, the fluxes are compatible,
and no systematic shift between the fluxes obtained from the monoscopic analysis and
the fluxes resulting from the stereoscopic analysis is apparent. This also holds for other
parts of the orbit. Furthermore, the fact that for several nights the uncertainty intervals
do not overlap is expected since only 68 % intervals are shown. Among the 44 nights
for which both monoscopic and stereoscopic flux points are available, the agreement is
satisfactory. The reduced x? value is 31.0/43 = 0.72, and the distribution of the signifi-
cances of the flux differences is best-fit with a Gaussian distribution with a mean value
of (0.25 £0.24)0 and a width of (1.10 £ 0.29)0. This distribution is compatible with a
Gaussian distribution with a mean of zero and a width of one, thus it is concluded that
the deviation of the fluxes obtained from the two different analyses of the 2014 data set
do not deviate more than expected due to statistical fluctuations. It was ignored that
the data contributing to the two sets of flux points are mildly correlated.

Apart from the previous discussion of the agreement of fluxes obtained from different
analyses of data from the same observation campaign, also the compatibility of the
fluxes obtained from different years should be investigated. A x? test can be performed
to compare fluxes from nights with equal displacement from the respective periastron
from any of the observation campaigns for which at least two fluxes are available. For
the 2014 data, only the monoscopic fluxes are considered. The uncertainties used in the
comparison were calculated as the average of the lower and upper ends of the total errors
shown in Fig. 6.19¢ in order to convert the orginally asymmetric errors into symmetric
errors. In total there are 18 nights fulfilling the given criteria, covering times from
approximately 30d before periastron until approximately 75d after periastron. Data
from all years are included in the test after applying the selection. The resulting x?
value is 17.4. Given the number of degrees of freedom of 17 it is concluded that there is
no indication of inter-orbital flux variability.

To investigate the energy-dependence of the light curve, fluxes at energies above 1 TeV
are shown in Fig. 6.19d. The flux values obtained from the re-analyses of archival data are
compatible with the published results for the 2004 and 2010/11 observation campaigns,
whereas the results of the re-analysis of the 2007 data differ partially from the published
results. The fluxes of the period labelled “April”, “June” and “August” in Fig. 4 in
Aharonian et al. [52] are compatible with one of the weekly fluxes displayed in Fig. 6.19d
which contribute to the respective monthly time bins. However, one of the respective
weekly fluxes deviates from the published value at the 20 level. Since the flux emitted
by PSR B1259-63/LS 2883 is not constant in time, especially around the time of the
flux increase before the first disk crossing, the exact choice of runs contributing to the
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analysis is of importance. Since the run list used by the authors of the publication is
not available, further compatibility tests could not be performed.

It can be seen that, while the overall flux level is lower at energies above 1 TeV than
above 600 GeV, the most important properties of the light curve like the ratio of the high
flux before the first disk crossing and the times before this flux increase, the similarity
of the fluxes measured during the disk crossings and the Fermi flare or the fact that the
flux is low between the two disk crossings remain unchanged. During the time of the
Fermi flare, however, a discrepancy of < 20 between the flux points at approximately
48d after periastron can be observed. This is the largest discrepancy observed between
the two different analyses of the 2014 data sets, thus the reason of the deviation was in-
vestigated in more detail. The observation conditions during the respective nights were
stable, and PSR B1259-63/LS 2883 was observed at favourable zenith angles around
40°, hence systematic effects occurring at large zenith angles can be excluded. Another
possibility would be either an underestimation of the effective area of the monoscopic
reconstruction algorithm or an overestimation of the stereoscopic reconstruction algo-
rithm. To investigate the former hypothesis, photon fluxes were calculated for energies
in a restricted range between 1TeV and 3 TeV. Both reconstruction algorithms are ex-
pected to perform stably in this range. However, the observed fluxes changed on the level
of a few percent only. Thus also an underestimation of the monoscopic effective area is
considered unlikely to be the cause of the observed flux difference. An overestimation of
the stereoscopic effective area could, for example, be caused by a large number of broken
pixels in one or more of the cameras of CT 1-CT 4. This, however, is not the case during
any of the runs contributing to the respective flux points. The fraction of broken pixels
varies only marginally over the entire 2014 observation campaign. Thus the origin of the
flux difference is assumed to be caused by statistical fluctuations.

Apart from the flux variability discussed above it was also investigated whether the
spectral index is variable. As already discussed, the spectral indices obtained from
analyses of the data from different years are compatible with each other, thus there is
no evidence for inter-orbital index variability. For the 2014 data set analysed with the
MonoReco algorithm, the spectral index as a function of the observation period is shown
in Fig. 6.20a. Fitting the data points with a constant results in a x? value of 7.3 for a
number of degrees of freedom of three. These numbers can be converted to a p-value,
which corresponds to the probability that the observed deviation of the indices from a
constant value is due to fluctuations of the measured indices around the constant, true
index. Here the p-value is 0.06, thus the measured spectral indices are compatible with
a constant at the 2o level.

In addition it was also tested if the spectral index is correlated with the integrated pho-
ton flux above energies of 1 TeV. Results from analyses of monthly periods of data from
all available observation campaigns was used to provide the data shown in Fig. 6.20b.
Published results were used for the data points from 2004, 2007 and 2010/11. Together
with the data points, also a fit with a constant value and with a linear function are
shown. The x? value of the linear fit is 12.7 for a number of degrees of freedom of 10,
yielding a reduced x? value of 1.3. Fitting the data with a linear function improves the
reduced x? value marginally to approximately 1.1. In this case the resulting slope of the
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Figure 6.20: Left: Spectral index obtained from a monoscopic analysis of the 2014 data
set as a function of time. Right: Spectral index as a function of the inte-
grated photon flux above energies of 1 TeV. Results from analyses of data
from all years were used as input for the latter plot. Data points were fitted
with a constant value and, in case of the plot on the right, also with a linear
function. Fit results are discussed in the main text.

linear function is —0.2 4 0.1/(10~*2 ph/cm?/s). It should be noted that the resulting
deviation of the slope from 0/(10712 ph/cm?/s) is entirely caused by one single data
point at a flux value of approximately 2.1 x 1072 ph/cm?/s. Excluding this data point
from the fit leads to a fit function that has a slope of 0.0 £ 0.2/(1072 ph/cm?/s). This,
together with the fact that the linear fit is only marginally preferred over the fit with
a constant, leads to the conclusion that the spectral index is not correlated with the
integrated photon flux.

6.4 Discussion

In this section, the results discussed above are put into context by comparing them to
results from observations at other wavelengths. Results from contemporaneous obser-
vations by Fermi-LAT in the HE band are compared with the spectra and light curves
obtained from H.E.S.S. observations around the 2014 periastron. From the measured
fluxes, also the maximum energy deposited into VHE gamma-rays is calculated. In
addition, measured light curves are also compared to two model predictions.

6.4.1 Multi-Wavelength Spectral Energy Distribution

The spectral energy distributions (SEDs), calculated as the differential photon fluxes
multiplied by the squared energy corresponding to the mean of the respective bin, ob-
tained from Fermi-LAT observations around the 2010 and the 2014 periastra [93], are
shown in Fig. 6.21. These SEDs correspond to the times of the Fermi flare only. For
comparison, also the VHE spectrum obtained from a monoscopic analysis of the data set
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Figure 6.21: Spectral energy distributions resulting from analyses of Fermi-LAT data
obtained during the 2010 and 2014 flare periods by Caliandro et al. [93]
and from a monoscopic analysis of the H.E.S.S. data from observation pe-
riod P2014-06. Best-fit power-law functions are shown for all distributions
individually. Upper limits were not considered during the fitting proce-
dure. Due to the large statistical uncertainties, the reduced x? values are
0.14/2 = 0.07 and 0.38/2 = 0.19 for the 2010 and 2014 Fermi-LAT data
sets, respectively. In case of the H.E.S.S. data, this value is 9.5/13 = 0.73.
The grey, long-dashed line represents the best-fit power-law function of the
two 2014 data sets. Results of this fit are discussed in the main text.

obtained during observation period P2014-06 is shown in the plot. The latter data set
corresponds to the central part of the time range covering the Fermi flare. Together with
the data points, also fits of the SEDs with simple power-law functions are shown. In case
of the fits of the Fermi-LAT results, upper limits were not taken into account in the fit.
The best-fit index of the SED fits is 1.0 + 0.3 for both data sets. This translates to an
index of the differential photon spectrum of 3.0 + 0.3. For better visibility, the drawn
energy ranges of the fit functions were extended to roughly 100 GeV. Together with the
H.E.S.S. SED the fit function describing the differential photon flux multiplied by E? is
shown. Hence the spectral index of the differential flux is 2.5 £ 0.1 as previously shown
in Fig. 6.20. It can be seen that at an energy of 1TeV, both Fermi-LAT fit functions
deviate from the VHE curve by approximately two orders of magnitude. This is even a
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conservative estimate, since often a convex curvature is assumed for the fit function of
the Fermi-LAT data, as shown in Fig. 5 in the publication by the H.E.S.S. Collaboration
et al. [53]. To further quantify the compatibility of the data points in the two energy
regimes, a combined fit with a power-law function was performed, again not taking into
account upper limits. The resulting fit function is also shown in Fig. 6.21. The y? value
of the power-law fit is 20.7 for 17 degrees of freedom, resulting in a reduced y? value
of 1.2. While this value indicates that the fit function describes the data points well,
it should be noted that all upper limits are strongly violated by this function. As the
displayed upper limits exclude fluxes higher than the limit at the 95 % confidence level,
also the combined fit function can be excluded at this confidence level. A spectral fit
function with a convex curvature was not tested since no improved fit quality is expected
as the H.E.S.S. spectrum is harder than the Fermi-LAT spectra.

From the incompatibility of the HE and VHE data points it can be concluded that
either different particle populations or different locations, and hence different physical
environments, are involved in the production of emission in the respective energy do-
mains. For the HE radiation, the origin of the emission is considered to be the unshocked
pulsar wind according to Khangulyan et al. [175; 56]. An estimate of the bulk Lorentz
factors of the electrons in the pulsar wind is derived by Khangulyan et al. [56] from
a comparison of the model predictions with the measured HE gamma-ray SED. This
Lorentz factor is on the order of I', = 10*. The average energy (Ey) of photons after an
IC scattering process with electrons of such Lorentz factors can be calculated as

4

(Ey) = grg : E3> (6.5)
where Eg is the photon energy before the scattering process. To produce photon energies
of B, ~ 1TeV, target photon energies of Eg ~ 10keV are required, corresponding to X-
ray energies. The thermal components of the radiation fields created by the star and the
circumstellar disk are dominated by infrared, optical and UV wavelengths and not by X-
rays. X-ray photons can instead be created by non-thermal processes, most importantly
via synchrotron radiation of electrons in strong magnetic fields. However, it has been
argued by Kong et al. [176] that the gamma-ray luminosity of such a synchrotron self-
Compton process is expected to be too low by several orders of magnitude. The expected
HE gamma-ray luminosity below 1 GeV caused by IC scattering of electrons with Lorentz
factors of 10 on stellar radiation fields is three orders of magnitude higher than the VHE
gamma-ray luminosity invoked by the synchrotron self-Compton process involving the
same electrons. According to the results shown in Fig. 6.21, however, it can be seen that
the HE and VHE gamma-ray luminosities are roughly on the same order of magnitude.
Hence the unshocked pulsar wind is not the source of the VHE emission, while the
shocked pulsar wind electrons are believed to be responsible for the VHE gamma-ray
production.

6.4.2 VHE Gamma-Ray Luminosity

Before comparing the VHE gamma-ray light curve to light curves measured at other
wavelengths, several fundamental properties of the binary system can be calculated
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from the observed flux levels. Assuming an isotropic emission of VHE gamma rays,
the total luminosity Lyyg of this emission can be calculated from the distance to PSR
B1259-63/LS 2883 of d = (2.3 £ 0.4) kpc and the measured energy flux ® at a certain
point in time as

Lvue(E > Ey) = 4nd? - d(E > Ep), (6.6)

where Fj is a threshold energy above which the fluxes are measured. The energy flux
® g can be calculated from photon fluxes ® based on the parameters of the gamma-ray
spectrum. The conversion between the two types of fluxes is done according to the
equation

by =Sp- 9. (6.7)
The scaling factor is calculated as an average energy according to the formula
EII]aX dN
. E- S5 (E)dE
Sp=—5— (6.8)
N (B)dE
Emin

Since for all observation campaigns the spectra dN/dE were fitted with simple power-
law functions, the evaluation of the integrals is trivial, so that the scaling factor can be

expressed as
—T+1 ELI+2_ p-I+2

SF — . max min . (69)
- + 2 Er;lg)jrl _ Er;il;l+1

Spectral indices I' are assumed to be positive here. The minimum energy F, is given
by the energy threshold above which fluxes are calculated, the maximum energy Fy.x is
set to infinity. Since the flux is variable, also the calculated total luminosity will cover
a range of values. Far away from periastron, the measured fluxes are compatible with
or even below zero, hence the minimum luminosity is Oergs~!. For fluxes measured at
energies above a fiducial value Ey obtained from the monoscopic analysis of the 2014
data set, the maximum luminosity LY{5E(E > Ep) is given in Tab. 6.6. For reference,
the calculated VHE gamma-ray luminosities are also expressed as fractions of the pulsar
luminosity E =83 x10% erg s~ and the stellar luminosity Lgtar = 2.4 X 1038 erg s7L.
For average PWNe detected at VHEs, the VHE gamma-ray luminosity corresponds to
roughly 1% of the respective pulsar’s spin-down power, but also values up to 10%
were observed [5]. The value found here is consistent with these numbers. Since the
stellar luminosity dominates the luminosity of the binary system, the VHE gamma-ray
luminosity is not given separately as a fraction of the total luminosity of the binary
system. Uncertainties were derived from the statistical uncertainties of the distance, the
flux and the spectral index using a Gaussian error propagation approach. Systematic
uncertainties are not included in the numbers given in the table, but can easily be
calculated from the systematic uncertainty on the flux measurement of 23 % introduced
earlier.

Previous publications of the average integrated VHE gamma-ray luminosity above
1TeV assumed a distance from Earth to PSR B1259-63/LS 2883 of 1.5kpc [51; 52].
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Eo | L¥a(E > Eo) / lergs™]  L¥EG(E > Eo)/E LYFL(E > Eo)/Lstar

200 GeV (1.340.6) x 103 (1.6 £0.7) % (5.442.5) x 1073 %
1 TeV (442) x 10% (0.5+0.2) % (1.74£0.9) x 1073 %

Table 6.6: Maximum VHE gamma-ray luminosities LU (E > Eo) for energies exceed-

ing the threshold energy Ey. Values were derived from the monoscopic anal-
ysis of the 2014 data set. The maximum energy up to which fluxes are taken
into account is 30 TeV. The obtained luminosities are also given as fractions
of the pulsar’s spin-down power F and the stellar luminosity Lgtar. Only
statistical uncertainties are given. A distance to the system of 2.3kpc was
assumed.

Scaling the published results to the current distance estimate, the resulting luminosities
are (1.9 4+ 0.5) x 1033 ergs™* and (1.4 £ 0.5) x 1033 ergs™! for the 2004 and 2007 data
sets, respectively. For the 2010 data set [53], no luminosity estimate was published, but it
can be calculated from the spectral index and the measured photon flux according to the
above prescription. From the published values, a luminosity of (2.2 £ 0.9) x 103 ergs™!
is calculated. All these luminosity estimates are calculated from the respective average
fluxes, thus the fact that the corresponding luminosities are lower than the maximum
luminosities calculated for the 2014 data set is expected. In the latter case the maximum
flux was chosen since the definition of an average flux is considered arbitrary given an
uneven sampling of the light curve of a variable source, while the maximum VHE gamma-
ray luminosity can be a parameter constraining theoretical models. The best agreement
between the maximum luminosity from 2014 and an average luminosity from another
year is found for the 2010 data set, which is expected since at that time the high-flux
period between the second disk crossing and the Fermi flare was sampled. These two
luminosities are compatible with each other within uncertainties.

6.4.3 Multi-Wavelength Light Curve

The VHE gamma-ray light curve presented above can also be compared to the fluxes
measured at other wavelengths. In Fig. 6.22, results from 2014 observations at HEs
and at X-ray energies are shown together with the equivalent width of the H, line as
a function of the time. In panel a of this figure, the HE gamma-ray light curve with
a weekly binning as measured with Fermi-LAT around the previous two periastron
passages is plotted. As discussed previously, the prominent flare after the second disk
crossing is observed during both years. During the parts of the orbit before the flare,
drawing conclusions is difficult as only flux upper limits could be placed except for one
bin in 2010. Especially the time before the first disk crossing at which a high flux was
measured at VHEs close to the 2014 periastron passage is of interest, since a detection of
an increased flux at other wavelengths would help to identify the reason of the observed
flux increase. In the HE gamma-ray light curve shown in the figure, it can be observed
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Figure 6.22: Panel a: HE gamma-ray light curves measured by Fermi-LAT around the
2010 and 2014 periastra. The unit of the displayed flux above 100 MeV is
1079 cm=2s~!. Panel b: X-ray light curves obtained from all years between
2004 and 2014 from measurements with the experiments listed in the leg-
ends. The flux unit is 107" ergem™2s~!. Panel ¢: Equivalent width of the
H,, line for the 2010 and 2014 periastra with either the SALT or the SAAOQ
telescopes. Taken from Chernyakova et al. [79].

that, in case of the 2014 data set, the flux upper limits are higher at the corresponding
part of the orbit than before or after this period of time by a factor of approximately two
to three. Given that the exposure is equal for all time bins before the time of the flare [93],
this indeed indicates a higher number of HE gamma rays detected per time, but more
statistics are needed to allow drawing firm conclusions. Furthermore the fact that in 2010
no such increased upper limits are found hints towards the conclusion that the higher
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2014 upper limits are caused by statistical fluctuations if flux periodicity is assumed. In
addition, in the biweekly-binned light curve shown in Fig. 2.7, there are several significant
flux points around periastron and around the disk crossings, but only upper limits at
the time of the high VHE gamma-ray flux state before the first disk crossing. These
upper limits are at flux levels similar to or lower than the significant fluxes measured
afterwards, further strengthening the argument that there was no increased HE gamma-
ray flux at that part of the orbit in 2010. A higher sensitivity at HEs would be needed
to investigate the question whether a light curve with a short-term structure similar to
the one observed at VHEs is found. For future periastron passages, also an increase of
the exposure accomplished by altering the pointing strategy of the Fermi satellite could
lead to an increased number of significant flux points.

At X-ray energies, the part of the light curve before the first disk crossing is sampled
sparsely, as shown in panel b of Fig. 6.22. Between 50d and 30 d before periastron, only
one flux point from 2004 is available, limiting the comparability of the VHE gamma-ray
and X-ray light curves. This flux point does not correspond to a part of the orbit at
which the high flux at VHESs is measured, thus no further conclusions about the presence
or absence of a high X-ray flux can be drawn. During later parts of the orbit, the well-
known double-peak structure is seen, as well as the absence of a flux increase at the time
of the HE gamma-ray flare.

In panel ¢ of Fig. 6.22, the equivalent width of the H, line is shown. As already
discussed in Sec. 2.8.4, this quantity can be interpreted as a measure of the growth or
decay of the circumstellar disk. At the time of the high VHE gamma-ray flux before
the disk crossing, there are no indications of a change of the equivalent width, which is
expected since the distance of the pulsar from the star is still too large at this part of
the orbit to have an effect on the disk structure.

6.4.4 Comparison of Energy Fluxes with Model Predictions

The VHE gamma-ray light curve for fluxes above 1 TeV can also be compared to model
predictions. Here the measured light curve is compared to predictions from models by
Khangulyan et al. [175], which is a successor of the model by Khangulyan et al. [100],
and Zabalza et al. [177]. In both models, the VHE gamma-ray emission is assumed to
be produced by electrons through IC scattering. The electrons themselves are thought
to be produced by the pulsar, which emits such electrons as part of the pulsar wind. At
the termination shock, the structure of which differs between the two models, the pulsar
wind electrons can be accelerated to the required TeV energies. Several assumptions
about the binary system’s parameters are made. The pulsar wind is assumed to be
isotropic, and the parameters of the massive star and of the orbit are assumed to be
similar to those given in Sec. 2.8 if not specified differently here. The models were
implemented by D. Khangulyan, who generously provided the author of this dissertation
with the software package capable of calculating SEDs and light curves from theoretical
assumptions. In this framework it is assumed that the generation of the non-thermal
spectra happens in a quasi-steady regime in which the physical conditions encountered
by the particles participating in the shock acceleration change on time scales that are
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much longer than the time scales needed for the particles to be accelerated or to be
cooled. In the following paragraphs, only the predicted VHE gamma-ray light curves
will be compared to measurements. A comparison of predicted multi-wavelength SEDs
with data is left for a future publication.

In the model by Zabalza et al. [177], two different locations of particle acceleration are
proposed. As already discussed in Sec. 2.8.8, one shock front is formed at the contact
discontinuity of the stellar and the pulsar winds, where the ram pressures of the winds
emitted by the pulsar and by the star LS 2883 balance. In the model discussed here, this
shock front is proposed to accelerate shocked pulsar wind electrons to GeV energies. A
second shock front is thought to be formed in the opposite direction of the massive star
as seen from the compact object. This shock formation is a result of the orbital motion
of the pulsar around the star, which leads to a wind collision zone due to the fact that
the relativistic pulsar wind catches up with the much slower stellar wind. This shock
front is hypothesised to be able to accelerate electrons to TeV energies. In addition
to the system’s parameters given in Sec. 2.8, several other parameters were specified.
The surface temperature of LS 2883 is assumed to be 30000 K, and the stellar radius is
assumed to be 8.6 Ry. Both values are contained in the ranges of values given in the
aforementioned section. Particle acceleration at the shock fronts is not simulated directly,
but instead a power-law spectrum of the resulting electron population with an index of
1.8 was assumed. The energy flux & above 1 TeV as a function of time predicted for the
given set of parameters is shown in Fig. 6.23, together with the data points converted
from those shown in Fig. 6.19d. For each observation campaign the spectral index I'
listed in Tab. 6.5 is used. Due to the choice of the very hard electron spectrum the
predicted maximum flux is on the correct order of magnitude. Nevertheless, the general
shape of the predicted light curve is incompatible with observations. Especially the fact
that the flux is maximal very close to periastron does not agree with the fact that a local
flux minimum is observed at this part of the orbit. Variants of this model can predict
the light curve of other binary systems like LS 5039 or LS I 461°303 in a satisfactory
manner, but, as suspected by the authors of the model, the effect of the very different
orbital parameters and especially the presence of a dense circumstellar disk around the
host star render the model non-applicable to the case of PSR B1259-63/LS 2883.

The model by Khangulyan et al. [175] was studied as well. In this model, the existence
of only one shock front is assumed, which is located at the wind collision zone between
the two binary components. Furthermore, particle escape from the wind collision zone
is also taken into account by simulating the effect of this on the system as adiabatic
energy losses. A very important parameter is the index of the electron spectrum. As
discussed in Sec. 2.8.8, the index of the electron spectrum I'e can be calculated from
the observed gamma-ray spectral index I'as I'e =T" — % under the assumption that the
IC scattering takes place in the Klein-Nishina regime. From the fit of the monoscopic
spectrum discussed in Sec. 6.2, an index of I' = 2.73 4+ 0.05 was derived. This translates
to an electron index of I', = 2.23 + 0.05. It is noted that the index of 1.8 specified above
for the model by Zabalza et al. [177] is not compatible with the anticipated value of
2.23, but this harder index was necessary to yield orders of magnitude of the predicted
fluxes. Inserting the latter value into the model by Khangulyan et al. [175] yields fluxes
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Figure 6.23: Energy fluxes above 1TeV obtained from analyses of data taken around
all periastron passages observed with the H.E.S.S. telescopes. Flux points
are converted to energy fluxes from those shown in Fig. 6.19d. In addition,
energy flux predictions obtained from the models by Zabalza et al. [177] and
Khangulyan et al. [175] are displayed. The models labelled Khangulyan
and Khangulyan2 differ only by the choice of the spectral index of the
VHE electrons, as explained in the text. These indices are 2.23 and 2.3,
respectively.

that are too high at several parts of the orbit, for example at the time of the second
disk crossing. Altering the index to I'. = 2.3, however, results in a predicted light curve
which matches the observed light curve better. Both simulated light curves are shown
in Fig. 6.23. Several key features of the light curve, like the double-peak structure with
maxima around the times of the disk crossings and a local minimum around the time
of periastron, agree well with observations. Especially the second peak of the predicted
light curve agrees very well with the data points, while the first peak is too high by
factors of a few for large parts of the parts of the orbit before the first disk crossing.
It should be noted, though, that the high flux values measured in 2014 before the first
disk crossing are indeed predicted by this model. In contrast, the low fluxes measured in
2007 approximately 25d-13d before periastron are not predicted. Given the fact that
this flux decrease happens so shortly before the nominal disk crossing suggests that a
more complex interaction of the pulsar with the disk might cause this TeV flux decrease.

The general structure of the predicted light curve is a result of simulations taking into
account the stellar and neutron star parameters mentioned above as well as geometrical
aspects influencing the observed intensity of the VHE gamma rays produced by IC
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scattering. Two different electron populations can participate in IC scattering processes.
In the first case, the electrons in the unshocked pulsar wind can scatter off photons of the
stellar and disk radiation fields, in the second case shock-accelerated electrons interact
with the same photon fields. The increasing VHE gamma-ray flux levels are caused by
the increase of the particle and photon densities as the pulsar approaches the star around
the time of periastron. However, a local flux minimum is observed close to periastron,
which is assumed to be caused, among other processes, by the effect of very intense
photon fields interacting with the unshocked pulsar wind. Simulations suggest that due
to such IC scattering processes the energy emitted in the direction of the star inside a
cone with an opening angle of approximately 60° is reduced by up to 25%. This flux
reduction is taken into account in terms of adiabatic energy losses in the simulation. In
addition, also the effect of pair production by VHE gamma rays scattering off thermal
photons reduces the observed luminosity. Depending on the location of the creation
of VHE gamma rays and also depending on their energy, the gamma-ray flux can be
attenuated by up to 60% [175]. On average, the attenuation is on the order of 10%
only, though. Furthermore, the attenuation depends on the energy of the gamma-ray
photons. It is maximal at roughly 500 GeV, while absorption effects are negligible at
energies above several TeV. Hence the observed gamma-ray spectrum is harder than it
is right after the shock acceleration process. This attenuation is considered in the model
by Khangulyan et al. [175]. To fully take the effect of this attenuation into account
when comparing simulated energy fluxes with measurements, also the inferred spectral
index of the electrons needs to be corrected. Since the attenuation is largest at the low-
energy end of the reconstructed VHE gamma-ray spectrum, the effect of the absorption
was assumed to affect the low-energy data points of the differential photon spectrum
only, while the highest-energy data points were not altered. Scaling the lowest-energy
differential flux values by 10% in a positive direction yields a spectral index of 2.79.
Hence the inferred index of electron spectrum is 2.29, which is in very good agreement
with the value assumed above. Nevertheless, also the combined effect of the attenuations
of the energy of the unshocked pulsar wind electrons and of the VHE gamma-ray flux
are still too weak by a factor of approximately two to fully explain the observed flux
decrease towards periastron.

It is remarked that no model is currently able to predict the various features of the
light curves or spectral shapes of any gamma-ray binary system accurately. In most
cases a model is considered succussful if the observed trends can be reproduced and
the right order of magnitude of observed fluxes is predicted. This is the case because
binary systems are very complex, with many different processes playing a role, like
the flow dynamics of the interacting winds, temperatures of the involved components,
different particle populations, inhomogeneities or anisotropies of the winds and scattering
processes, among others. Thus the observed discrepancy of the predicted fluxes and the
measured fluxes before the first disk crossing is not considered to be a strong argument
against the presented model by Khangulyan et al. [175]. Also the fact that the first peak
flux is higher than the second peak flux, which is an effect of the orbital inclination of
23° and which is not observed, does not rule out the model, as this is a 30 % effect only.
The model by Zabalza et al. [177] is, however, considered incompatible with observations
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due to the very different qualitative shape of the predicted VHE gamma-ray light curve.

6.4.5 Future Improvements

Future observations with the CTA observatory will certainly enable progress in the un-
derstanding of gamma-ray binaries. The sensitivity of this observatory is expected to
be approximately one order of magnitude better than that of current-generation IACT
experiments, so that detections of several new gamma-ray binaries are anticipated. This
could enable population studies that lead to the identification of general properties of
gamma-ray binaries, which would be crucial for the creation of better models of such
systems. Furthermore, due to the better sensitivity a more accurate measurement of
fluxes will be possible since the statistical uncertainties will be reduced significantly. In
addition it would be important to sample the orbit of gamma-ray sources with com-
plex light curves, such as PSR B1259-63/LS 2883, more evenly around each periastron
passage, which could be enabled by allowing for observations during moonlit parts of
the night. While this is an experimentally difficult task to accomplish, it was shown
by e.g. the VERITAS collaboration that such measurements can be made [178]. Such
an operation mode would help to close the gaps in the TeV light curve quickly, and
the comparability of fluxes around individual periastra as well as the compatibility of
fluxes measured around different periastra would be enhanced. To ease the comparison
of results obtained from different years and different telescope configurations, being able
to analyse all data sets within the HAP analysis framework with the same reconstruc-
tion chain would be desirable. Such an algorithm would decide on an event-by-event
basis whether to perform a monoscopic or a stereoscopic reconstruction. With such an
algorithm for example the differential photon spectrum could both extend down to low-
est energies similar to the spectrum obtained from the MonoReco algorithm and at the
same time make use of the concept of stereoscopy whenever possible. Such algorithms
are being worked on, so that improved results are imminent soon.

Also the energy threshold of both the monoscopic and stereoscopic reconstruction
algorithms could be lowered safely. As explained earlier, this threshold is defined using
an average effective area curve. In case of the monoscopic analysis presented here, energy
tresholds of 148 GeV are obtained for a significant fraction of the number of runs. It
is possible to define the overall threshold as the lowest threshold of all runs, but such
a threshold definition is currently not available in the HAP framework. Lowering the
threshold this way is also possible for stereoscopic analyses.
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During the course of the work presented here, a new algorithm capable of reconstruct-
ing all key parameters of VHE gamma rays from data recorded with CT 5, the largest
Cherenkov telescope on Earth, was developed. These parameters comprise the direction
and the energy of the initial gamma rays as well as the type of particle initiating the
imaged air shower, which is important since the far more numerous background events
formed by VHE hadrons need to be effectively distinguished from gamma-ray events.
Artificial neural networks are used for the reconstruction of all three types of parame-
ters. The most important feature of this reconstruction algorithm called MonoReco is
the low energy threshold compared to values obtained from analyses of data recorded
with the four H.E.S.S.-I telescopes, which typically are a factor of roughly two higher.
All relevant performance curves were discussed, exhibiting a stable analysis results down
to tens of GeV in case of small zenith angles. All performance measures were studied
as a function of the energy, the zenith angle and the azimuth angle. The influences of
the source offset angle and of the optical efficiency of the detectors were not presented
here. Also the definition of different cut sets, optimised for different physics cases, was
not discussed. It was shown that steady sources of VHE gamma rays with fluxes as low
as 2% of the flux of the Crab Nebula can be detected within 50 h of observation time
with a statistical significance of 50.

Applying the reconstruction algorithm to data recorded during observations of the
Crab Nebula yields an energy threshold of 177 GeV, which is an unprecedentedly low
value for observations of this source with the H.E.S.S. array. Former energy thresholds
were as high as 440 GeV, indicating the great scientific prospects of having added such
a large telescope to the H.E.S.S.-I array. The resulting spectra obtained from the new,
monoscopic reconstruction algorithm and from H.E.S.S. I-style analyses are compatible
with each other within systematic uncertainties. Also the resulting sky maps are found
to be free of significant features, indicating that there are no systematics arising from
poorly understood background event distributions.

Due to the stable and especially fast operation of the reconstruction algorithm it
is now used in various situations. Apart from the fact that it is used by researchers
to obtain high-level analysis results it is also used on-site in Namibia in the so-called
real-time analysis and also in the WebSummary. The former analysis presents analysis
results to the shift personnel in real time while the observations are ongoing. This
enables a flexible reaction in case of, for example, flaring events. The WebSummary is
available the next day also for researchers at their home institutes and makes use of a
more accurate, but less fast calibration procedure, rendering the displayed results more
accurate compared to the real-time analysis. In addition, the MonoReco algorithm is
used to provide estimates of the gamma-ray parameters for the monoscopic version of
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the more advanced ImPACT reconstruction algorithm, which provides more accurate
energy and direction estimates, but relies on the particle identification performed by the
MonoReco algorithm.

Despite the fact that the performance of the MonoReco algorithm is stable and com-
petitive over a large energy range, and allows for measurements at energies previously
not reachable by TACTs, there is still room for improvement. Especially at the lowest
energies the performance of the particle discrimination algorithm could be improved,
possibly by finding new variables that provide a better discrimination power. Also the
general approach of using simple artificial neural networks for all parts of the recon-
struction implicates limitations, since during the training process it is assumed that the
input shower images are homogeneous. While this approach provides good results over a
large parts of the energy range, the performance at the lowest energies cannot be tuned
individually. Furthermore, the assumption of homogeneity is not valid in case shower
images are cropped at the camera edges, which is a problem occuring frequently at the
highest energies. To cover such cases, approaches as used in the aforementioned Im-
PACT algorithm could be used, albeit at the cost of a lower data analysis speed. Hence
the algorithm presented here is a trade-off between very fast analysis speed and optimal
results.

Data taken around the 2014 periastron passage of the gamma-ray binary system PSR
B1259-63/LS 2883 were analysed with the MonoReco algorithm as well as with stereo-
scopic reconstruction algorithms. It was confirmed that the source is compatible with
a point-like VHE gamma-ray source also when considering the energy range extended
down to the lowest energies currently reachable. The influence of non-optimal data tak-
ing conditions, most notably missing drawers and a gain gradient in the camera, was
studied. It was shown that both these conditions lead to a lack of reconstructed gamma
rays in one part of the sky and to an enhanced excess of reconstructed gamma rays in
other parts of the sky. Furthermore, the influence of the night sky background on the
distribution of reconstructed events was discussed. It could be shown that the pres-
ence of a star with an apparent magnitude of 5.4 does not influence this distribution
significantly.

From analyses of data taken around previous periastra it was known that the differ-
ential photon spectrum of PSR B1259-63/LS 2883 is well-fit by a power-law function.
With the new data set it could be shown that the power-law hypothesis is also appli-
cable when extending the energy range down to 178 GeV. The best-fit spectral index is
2.73 £ 0.05. There is no significant variation of the spectral index over the course of the
time range covered by observations, and the index is also not correlated with the flux
normalisation.

PSR B1259-63/LS 2883 exhibits flux variability at all wavelengths. It was shown that
also at VHEs the flux is not compatible with a constant at the 99.7 % confidence level.
While a double-peak structure of the light curve, with maxima measured shortly after the
two disk crossings, was expected and confirmed with the most recent measurements, an
additional flux increase before the first disk crossing by a factor of 2.7 £ 0.8 was observed
at a part of the orbit not sampled before. Also the time of periastron was covered for
the first time, and it was shown that the flux reaches a local minimum at this particular
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part of the orbit. Furthermore, contemporaneous observations were performed with the
H.E.S.S. telescopes and the Fermi-LAT satellite experiment over an extended period of
time. It was shown that there is no significant flux increase at VHEs compared to the
flux levels observed during the time of the second disk crossing, but instead the flux level
is similar to the latter.

The VHE gamma-ray energy flux as a function of time was compared to predictions
resulting from two different models. While the model by Zabalza et al. [177] is not
compatible with the observed energy fluxes, the model by Khangulyan et al. [175] agrees
well with observations. In this model, the VHE gamma-ray emission is thought to
originate from electrons and positrons that were accelerated at the shock front between
the pulsar and stellar winds, and the flux modulation is a result of the geometry of the
binary system. In addition, the maximum fraction of the spin-down luminosity of the
pulsar transferred into gamma rays with energies above 200 GeV was inferred. It was
found that this fraction is (1.6 & 0.7) %, which is compatible with the range of efficiencies
observed in PWNe.

Despite the fact that PSR B1259-63/LS 2883 has been observed by the H.E.S.S.
telescope array for four periastron passages in a row, there are still parts of the orbit
not sampled yet. Future observation campaigns conducted with either the H.E.S.S.
array or the CTA observatory should aim to close these gaps. Also already covered
parts of the orbit should be re-observed to be able to study inter-orbital flux variability.
Especially the better sensitivity the CTA observatory is foreseen to provide compared
to current-generation TACT experiments could furthermore help to reduce statistical
uncertainties of observables of gamma-ray binaries like the emitted VHE gamma-ray
flux. It is expected that several new gamma-ray binaries will be discovered by CTA,
which could allow for conducting population studies not possible today due to the limited
number of identified sources. Given the unique environments found in gamma-ray binary
systems, new discoveries and precision measurements are certain to provide fascinating
physics results and a deeper understanding of fundamtal processes occurring close to
extreme objects like neutron stars and stellar-mass black holes.
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the green uncertainty band represents the statistical uncertainty of the
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