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Abstract

With the increase of e-learning by universities and educational institutes in the world

through more electronic platforms, come the questions to researchers, educators and

designers of electronic platforms about feasibility and using this method of learning.

Are we achieving the desired goals and improving the quality of education? Are we

improving their performance and ability to self-study without the need for a teacher? Is

e-learning an effective and successful method from the students views? In this paper,

we consider evaluate e-learning systems in statistics. We make an evaluation study, we

analyze a students sample of the methods: Factor analysis, Logit model. The common

aim of this evaluation is to provide data to justify the results or evidence to support

that the e-learning platforms are helping the students to learn more effectively. The

questionnaire covers information about e-learning evaluation criterias. Some of these

criterias are: Navigability, applicability, instructional structure and interactivity.
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1 Introduction

“The evaluation of e-learning systems is important for all the actors involved in their devel-

opment and use. Teachers and students need to evaluate the benefits of using e-learning in

comparison with the classical methods of learning” (Posea, Matu and Cristea, 2007). “Eval-

uation is the interpretation of the data from the assessment in an institutional setting: The

evaluators may be students, faculty and administrators. The results of an assessment pro-

cess should provide information which can be used to determine whether or not intended

outcomes are being achieved and how the e-learning material can be improved” (Falco and

Soeiro, 2003).

With increasing growth in size e-learning applications, the demand on the technology

is becoming more rigorous. This involves new ways to access, learn and prepare learning

materials. There is need to find whether the technology infrastructure has the capacity to

support the users and network load, or scalable enough to support growth. A good proof

to improving any e-learning material is to have a clear description of the learning needs

(Mungo, 2004). Some useful e-learning evaluation criteria include:

• Navigation: Navigation means: The ease with which students learn, and the ability to

find their way within the learning package. The progress within course material, the

necessary forward, backward option choices such as to skip ahead and go backwards

to previously covered material.

• Instructional Structure: E-learning materials must relate to the reading level, depth and

experience of the target learner. It also should include an introduction on the subject

to be learned and its importance in the learning process (Mungo, 2004).

• Interactivity: Is seen as part of a system where learners are not passive recipients of in-

formation, but engage with material that is responsive to their actions. E-learning that

merely allows the learner to navigate content or take an online test is often labelled as

interactive (Thomas, 2001). There are identifiable types of interactivity like: Learner

to content, learner to instructor, learner to computer (software/interface), learner to

learner. This criteria focus on user participation in the learning process through inter-

active examples. Interaction is based on the knowledge and skill of the learner. The
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type of interaction may include simulations, free response, executing inherent software

applications, drag and drop.

• Applicability: Applicability for e-learning evaluation involves how applicable the in-

structional content is to the specific need and situation the learner faces. It looks for

a strong connection between the course content and how the learner benefits from the

learning process (Mungo, 2004).

There are several electronic platforms at the institute of statistics-Humboldt University-

Berlin, such:

• MM*Stat: http://www.quantlet.com/mdstat/products.html

• e-stat: http://www.e-stat.de

• Electronic books: http://mars.wiwi.hu-berlin.de/ebooks/html/

• Moodle: http://lms.hu-berlin.de/moodle/

• teachwiki: http://teachwiki.wiwi.hu-berlin.de

In this paper we try to show the effect of e-learning platforms to learn statistics through the

student‘s views. The study was performed by students in the faculty of economics-Humboldt

University- Berlin. This sample was drawn from statistics II course for the winter semester

2007- 2008. A total of 208 students took part in the study.

We have formulated the questionnaire to answer some of the following questions: Do

e-learning platforms help the student to improve their study and their understanding the

statistics course? Is e-learning a successful method for self-study? Can we always use e-

learning platforms in statistics course?

2 The Model: Selecting the dependent and independent

variables

The goal of the research here to examine the effect on the dependent variable: “Using e-

learning platforms in statistics course”, through the independent variables: Study course,

gender, previous experience with e-learning, understanding statistics, study level, structured
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format, self-study, the flexibility and freedom in dealing with the course, interactive envi-

ronment and e-learning problems.

2.1 The dependent variable

The dependent variable: The decision to use e-learning platforms in a statistics course is a

binary variable with two categories: Using or not using. The question was: Do you think

that e-learning platforms should always be used in traditional courses? The answers were:

a) yes, b) partial, c) no, d) I do not know. In order to satisfy the conditions of Logit Model,

the answers are classified into two groups: Y = 1: Yes, i agree to using e-learning platforms

in statistics course; b) Y = 0: No, I do not use e-learning platforms. The answers “yes” or

“partial” are classified into the category: “I use” and the answer “I do not know” in whole

sample 3.3% is defined as missing value. The valid percent in the sample for the decision:

Using e-learning platforms in statistics course is 78, 8% and not using 21.2%.

2.2 The independent variables

Ten variables are chosen from the survey as independent variables. Basic descriptions to the

characteristic of each variable are shown as followed:

• Gender: 59.6% of the valid responses, which were 124 observations, are female and

40.4% of the valid responses, which were 84 observations, are male.

• Study course: The study course was divided into three kinds. Betriebswirtschaftslehre

(BWL) being 110 students 52, 9%. Volkswirtschaftslehre (VWL) students being 60

students 28, 8% and other courses which were 34 students 16, 3% and the missing

values stood at 4 students 1, 9%.

• Previous experience: The question was to students: Have you had any experience

before with e-learning? This variable is re-classified into 2 categories “yes, i had”

and “no, i did not have”. The sub-category i had an experience with e-learning has

108 observations equal to 52.4% of total sample and the answer: I did not have any

experience has 98 observations equal to 47.6% of the whole sample. 206 observations

are valid for this variable.
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• Flexibility: Is required for students to access the system at any point, to make their own

way through the multimedia tool and to review the content at their own pace (Aydinli,

Härdle and R̈onz, 2003). Flexibility is a major benefit of e-learning. E-learning has

to take place anytime anywhere. The question was to students: “Do you think that

e-learning platforms give you the freedom and flexibility to work with the course?

For example MM*Stat or moodle”, this variable is re-classified into 4 categories: Yes,

partial, no, i do not know. The sub-category “yes” has 104 observations which is 50%

of the total sample, and the category “partial” has 50 observations equal to 24% of

the total sample, the category “no” has 34 observations equal to 16.3% and the last

category “I do not know” which has 20 observations equal to 9.6% of the sample.

• Understanding statistics: The question was to students: Do you think that using e-

learning platforms helped you understand the statistics topics? This variable is re-

classified into 4 categories: Yes, partial, no, i do not know. The category “yes” has 60

students which is 28.8% of the total sample, and the category “partial” 84 observations

equal to 40.4% of the sample, the category “no” has 38 observations equal to 18.3%

of the sample, and the category “I do not know” which has 26 students equal to 12.5%

of the sample.

• Structured format: A clear structured format in presenting the statistical content must

be maintained throughout the whole system. A well-designed e-learning platform can

particularly make the learning process easier by allowing the students to develop their

insights without getting bogged down in the mathematics (Aydinli, Härdle and R̈onz,

2003). The question was to the students: What is your opinion about the structured

format of e-learning platform which you have used? This variable is re-classified into 4

categories: Good, acceptable, bad, i do not know. The category “good” has 78 students

which is 37.5% of the sample, and the category “acceptable” has 84 students equal to

40.4% of the sample, the category “bad” has 28 students equal to 13.5%. The category

“I do not know” which has 16 students 9.6% of the sample, 206 observations are valid

for this variable.

• Self-study: E-learning platforms offer the possibility to students to learn alone. Some-

times the students did not need the help and support from their teacher. Every thing
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is available, e-learning platforms must offer self-assessment components with auto-

matic evaluation of the answers to give the students the opportunity of checking their

acquired knowledge. The question was to students: Do you think that e-learning plat-

forms improves and increases your self-study? This variable is re-classified into 4

categories: Yes, partial, no, i do not know. The category “i do not know” which has

8 students 3.8%. The category “yes” has 132 students which is 63.5% of the valid

sample, and the category “partial” 58 students equal to 27.9% of the valid sample, the

last category “no” has 4 students equal to 1.9%.

• Study level: The question was to the students: Do you think that e-learning platforms

improves your study level and helps you to pass the examinations? This variable is

re-classified into 4 categories: Yes, partial, no, i do not know. The category “yes”

has 58 observations which is 28, 2% of the valid sample, and the category “partial” 66

observations equal to 32% of the valid sample, the category “no” has 42 observations

equal to 20.4% of the valid sample. The category “I do not know” which has 40

observations 19.4%.

• Interactive environment: The question was to the students: What are your opinions

about the interactive environment of e-learning platforms? This variable is re-classified

into 4 categories: Good, acceptable, bad, i do not know. The category “good” has 144

observations which is 69, 2% of the valid sample, and the category “acceptable” 50

observations equal to 24% of the valid sample, the category “bad” has 6 observations

equal to 2.9%. The category “I do not know” has 8 observations 3.8%.

• E-learning problems: This variable describes the problems during application e-learning

platforms from the student‘s views. The question was to students: What are the im-

portant problems that are associated with e-learning platforms? This variable is re-

classified into 4 categories: High costs, no presence of teachers, increased work time

and other reasons. The sub-category “high costs” has 34 students which is 20.5%

of the valid sample, and the category “no presence of teachers” 68 students equal to

41% of the valid sample, the category “increased work time” has 28 students equal to

16.9%. The category “other reasons” which has 36 students 21.7% of the valid sample,

166 observations are valid for this variable.
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3 Applied statistical methods

3.1 Factor analysis

Factor analysis is a statistical data reduction technique. This method is used to find the factors

in a group that consists of a large number of observed variables. The observed variables

express as a functions of unobserved random variables called factors, or other words: The

observed variables are modeled as linear combinations of the factors, plus “error” terms or

not. The relation between the variables inside a single factor is stronger than the relation

with the variables within other factors. Factor analysis helps us to understand the structure

of correlation matrix through a few factors. We make exploratory factor analysis when we

have no idea how the model looks like. The output equation to the model of explorative

factor analysis is:

Z(n∗m) = F(n∗Q)A
>
(Q∗m) + U(n∗m)E(m∗m) (3.1)

• Z Matrix of standardized variableszj.

• F Matrix of factor valuesfiq of each factorFq for every case i with every VariablesZj.

• A Matrix of factor loadings.

• U and E: Similar to the idea in linear regression model we include noiseεj for every

variable, we have the next form:

εj = ej ∗ Uj

This noise indicates to the variance which are not explain by the common factors.

This equation is not solvable, because it contains many unknown parameters but step after

step, the individual matrices based on the correlation matrix will estimate. This means we

can calculate the correlation matrix R. The values are on the main diagonal:

rjj = Cov(Zj, Zj) = V ar(Zj) = 1

The values besides the main diagonal are Bravais Pearson‘s correlation coefficients be-

tween the variables. The correlation matrix is the starting point for factor analysis. The
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common factors exist only for variables that are highly correlated with each other. The

low correlations with other variables stay maybe unconsidered in the factor. The following

conditions in the data are available to be able to apply factor analysis:

• Metric scaled variables.

• Independent observations.

• Approximate normal variables.

• Large samples size.

There are several methods to find the factors such as: Principal component analysis,

maximum-likelihood method. In this analysis will use principal component analysis.

3.1.1 Kaiser-Meyer-Olkin measure and Bartlett’s test of sphericity

Before using factor analysis method, we should first test if the sample is suitable for the anal-

ysis. We will apply Kaiser-Meyer-Olkin test. The Kaiser-Meyer-Olkin measure of sampling

adequacy (KMO) is a measure compares the observed correlation coefficients to the partial

correlation coefficients, it is calculated by the next form:

KMO =

∑∑
r2
ij∑∑

r2
ij +

∑∑
a2

ij

(3.2)

rij is the observed correlation coefficients.

aij is the corresponding partial correlation coefficients.

KMO takes the values in the interval [0, 1]. If KMO value is near 1, the partial correlation

coefficients are small. When the value of KMO is small, it means that factor analysis of

the variables are not meaningful, in other words: If KMO value is bigger than 0.5, the

implementation factor analysis is suitable with the given data. The Bartlett test checks the

null hypothesis that the variables in the population correlation matrix are uncorrelated.

3.1.2 Anti-Image matrix

This matrix includes outside the diagonal (off-diagonal) the negative partial correlation co-

efficients between two variables. If we want to get a good factor model, the off-diagonal

elements in Anti Image matrix should be small. The diagonal elements on anti-image matrix

for each variable are a measure of sampling adequacy (MSA), in same time: MSA has the
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same meaning with KMO. We calculated MSA value for every variable using the next

form:

MSAi =

∑∑
r2
ij∑∑

r2
ij +

∑∑
a2

ij

(3.3)

As in KMO test, if MSA-value for each variable is bigger than 0,5 then these variables

should stay in factor model.

3.2 Logit model

Logistic regression is a technique for analyzing problems in which there are one or more

independent variables that determine an outcome. The outcome is measured with a dichoto-

mous variable (in which there are only two possible outcomes). In logistic regression, the

dependent variable is binary or dichotomous, it only contains data coded as 1 (True, success,

pregnant, etc.) or 0 (False, failure, non-pregnant, etc.), http://www.medcalc.be/manual/logistic-

regression.php.

We have a set of independent variablesxi that are included in the model. The dependent

variable y can be described as a linear combination of the independent variablesxi and the

parametersβ plus the error termεi as in form 3.4

yi = x>i β + εi = β0 + β1xi1 + β2xi2 + ..... + βjxij + εi (3.4)

The linear regression consists of two parts: The mean value of the outcome variable that

can be expressed as a linear function of the independent (predictor) variable and the error

that attempts to describe how individual measurements vary around the mean value (Guan,

2006). This model can be expressed as:

Structure on the means:

E(Yi|Xi) = β0 + β1xi1 + β2xi2 + ..... + βjxij (3.5)

Error structure:

εi ∼ N(0, σ2) (3.6)

.

There is a problem with the application of such models such as in eg; 3.5, for a dependent

variable is a dichotom, however the variable Y can not take only the values from 0 to 1,
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but accept the values also between−∞ and+∞, a solution to this problem is the logistic

regression.

The quantityπi = E(Yi|Xi) is used for logistic distribution in order to simplify notation,

and we have the form:

πi = F (yi) =
eyi

1 + eyi
(3.7)

with:

yi = x>i β = β0 + β1xi1 + β2xi2 + ..... + βjxij

The relationship occuring between the probability and the x-variable can then use a logis-

tic distribution. The logistic distribution can only accept the values from 0 to 1. We get from

3.7:

eyi =
πi

1− πi

(3.8)

First the ratio betweenπi and 1− πi is considered. This ratio denotes as “Odds”, this

Odds accept the values between 0 and +∞.

Odds(Y = 1) =
πi

1− πi

(3.9)

If we apply the logarithms ofπi

1−πi
we get logit or log-odds.

Yi = ln(
πi

1− πi

) = X>
i β = β0 + β1xi1 + β2xi2 + ..... + βjxij (3.10)

With this transformation we find that the relationship between the variables X and the

probability of the event in parameter will be linear. This expression may accept the values

between−∞ and+∞.

“The Logit is also a link function, because it gives a connection (link) between the di-

chotomous variables and the linear regression expression on the right side of the equation”

(Boyum, 2006).

As in the case of a linear regression the parameters will estimate, but in this case we use

the maximum likelihood method, because the least squares method is not suitable and bring
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many statistical problems for logit model (Hosmer and Lemeshow, 1989). The estimated

parameters indicated how the Logits change when the independent variables increase by one

unit.

4 Estimation the model and the results

4.1 Results of exploratory factor analysis

The result of the exploratory factor analysis for binary data using SPSS programm is ex-

plained in this section. We have done factor analysis using the method of principal compo-

nents. We found on the diagonal anti-image correlation matrix in table 1: Measure of sam-

pling adequacy, MSA-values for the variables: Gender, previous experience, study course

and e-learning problems are smaller than 0,5 therefore we excluded these variables from

factor analysis and we continued our analysis with the rest variables (six variables).

Variable V1 V2 V3 V4 V5 V6 V7 V8 V9 V10

Study course ,31a -,28 ,06 ,04 ,05 ,13 -,24 -,05 -,06 ,03

Structured format -,28 ,61a -,19 -,22 ,31 -,15 ,19 -,13 ,04 ,19

Interactive environment ,06 -,19 ,68a ,08 ,04 ,02 ,04 -,08 -,01 ,02

Previous experience ,04 -,22 ,08 ,40a -,14 ,03 -,29 ,07 -,15 ,24

Understanding statistics,05 ,31 ,04 -,14 ,61a -,03 ,16 -,25 ,09 ,04

Flexibility ,13 -,15 ,02 ,03 -,03 ,68a ,06 -,08 ,24 ,23

E-learning problems -,05 -,13 -,08 ,07 -,25 -,08 ,35a -,12 -,06 ,03

Self-study -,07 -,13 -,47 -,07 -,15 -,33 -,24 ,73a -,13 ,11

Study level -,02 -,43 ,13 ,17 -,36 ,06 ,11 ,01 ,68a ,05

Gender -,06 ,04 -,01 -,15 ,09 ,24 ,21 -,06 ,32 ,23a

Table 1: Anti-Image correlation matrix.

Table 2 shows Bravais-Pearson correlation between the rest variables. The figure 1 presents

scree plot that shows two eigenvalues are bigger than one.

10



Variable V1 V2 V3 V4 V5 V6

Understanding statistics1,0 ,09 ,04 ,14 ,34 ,47

Structured format ,09 1,0 ,38 ,38 ,56 ,40

Interactive environment ,04 ,38 1,0 ,31 ,35 ,09

Flexibility ,14 ,38 ,31 1,0 ,44 ,22

Self-study ,34 ,56 ,35 ,44 1,0 ,39

Study level ,47 ,40 ,09 ,22 ,39 1,0

Table 2: Correlation matrix.

Figure 1: Scree plot.
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Component Initial Eigenvalues Extraction Sums of Squared Loadings

Total % of Variance Cumulative% Total % of Variance Cumulative%

1 2,62 43,68 43,68 2,62 43,68 43,68

2 1,20 20,13 63,81 1,20 20,13 63,81

3 ,679 11,32 75,13

4 ,671 11,18 86,31

5 ,492 8,19 94,51

6 ,329 5,48 100,00

Table 3: Total variance explained.

Two factors are extracted from six variables. The first factor explained 43.68% of the total

variance and the second factor explained 20, 13% as in table 3 (Total variance explained).

Two factors explain 63, 81% of total variance. The table 4 presents the communalities for

every variable, the communalities mean proportion of variance in each variable explained by

the two factors, for example: The communalities for variable “Understanding statistics” is

0,73, that means the two factors explain 73% from the variance of understanding statistics,

it means square multiple correlation of variable with the factors, the value of communalities

is between 0 and 1. In our analysis the value of communalities lies from 0,49 to 0,73.

Variable Initial Extraction

Understanding statistics1,00 ,73

Structured format 1,00 ,64

Interactive environment 1,00 ,57

Flexibility 1,00 ,49

Self-study 1,00 ,67

Study level 1,00 ,70

Table 4: Communalities.
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Variable Component

1 2

Understanding statistics,03 ,70

Structured format ,76 -,25

Interactive environment ,53 -,33

Flexibility ,64 -,27

Self-study ,82 -,03

Study level ,05 ,65

Table 5: Rotated component matrix.

The table 5 presents the rotated component matrix. The relationship between the vari-

ables and the common factors are described through factor loadings. The stronger variable

correlated to the first factor is a “self study” variable, where loading this variable with the

first factor is 0,82, then “structured format” variable 0,76 and the stronger variable correlated

to the second factor is “Understanding statistics” 0,70, then the variable “Study level” 0,65.

Now we have two extracted factors:

Factor 1: Self study, structured format, flexibility and interactive environment.

Factor 2: Understanding statistics, study level.

In table 6: KMO value is 0,70, this value is suitable for doing factor analysis. On the

other hand the significance level of the Bartlett’s test of sphericity is .000. We can reject the

null hypothesis that the variables in the correlation matrix are uncorrelated.

The test Value

KMO Kaiser-Meyer-Olkin Measure of Sampling Adequacy.,70

Bartlett’s Test of Sphericity Approx. Chi-Square 285,34

df 15,00

Sig. ,000

Table 6: KMO and Bartlett’s test.
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Now come the question if there is a relationship between factor variables and the depen-

dent variable “decision” (using or not using e-learning platforms). The independent-samples

t-test for the comparison between “using” and “not using” is used, because the both factors

are continuous and the dependent variable is dichotomous. From table 7: The difference

between using and not using as shown in factor 1 is significant at the 5% level. Factor 2 is

not significant at the 5% level. The “one way ANOVA” is used to test the relation between

factor variables and the dependent variable. The table 8 shows the difference between using

and not using e-learning platforms as shown in factor 1. This is significant at the 5% level,

and to factor 2 is not significant at the 5% level.

factor score Assumption Levenes Test T-test for Equality of Means

F Sig. t df Sig

factorscore 1 Equal variances assumed 6,00 ,01 -3,95 198 ,00

Equal variances not assumed -3,44 51,76 ,00

factorscore 2 Equal variances assumed 3,86 ,05 ,92 198 ,36

Equal variances not assumed ,79 51,52 ,43

Table 7: Independent samples test by decision.

Factor variable Assumption Sum of Squares df Mean Square F Sig.

Between Groups 14,59 1 14,59 15,67 ,000

factorscore1 Within Groups 184,4 198 ,93

Total 199,00 199

Between Groups ,84 1 ,84 ,84 ,36

factorscore2 Within Groups 198,16 198 1,00

Total 199,00 199

Table 8: ANOVA by the decision.

Now we will check both factors as normal distribution, then we will do Kolmogorov-

Smirnov test for both factors. The null hypothesis for this test ist: The distribution of both

factors are normal. The p-value for the first factor is 0,16 as in table 9, then we can not reject

that the distribution of the first factor is normal and the p-value for the second factor is 0,04,
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this factor is not normally distributed.

Value Factor 1 Factor 2

N 162 162

Normal parameters Mean 8.82 3.93

Std. Deviation 1,00 1,00

Most Extreme Absolute ,088 ,139

Differences Positive ,088 ,139

Negative -,079 -,063

Kolmogorov-Smirnov Z 1,11 1,76

Asymp.Sig.(2 tailed) ,16 ,04

Table 9: One-Sample Kolmogorov-Smirnov test for both factor.

4.2 Estimate and fit of the model using logit Model

We test now the statistical hypothesis to determine whether the independent variables in-

cluded in the model are significantly associated with the dependent variable (Decision).

There are two forms of stepwise logistic regression: Forward inclusion and backward elimi-

nation. We use backward elimination to estimate the parameters. Backward stepwise regres-

sion appears to be the preferred method of exploratory analyses, where the analysis begins

with a full model and variables are eliminated from the model in an iterative process. The

fit of the model is tested after the elimination of each variable to ensure that the model still

adequately fits the data (http://userwww.sfsu.edu). We will prove that our model contains

all of the independent variables. At each step, the significance of the independent variable

being removed is tested using the Wald test (Hosmer and Lemeshow, 2000), (Duncan and

Chapman, 2003). If the variables p-value are equal to or greater than the significant level,

these variables should be eliminated from the model, otherwise, it remains in the model. A

Wald test is used to test the statistical significance of each coefficientβ in the model. A Wald

test calculates a Z statistic, which is:

Z = β
SE

This Z value is then squared, yielding a Wald statistic with a chi-square distribution

(http://userwww.sfsu.edu). Table 10 and 11 present the result for SPSS output of
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backward stepwise with Wald.

Variable B SE Wald Sig. Exp(B)

Gender -,058 ,06 ,93 ,378 ,944

Study course ,029 ,26 ,01 ,737 1,02

Flexibility ,252 ,04 39,69 ,009 1,28

Understanding statistics,192 ,04 23,04 ,033 1,21

Previous experience -,072 ,06 1,44 ,284 ,931

Self-study ,279 ,02 194,6 ,000 1,32

Structured format ,272 ,03 82,2 ,002 1,31

E-learning problems -,004 1,3 ,003 ,988 ,996

Study level ,18 ,05 12,9 ,041 1,19

Interactive environment ,176 ,04 19,4 ,028 1,19

Table 10: Backward stepwise with Wald, 1 step.

The model includes all the independent variables in the first step in table 10 and we see the

p-value of the variables: Gender, study course, previous experience and e-learning problems

are larger than the significant level 5%, this means these variables should be removed from

the model, as we show in the second step in table 11 only the p-value of the variables are

smaller than the significant level 5%.

Variable B SE Wald Sig. Exp(B)

Flexibility ,294 ,03 96,04 ,00 1,34

Understanding statistics,194 ,04 23,5 ,02 1,21

Self-study ,266 ,02 176,9 ,00 1,31

Structured format ,211 ,03 49,5 ,01 1,24

Study level ,167 ,03 30,9 ,02 1,18

Interactive environment ,145 ,03 23,4 ,03 1,16

Table 11: Backward stepwise with Wald, 2 step.

After elimination the variables has a weak effect on the dependent variable (Decision).

We use the likelihood ratio test to check the fit of the model to data. This test checks the
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null hypothesis that all coefficients of the explanatory variables are zero. The likelihood-

ratio test uses the ratio of the maximized value of the likelihood function for the full model

(L1) over the maximized value of the likelihood function for the simpler model (L0). The

likelihood-ratio test statistic equals:

D = −2log
L0
L1

= −2[log(L0)− log(L1)] = −2(L0− L1)

If the difference is small, the independent variables contribute with little effect to explain

the dependent variable and if the difference is large, we have a good model. Now we com-

pare the two models with and without eliminated variables to see the goodness-of-fit of the

reduced model L0. From table 12 and 13 we have the form:

D= 2[likelihood of full model - likelihood of reduced model]

= 1427,29 - 1415,77 = 11,52

Step -2 Log likelihood Cox Snell R Square Nagelkerke R Square

1 1427,29a ,034 ,047

Table 12: Full model.

Step -2 Log likelihood Cox Snell R Square Nagelkerke R Square

1 1415,77a ,034 ,047

Table 13: Reduced model.

When we remove four variables from the model the degree of freedom is 4. The statistic

value D is larger than the critical value at 10% significant level equal to 7.78. The null

hypothesis can then be rejected and then we will have a good model fit the data.

Through analysis a students sample is shown using the statistical analysis of the methods:

Factor analysis, Logit model. We have noted the best variables that effect on the dependent

variable and that have contributed to the students decision when using e-learning platforms

in traditional courses. These variables were found to be: Flexibility, understanding statistics,

self-study, structured format, study level and an interactive environment.
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A user friendly e-learning platform with attractive design and clear screen readability,

effective platform browsability and organization and interactivity is important for the user.

5 Conclusion

We have analyzed in this paper a study of a students sample in the faculty of economics

-Humboldt university in Berlin. This sample was drawn from statistics II course. In sum-

marizing i discuss the best variables that effect the students decision to use e-learning plat-

forms in traditional courses: Flexibility, understanding statistics, self-study, structured for-

mat, study level and an interactive environment.

Flexibility is an important element in every e-learning system. This allows us to enter the

system at anytime and anywhere and the e-learning platform should have a clear structured

format to present the statistical content to the student without difficulties in understanding.

The interactive environment should help the students and users to develope their skills and

experiences. These reasons help the students to understand the course and increase self-

learning while decreasing the need for teachers.

The evaluation result positively affirms that, the concise structural format, interactivity

between platform content, hypertext functionality as well as the combination of statistical

computing language like XploRe and R are the practical and innovative requirements for

which users of the statistics e-learning platform can successfully learn and interact with

statistical applications in the learning process. This helps the students to utilize e-learning

platforms. It is a successful and effective method in education, but must only be an assistant

factor to increase understanding along with the traditional courses and it is not an alternative

method.

Through out the evaluation study we found: “That using e-learning platforms offer an

effective way of learning statistics”. On the other hand one of the limitations of this study

has been how to handle the number of variables that affect the evaluation of an e-learning

platforms. Therefor it is particularly difficult to estimate whether an e-learning system fulfils

the need of every learner.
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Fragebogen  für e-learning 
 

1- Geschlecht:     männlich  □    weiblich  □                                    2-Studiengang:  BWL  □     VWL   □   MTH   □   Andere □ 

3- Alter:  □                       Welches  Semester   □ 
 
4- Haben Sie eine klare Vorstellung bezüglich des e-learning oder interessieren Sie sich für e- learning? 

  Ja  □    Nein  □ 
 
5- Haben Sie bereits Erfahrungen  mit e-learning im Allgemeinen gehabt ?  

 Ja  □      Nein  □ 
 
6-Haben Sie bereits im Rahmen des regulären Uni-Studiums eine e-learning Methode (Z.B: CD, Audio, Video, Online Kurse)  benutzt?   

Ja   □    Teilweise     □         Nein   □   
Wenn  Nein , warum nicht? 
 
7- Das  Statistik-Institut   bietet  verschiedene  e-learning Plattformen an , z.B:  MM*Stat, e-stat, Electronic Books,  Moodle, TeachWiki. 

Haben Sie bereits einige dieser Plattform benutzt ?  Ja   □      Nein   □ 

Wenn Ja, welche :  MM*Stat  □    e-stat □    Electronic Books  □   Moodle □ TeachWiki □ 
 
8- Hat die Nutzung der  e-learning  Plattform beim Verständnis des statistischen Themas geholfen ?  

  Ja  □    Teilweise     □        Nein  □  Weiß nicht  □ 
 
9 - Glauben Sie, dass die Nutzung von e-learning Plattformen Ihnen im Studium und beim Bestehen von Prüfung geholfen hat?  

Ja  □       Teilweise     □      Nein  □ Weiß nicht  □ 
 
10 - Glauben Sie, dass e-learning Technologien Ihnen größere Freiheit bei der Bearbeitung  des Stoffes gibt?  Z.B : Moodle  oder  MM*Stat: 

   Ja  □    Teilweise     □      Nein  □  Weiß nicht  □ 
 
11- Konnten Sie den Vorlesungsstoff durch die Benutzung der e-learning-Methode ohne die Hilfe von Lehrkräften besser verstehen? 

 Ja  □     Teilweise     □      Nein  □  Weiß nicht  □ 
12 – Was ist Ihre meinung über die Strukturierte Form der e-learning plattform , die Sie verwendet haben ?  Gut□  Teilweise     □       
Schlecht  □  Weiß nicht  □ 

13- E-learning hilft beim Selbststudium:  Ja  □    Teilweise     □      Nein  □  Weiß nicht  □ 

14-  Was ist Ihre Meinung über die interaktive Umgebung von e-learning plattformen?  Gut  □  Teilweise  □    Schlecht  □ Weiß nicht  

□ 
15- Welche Probleme sind im Zusammenhang mit e-learning besonders wichtig? 

Hohe Kosten □  Keine Anwesenheit von Lehrkräften □   Erhöhter Zeitaufwand □  Andere Gründe □ 
 
16- Glauben Sie, dass die e-learning Technologie in den traditionellen Lehrveranstaltungen immer Anwendung finden können?  

Ja  □    Teilweise     □      Nein  □  Weiß nicht  □ 
17- Was sind Ihre Vorschläge, um das e-learning weiter zu verbessern ?  
 

1- …………………………………………………………………………………………….. 
 
2- ……………………………………………………………………………………………… 

 
3- ……………………………………………………………………………………………… 

 
   
Vielen Dank für Ihre Antwort 
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