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Abstract

Based on a thermodynamically consistent model for precipitation in gallium arsenide crystals
including surface tension and bulk stresses by Dreyer and Duderstadt [DD08], we propose two
different mathematical models to describe the size evolution of liquid droplets in a crystalline
solid. The first model treats the diffusion-controlled regime of interface motion, while the second
model is concerned with the interface-controlled regime of interface motion. Our models take
care of conservation of mass and substance. These models generalise the well-known Mullins-
Sekerka model [MS63] for Ostwald ripening. We concentrate on arsenic-rich liquid spherical
droplets in a gallium arsenide crystal. Droplets can shrink or grow with time but the centres of
droplets remain fixed. The liquid is assumed to be homogeneous in space.

Due to different scales for typical distances between droplets and typical radii of liquid droplets
we can derive formally so-called mean field models. For a model in the diffusion-controlled
regime we prove this limit by homogenisation techniques under plausible assumptions. These
mean field models generalise the Lifshitz-Slyozov-Wagner model, see [LS61], [Wag61], which
can be derived from the Mullins-Sekerka model rigorously, see [Nie99], [NOO1], and is well-
understood.

Mean field models capture the main properties of our system and are well adapted for numerics
and further analysis. We determine possible equilibria and discuss their stability. Numerical
evidence suggests in which case which one of the two regimes might be appropriate to the
experimental situation.






Zusammenfassung

Ausgehend von einem thermodynamisch konsistenten Modell von Dreyer und Duderstadt [DDOS§]
fir Tropfenbildung in Galliumarsenid-Kristallen, das Oberflichenspannung und Spannungen
im Kristall beriicksichtigt, stellen wir zwei mathematische Modelle zur Evolution der Grofle
fliissiger Tropfen in Kristallen auf. Das erste Modell behandelt das Regime diffusionskontrol-
lierter Interface-Bewegung, wihrend das zweite Modell das Regime Interface-kontrollierter Be-
wegung des Interface behandelt. Unsere Modellierung berticksichtigt die Erhaltung von Masse
und Substanz. Diese Modelle verallgemeinern das wohlbekannte Mullins-Sekerka-Modell [MS63]
fiir die Ostwald-Reifung. Wir konzentrieren uns auf arsenreiche kugelférmige Tropfen in einem
Galliumarsenid-Kristall. Tropfen kénnen mit der Zeit schrumpfen bzw. wachsen, die Tropfen-
mittelpunkte sind jedoch fixiert. Die Fliissigkeit wird als homogen im Raum angenommen.
Aufgrund verschiedener Skalen fiir typische Distanzen zwischen Tropfen und typischen Radien
der fliissigen Tropfen kénnen wir formal so genannte Mean-Field-Modelle herleiten. Fiir ein Mo-
dell im diffusionskontrollierten Regime beweisen wir den Grenziibergang mit Homogenisierungs-
techniken unter plausiblen Annahmen. Diese Mean-Field-Modelle verallgemeinern das Lifshitz-
Slyozov-Wagner-Modell, siehe [LS61], [Wag61], welches rigoros aus dem Mullins-Sekerka-Modell
hergeleitet werden kann, siehe [Nie99], [NOO1], und gut verstanden ist.

Mean-Field-Modelle beschreiben die wichtigsten Eigenschaften unseres Systems und sind gut fiir
Numerik und fiir weitere Analysis geeignet. Wir bestimmen mogliche Gleichgewichte und dis-
kutieren deren Stabilitdt. Numerische Resultate legen nahe, wann welches der beiden Regimes
gut zur experimentellen Situation passen kdnnte.
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Chapter 1.

Introduction

1.1. A real world problem in the production of semi-insulators

Semi-insulating gallium arsenide has a broad range of applications in micro- and opto-electronic
devices e.g. for mobile phones working on wave bands used for UMTS. The industrial production
process of semi-insulating gallium arsenide (GaAs) as done by Freiberger Compound Materials
requires at the end some additional final heat treatment at high temperatures (~ 1000 K — 1200
K) in order to improve the quality of the semi-insulator. During this treatment undesirable liquid
droplets precipitate in the solid phase due to misfits and due to supersaturation. The precipitation
process is accompanied by surface tension and mechanical bulk stresses. Droplets negatively influ-
ence mechanical and semi-insulating properties of the crystal. Their elimination, if possible, is a
crucial point for the production of semi-insulators.

One of the challenges is the necessity to guarantee a mean mole fraction of As in the wafer of
Xo = 0.500082, which is specified to an accuracy of O(107%), in order to have the desired semi-
insulating behaviour. Since experiments have to be carried out at high temperatures and high
pressure, mathematical modelling is important in this situation in order to understand well the
evolution of a large number of precipitates. The goal of a mathematical model that describes the
nucleation and evolution of the precipitates is to look for regimes, where for large times either only
a few relatively big droplets survive or where a homogeneous spatial distribution of relatively small
droplets results.

1.2. Classical models for phase transitions

For the modelling of phase transitions various types of models are suggested. Sharp-interface models
and phase-field models capture the spatial structure of a phase transition, while Lifshitz-Slyozov-
Wagner models and Becker-Déring models do not. The first three of these models are diffusion
models. We describe the different models in the following briefly.

1.2.1. Phase-field models

In a phase-field model the interface between two phases is modelled by a differential equation for
the evolution of an auxiliary field ¢, the phase field, or also called order parameter. Two distinct
values of the phase field, e.g. c¢g or ¢y, correspond to the two phases. Between the two phases
is a so-called “mushy” region with a smooth change between the two values cg and c;. The set
of points, where ¢ = %|CS — cr|, are interpreted as position of the interface. Let the width of the
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mushy region be represented by a small dimensionless parameter §. Phase-field models are usually
constructed in such a way that in the limit § — 0 the interfacial dynamics of a sharp-interface
model is recovered. The advantage of phase-field models is, that one has to solve one differential
equation for the whole domain and one has not to deal with many free boundaries.

The nonlinear Cahn-Hilliard equation [Cah61] is one of the most important phase-field models for
the process of spinodal decomposition of a miscible chemical mixture. We assume here 2 to be a
given open domain, which is not depending on time. Let ¢(z,t) now be the concentration of one
species of the mixture and let u(z,t) denote the chemical potential, both defined for all z € Q. A
free energy functional is then assumed to be of the form

2
Acn(c) = /Q F(c(x))+%|Vc(a:)]2dx

with a given non-convex bulk free energy density F'. The chemical potential is assumed to be
related to ¢ by u = 5“‘}5# = F'(¢) — 6*Ac. The Cahn-Hilliard equation

drc = A(F'(c) — 6°Ac) (1.1)

is then derived from the diffusion equation dic = Awu neglecting concentration dependence of the
mobility and assuming e.g. homogeneous Neumann boundary conditions on the chemical potential,
Vu-v =0 on d0Q. It follows, that [, ¢ dz is conserved.

We remark, that the Allen-Cahn equation,
drc = 0°Ac — F'(c),

which is also often used in material science, differs from the Cahn-Hilliard equation in particular
in the point, that the order parameter c is not conserved.

Different thermodynamically consistent generalisations of the Cahn-Hilliard equation have been
proposed e.g. by Gurtin and Fried [FE96] or by Alt and Pawlow [AP96]. A generalisation derived
from a microforce balance, relying on the second law of thermodynamics in the form of the entropy
principle according to Miiller and Liu, is given by Pawlow [Paw06]. In the van der Waals-Cahn-
Hilliard equation, which is a thermodynamically consistent phase-field model, the density p plays
the role of the order parameter ¢ and the free energy functional is of the form

2
Awen(p.9) = [ pa)olp)) + SIVp@)Pd + ol (12

with the constraint [, p dz = const. The term po|Q2| enters, if one considers the case of fixed
external pressure, while in case of fixed volume this term does not appear.

A similar ansatz including elasticity is the Cahn-Larché equation [CL82], which deals in case of a
time-dependent domain with a free energy functional

2
Act(p.0) = [ p@hb(pla)) + G Vpl) P + Waalp(a), @ @) de+ ol (13)

where the elastic energy density is W, = 3e(U) : K(p)e(U), K here the elasticity tensor. Alterna-
tively, it would be interesting to consider a pi(p, U) in the van der Waals-Cahn-Hilliard phase-field
model, where 1) = e (p) + pmech(U).

A good overview over further phase-field models, its derivation from thermodynamics and the
analysis thereof, can be found in the book of Brokate and Sprekels [BS96], ch. 4, 6 & 7.
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1.2.2. Sharp interface models

In a sharp-interface model we have differential equations in each of the phases and boundary
conditions on the free boundaries between the phases, the interfaces. A well-known sharp-interface
model for phase transition is the Mullins-Sekerka model, which has been introduced by Mullins
and Sekerka in 1963 from a physical point of view [MS63]. Pego [Peg89] rigorously derived the
Mullins-Sekerka model from the nonlinear Cahn-Hilliard equation (1.1) in the limit § — 0.

Let again ¢ denote the surface tension. Then close to phase-equilibrium the system can be described
by

Au=0 in Q\ UjenT;, (1.4)
U= Ko onl; VieN, (1.5)
Vu-v=0 on 012, (1.6)
7 = [[Vu - ] Vie N, (1.7)

for all times. We refer to the mathematical description of the Mullins-Sekerka model (1.4) — (1.7)
as model (MS). The model (MS) conserves the volume of droplets. This can be seen for spherical
droplets by combining (1.7) and (1.4) to 8; ;78 = 3, 1?7 = — [ Au = 0.

The classical Mullins-Sekerka model [MS63] does not include mechanical deformations. Dreyer
and Kraus [DKO05] derive sharp interface limits of the van der Waals-Cahn-Hilliard equation for
time-dependent domains. They show that, if W (p) := p1(p) is given and has two minima, pg and
pr, then close to the limit 6 — 0 of (1.2) the available free energy is of the form

AW (p, Q) :/ ps¥(Ps) dSH—/ ﬁL¢(pL)d$+5Z/ owcn dr +pol2| +0(5),  (1.8)
Qs QL ien /1

where owcg is a constant determined by W and the geometry of Qr. owcg can be interpreted
as surface tension.
For the Cahn-Larché equation we expect to find close to the limit § — 0 of (1.3)

AL = [ Pst(s) + Walps. eU@)) do+ | prilpr) + Walpr, (U a))) do
Qs Qr (1.9)

+5Z/ owen dr + polQ| + o(6).
iEN I;

1.2.3. Models of Becker-Doring type

In Becker-Doring processes [BD35] the liquid droplets are considered as clusters of identical par-
ticles, which can coagulate or fragmentate by gaining or loosing an atom. The mathematical
Becker-Doring model, see [Fre45], [BCP86], is an infinite system of ODEs for the total number z;(t)
of clusters, consisting of I > 1 particles, at time ¢. The number of free atoms is denoted by z1(¢).
The condensation rate I'{’ (¢) and the evaporation rate Fﬁrl (t) give the probability, that an [ cluster
gains or looses an atom. The Becker-Doring system reads

Ozt = Ji-1 — i Vi > 2, (1.10)
Oz ==Y jk — J1, (1.11)
k>1

with the fluxes j; = Flczl — FKAZH—I- The system is closed by constitutive assumptions on the
transition rates T'{’ and I'F,. We refer to (1.10) — (1.11) as model (BD).
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Note, that in the literature the quantities z; are often considered as the volume densities of 1-
clusters, and not as numbers, which clearly yields to contradictions if the total volume is not
conserved. A thermodynamically consistent Becker-Doring system for precipitation in crystalline
gallium arsenide is derived by Dreyer and Duderstadt [DD06]. They derive a thermodynamically
consistent choice of the rates Flc and FY. For rigorous mathematical results in this case we refer
to Herrmann et al. [HNNOG].

1.2.4. Models of Lifshitz-Slyozov-Wagner type

By formal arguments for spherical droplets and small volume fraction, Lifshitz, Slyozov [LS61] and
Wagner [Wag61] reduced the evolution law (1.7) of the (MS) model to an evolution of the radii
distribution v. The surface tension, which is assumed to be a constant, is usually put into the time
scale. The classical Lifshitz-Slyozov-Wagner model states that

uUu=mu in Q\UiGNEi) (112)
Au=0 in¥; VieN, (1.13)
1
u=— onl; VYieN, (1.14)
T
-
T = . Vie N, (1.15)

ri

where (1.12) reflects, that far away from droplets the chemical potential is governed by an only
time-dependent mean field u(t), while (1.13) means that close to a droplet the chemical potential is
the harmonic solution for this droplet and its neighbourhood 3J; alone. The evolution equation for
the radii (1.15) follows then from (1.7). The mean field is determined by conservation of volume of
droplets by w = (32, 1)/(35; 7). We refer to the model (1.12) — (1.15) as (LSW).

Niethammer proved the limit (MS) — (LSW) and the corresponding limit for a non-stationary
version of (MS). The limit (BD) — (LSW) has been derived rigorously in case of small excess
density by Niethammer [Nie03], [Nie04b]. A modification of the classical equations of (LSW),
which conserves the total volume of all droplets s.t. the total mass is conserved, has been also
analysed, see [NPO1].

1.3. Outline of the thesis

We consider a sharp-interface model since for phase-field models the right scaling is not clear a
priori and has to be determined by fitting the phase-field model to a sharp-interface model. The
availability A, which we use as starting point in our model, is deduced from first principles, see
[DD08]. In particular our model takes care, that liquid droplets which become too small, do not
behave as liquid phase anymore, and thus a droplet vanishes in our model at a positive radius
Tmin > 0. This thermodynamically consistent sharp interface model leads to a mathematical
problem of a nonlinear diffusion equation with a convective term, coupled to a linear mechanical
problem and to ODEs for the free boundaries.

A similar problem for a model, which is not derived from thermodynamics and without a convective
term, is solved by Blesgen and Weikard [BWO05]. They use as techniques a time-discretisation of
the model and the minimisation of the free energy functional for fixed time. Furthermore in their
study the influence of small scales is not considered.

This work is built up in the following way. In the next chapter we present the thermodynamical
modelling for liquid inclusions in crystalline solids, focussing on GaAs. There we introduce the
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central quantities and show, how we can reduce them to a set of independent variables. These
variables can be determined from coupled PDE and ODE systems, which we derive. Throughout
the work we consider simultaneously two regimes of interface motion, a diffusion-controlled and an
interface-controlled regime.

In Section 3.1 we introduce typical scales of the problem and identify a small scaling parameter €.
¢ is related to the small volume fraction of the liquid droplets. There are two interesting scaling
regimes, which we discuss in Subsection 3.1.3: the critical regime, where the droplets contribute
directly to the limit equation for the chemical potential and the dilute regime, where we find in
the limit a only time-dependent mean field of the chemical potential. In Sections 3.3 and 3.4
we formally derive a homogenisation limit in case of the dilute scaling as ¢ — 0 for the regimes
(DC) and (IC). From an ansatz with a so-called “mean field” we get by formal homogenisation a
macroscopic “mean field problem”, which will turn out to capture the effective behaviour of the
System.

In Chapters 4 and 5 we concentrate on regime (DC) in the critical scaling regime.

In Chapter 4 we examine existence and uniqueness of a class of coupled differential equations,
which are systems of elliptic and parabolic equations together with ODEs for the free boundaries,
for which no standard results exist as far as known by the author. This general problem includes
our critically scaled problem of Section 3.1, if the latter is slightly simplified. In our analysis we
proceed similarly to Niethammer [Nie99], who considered quasi-stationary and instationary linear
diffusion equations on time-dependent domains. After transformation of the problem on a fixed
domain we derive a priori estimates, where we use results on nonlinear parabolic PDEs and results
from linear elasticity. By combining these estimates we prove local existence and uniqueness by
means of Banach’s fixed point theorem. Then we derive bounds on the geometric evolution by
constructing suitable subsolutions and supersolutions, which allows to prove global existence and
uniqueness. This main result is stated in Th. 4.8.

In Chapter 5 we derive estimates, which are uniformly in the scaling parameter, by combining
estimates of Chapter 4 and explicitly calculating the dependence on the scaling parameter of some
constants of the estimates. These uniform estimates allow us to rigorously derive effective equations,
see Th. 5.7, for our problem under suitable assumptions, see Assumption 5.1. For special initial
data this leads to “mean field problems” as already derived by formal homogenisation in Section
3.3 for the dilute regime.

The analysis of equilibria and its stability for the mean field problems as well as numerical results
for the model in the dilute regime are shown in Chapter 6. In this Chapter we consider the dilute
scaling regime for both regimes (DC) and (IC).

A discussion of our results and open questions follows in Chapter 7. The extension from gallium
arsenide to precipitation in other crystalline solids fulfilling certain analogous assumptions as in
the case of GaAs is discussed in Subsection 7.3.1.

We check some assumptions of our model for typical experimental situations in case of GaAs in
Appendices A.2 — A.6. Explicit solutions for the special case of a spherical symmetric single droplet
problem are given in Appendix C. Finally we list some material data in Appendix D.






Chapter 2.

Thermodynamically consistent model for
gallium arsenide

We consider the precipitation process under the assumption that the external pressure pg, temper-
ature 7" and the number of atoms N, of each substance a € {Ga, As} are constant in space and
time.

Gallium arsenide crystals have a fcc-lattice with zinc-blend structure, for details of the lattice
structure see [Got07]. There are three sublattices

SL:={a,(,7}

with the same number of lattice sites. In a perfect GaAs crystal a sublattice a would be completely
occupied by Ga, a second sublattice 8 would be occupied by As while the interstitial sublattice -y
is empty. In order to obtain semi-insulating GaAs the crystal is doped with trace elements (e.g.
oxygen, silicon, boron) and a small amount of further As atoms. We work with a reduction of the
so-called Freiberg model', where we consider only Ga, As and V, which denotes here vacancies, as
species and assume that Ga occurs only on the « sublattice, 8 is mainly occupied by As and by
some V, while 7 is predominantly empty i.e. filled up mostly with vacancies and a few As atoms.

Figure 2.1.: “Sheep picture”, liquid droplets (light) Figure 2.2.: Fcc-lattice, the crystal

in solid GaAs matrix (dark); droplets accumulate structure of the reduced Freiberg
close to misfits of the crystal (From [Ste01], Abb. model, Ga (blue), As (red), vacan-
3.7 i, for details see there). cies (white) (From [DDHNO04]).

We do not have to take quantum effects into account. Furthermore we neglect misfits of the crystal
due to dislocations in the crystal structure and the resulting mechanical eigenstresses in this study.

'For details of the full Freiberg model and its reduction see [DDO§], [FIKT99].



Chapter 2. Thermodynamically consistent model for gallium arsenide

Now we give a short overview of the thermodynamically consistent model proposed by Dreyer
and Duderstadt [DDO08], which will be the starting point for our modelling and our analysis. They
consider mainly the case of a single droplet. First we introduce some notation, which closely follows
the notation of their paper.

2.1. Geometry

In our model droplets can vanish with time, but nucleation is not included in the model i.e. droplets
are not created. We abbreviate the index set of all N (¢) droplets existing at time ¢ by N(¢). Initially
we have given N'(0) = N? € Ny droplets and N(0) = {5 € N|]1 < i < N},

We consider a body, represented by an open bounded domain

Q(t) = Qs(t) UQL(t) UI(t) C R3,
where the simply connected open domain Qg(t) represents the solid phase, while
Qr(t) = UieN(t)QiL(t)

is the union of disjoint Q% (¢), which represent N (t) = |N(¢)| liquid droplets. The union of all
interfaces I;(t) :== Q% (t), i € N(t) between the two phases is denoted by

I(t) = Uien Li(t).

The droplets are assumed to be completely included in the solid i.e. 92(t) N I(t) = (. The outer
boundary 02 and the interfaces I; may move with velocity w(x,t) in direction of the corresponding
outer normal v.

We consider our model for times ¢t € (0,7) =: J; C R4. At first we choose 7 € (0, 00) sufficiently
small s.t. no intersections between droplets with each other or with the outer boundary occur i.e.

T <inf{3i,j € N(t) : Li(t) N I;(t) # 0 orJie N(t): Li(t)not) # 0} (2.1)

The space variable is x € Q(t). The 3-dimensional measure of Q will be denoted by || and
analogously the 2-dimensional Hausdorff measure of I by |I|. Note that all geometric variables
depend on time, that is due to the free boundaries I;(¢) and to the fact that the external pressure
is constant, so we cannot prescribe the total volume Q(t). We define the parabolic cylinder

Qr = {(z,t) € R3 x (0,T)|z € Q(t)}. (2.2)

Furthermore we may assume later that the droplets form spherical balls Q¢ = B,.(X;) for alli € N
and that Q = Bp,,(0). The motivation for these assumptions is given in Subsection 2.5.4. Thus
the interface I; can be parametrised by the radius r;(t) and the whole domain by Rp4(t). The
centres of the droplets X; € ©(0),7 € N(0) are assumed to be fixed i.e. independent of time. In
the case of GaAs it is quite reasonable to consider radial symmetry of droplets since the isotropic
approximation of the cubic anisotropy of the crystal is good, see [DDEJ06]. Let us mention that
this does not hold in general for semi-insulating crystals.

Droplets with too less atoms, i.e. smaller than a given minimal radius 7,,;, > 0, do not behave
like a liquid anymore and we have to take care of this, if we model the disappearance of a droplet.
We come back to this point later in 2.6.7 in detail. We denote the times where the i-th droplet

vanishes by
. 4
7y i= f{| (1) = gr;m} i € N(0). (2.3)



2.2. Some thermodynamics of mixtures

In case of a spherical droplet we have 7; = inf{r;(t) = rmin}, i € N(0).

If we consider only a single droplet i.e. N(0) = 1 we use analogous to [DDO8] the following
notations I = Iy, r; := r; and w.l.o.g. we set X1 = 0. The geometry for a single droplet problem
with spherical Q(t) = Bg, ,1)(0) is illustrated in Fig. 2.3. We refer to this as spherically symmetric
single droplet problem (SDP).

/ \
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Figure 2.3.: Geometry of spherically symmetric single droplet problem.

For a many droplet problem with AV (t) = 7 the geometry is shown in Fig. 2.4. We refer to a many
droplet problem with spherical Q as (MDP).

Typically in the production process of GaAs the distances between droplets are of order Dy := 1pum,
while typical radii are of order Ry := Inm. This motivates later in Section 3.3.1 a monopole
approximation, where we assume that the “influence” of a single droplet can be limited in good

approximation to a spherical shell ¥; := Bpi (X)\ B, (X;) with outer radius R, 7; < R%,, < Do,

while the mean field region (or far field region) F := Q\UN | By ) (X;) then represents the coupling
between the A/ droplets and the mean field of the chemical potential %, which turns out to depend
only on time. Then the exact geometric relations between the X; are neglected.

2.2. Some thermodynamics of mixtures

2.2.1. Basic variables for the solid and liquid phases of GaAs

We abbreviate the species of atoms on the various sublattices in the solid or liquid by the sets
ag = {Gaa,ASa,ASg,ASW,VQ,VQ,VW}, ay, = {GaL,ASL}.

The basic variables are the mole densities n, for a € agUay, and the mechanical displacement field
U:J xQt) — R3 as well as the free boundaries 9(t) and I;(t).

The restriction on g of a function f, defined on the whole €2, is denoted by fg or again by f, if
mentioned so. fr, is the restriction on 7. The restriction on Q’L of a function g defined in the
liquid is giL = gL‘QiL. Due to these conventions we write e.g. U}J = U]QiL and n® for a € ap,, where
i € N. All variables in the whole study will be functions J; x Qg(t) — R{ if they are defined in
the solid part or J; x Qr(t) — Rar for the liquid part, unless otherwise stated.



Chapter 2. Thermodynamically consistent model for gallium arsenide

Figure 2.4.: Many droplet problem with arbitrary convex shape. Dashed radii
R!,, model “influence” of a droplet in the monopole approximation, see Section

3.3.1.

2.2.2. Chemical constitution of GaAs in the solid and liquid phases

We define the mole density of atoms in the solid and in the liquid phase by

n = { ns ‘= NdGa, + ZbESL NAs,; T € Qg(t),

n = ng,, + 0, ; xeQi(t), VieN.

The common mole density of sublattice sites is

1
ng = g 2{: Ng.

acas

The factor 3 is chosen because we have three sublattices. In the Freiberg model we have equal

number of lattice sites on each sublattice, i.e.

NG = NGa, T NAs, TNV, = NAsz + NV = NAs, + Ny,

(2.4)

Note, that we have the following relation between the number density of atoms in the solid and the

number density of sublattice sites:
ns =ng(3 — Yy).

Further we define lattice occupancies by

Y, = 2% c0,1], a€ as.
ng

For keeping notation short we write

NGa *= NGays NAs ‘= Z NAs,, MNv = Z nv,,
beSL beSL

10
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2.2. Some thermodynamics of mixtures

and

Yaa :=YGan, Yasi= Y Yag, Yy:i= Y Yy,
beSL beSL

where we sum over the set of all sublattices SL.

The total mass density is

. PS = Yacag Mana; € Qs(1), (2.6)
' PL = Yacay Mang; ©€Qp(t), Vie N '

where M, denotes the molecular weight of the constituents a € {agUay,}. Note that Mg,, = Mga,
Mys, = Mas and My, = 0 for all b € SL. We abbreviate, since in many formulas only the relation
between the relative atomic mass of arsenic and gallium enters,

Mg, _ 69.723 gmol

~ ~ 0.93061
Mys — 74.922 g mol™*

ﬂ:

where the data is taken from [SLBT01]. We only need, that 1 < fi < 1 in this study.

The arsenic mole fraction is

—nas — __Ya, .

X — XS T TZ{; - YGa‘?’YAs’ T e QS(t)’ (2 7)

- . n . 3 .

X} = :ZEL ; xeQy(t), VieN
and the mean molecular weight is

MX) = Mol — X) 4+ Masx = 2 = | 1= ngi 7 € 0s(l) (2.8)

= Moall = &)+ Masd = 0= M(X}) =20 zeQi(t), VieN. '

L

We introduce as abbreviation for the concentration of mass of As with respect to the total mass

Mysnas My, X
P(X):= = .
K== = umw

(2.9)

2.2.3. Motion and strain in the solid and liquid phases

We consider the GaAs as a material body, which is a continuum of material points, that are at
time ¢ at some point z. These coordinates are called Eulerian (or spatial) coordinates. The whole
set of all points is the instantaneous configuration (“Momentankonfiguration”) 2. The state of
deformation is described w.r.t. a reference configuration Q. The material points of the reference
configuration are given by Langragian (or material) coordinates X. Every point X is related to a
point z by the function x(¢,) : (0,7) x Qf — Q, which is called motion. We assume the motion

x = x(t, X)

to be bijective. The displacement field in material coordinates U : J; x QF — R3 or in spatial
coordinates U : J; x Q — R? is given by

Ut,X):=x(t,X) =X, Ut,z):=Ut,x t,z)) =z —x"(tz). (2.10)

All indices, like 4, j, of the following mechanical quantities have values in the set {1,2,3} unless
otherwise stated. In general we write vectors without indices for coordinates, but write matrices
in a notation with indices.

11



Chapter 2. Thermodynamically consistent model for gallium arsenide

We describe the local state of deformation in a neighbourhood of a material point of the actual
configuration w.r.t. its reference configuration by means of the displacement gradient H or the
deformation gradient F', which are defined as

aU (¢, X)

oX'(t,X) i OU(t,X)
s ) _ sii

HY(tX) = X X7

Fi(t,X) = =69 + HY(t,X),

where 6% denotes the Kronecker delta. The change of the volume element is given by

J :=det F. (2.11)

The motion can be inverted iff J > 0. If this holds we can equivalently work in Eulerian coordinates
and define analogously

hij(t, x) = 8jUi(t, x), (F_l)ij(t,m) = 8j(x_1)i(t,$) = 4§ — 8]-Ui(t,x) = 4§ — hij(t,m),

where 0; 1= 0, = a%j denotes the partial derivative w.r.t. x;. Analogously we write J; := %.

By means of the motion we can define the barycentric velocity of the mixture in Lagrangian
description ¥ : J; x Qf — R3 or in Eulerian description v : J; x  — R3,

0(t,X) := Opx(t, X) = 8, U (¢, X),
v(t,z) == o(t,x Ht,z)) = DU(t,z) = 0, U(t,x) + VU(t, z)v(t, z),

where D, := 0, + v - V denotes the material derivative. We refer to v in the following often just as
“velocity”. In Eulerian description we find the following formula for the velocity, see [Seg07],

v= (I3 - VU)'0,U = (I3 + VU)o,U + O(||VU|*), (2.12)

where I3 denotes the identity matrix in three dimensions.
We make the general assumption:

Assumption 2.1 (Small displacement gradients). We work in approximation of small displace-
ment gradients |VU|| i.e. |[VU|| = O(h), where h is a dimensionless quantity given by data and
h < 1, which is a special case of linear elasticity. In this approximation, also called “geometric
linearisation”, Fulerian h and Lagrangian H do mot differ.

Throughout this study, whenever it makes a difference at all, we use spatial i.e. Eulerian and not
material i.e. Lagrangian coordinates.

For typical material data, as given in Appendix D, we find indeed h &~ 1075.

As long as we are in the regime of small displacement gradients we have J ~ 1+ tr(VU) > 0. This
justifies J > 0 for all these times. Furthermore Assumption 2.1 allows us to work with

v =dU. (2.13)

We emphasise that we have defined so far U (or U), h (or H) and v (or 9) also on the liquid, which
we underline by an additional subindex L e.g. U, (or Up), when we refer to the restriction of these
variables in the liquid. In the liquid we get the explicit formulas Uy, = (ar|z — X;| + br.)e,, where

ar, and by, are independent of x, or

hr = apls, (2.14)
where e, = x%?' is the unit vector in normal direction. Since we assume X; to remain fixed, then
UL‘x:X,- =0 and bL = 0,

Ur = aplz — Xiley. (2.15)

12



2.3. Side conditions

This implies
vy, = Owap|r — Xiler.

Stresses are measured by the Cauchy stress tensor og € R3*3 in the solid and the pressure p} :
T X QZL — R,i € N in the liquid. As further mechanical variables we introduce the pressure in the
solid pg : J¢ X Q2¢ — R and the stress deviator tensor ag"'> : T x Qg — R3*3, which are related
to og, by
1 <ij> ._ _ij ij

ps = —3tr(as), og’  i=04 +pgd. (2.16)
where we introduce by tr(A4) := 3, A” the trace of a tensor AY. g5~ represents the stresses due
to change of shape.

2.3. Side conditions

Besides the side condition (2.4) we have conditions on local conservation of particles and on mass
and material mole fluxes across the free boundaries.

2.3.1. Balance of particle numbers

Let v, be the velocity corresponding to constituent a € ag U ay,. The only chemical reactions in
the Freiberg model are the transfer of constituents between the three sublattices SL. Hence as a
natural assumption we have local conservation of substance (i.e. of As and Ga)

Omass + Y V- (vas,nas,) =0 Vo€ Qg(t)Vt e (0,7), (2.17)
a€eSL
OnGa, + V- (VGagnGa,) =0 Va € Qg(t)Vt € (0,7), (2.18)

and in the liquid we have
Ona, + V- (Va,Na,) =0 Ve e Qi (t)Vie N(t)Vt€ (0,7)  Va€ar. (2.19)
Local conservation of the material species implies local conservation of mass
Ohp+V-(vp)=0 VreQgt)UQp(t)Vvee (0,7), (2.20)

which is called the continuity equation.

We could try to link v, to U,, which are the displacements for species of type a € ag U ay,, but
instead we eliminate the unknown v, by the diffusion fluxes j,. We introduce atomic diffusion
fluxes for all constituents a € ag U ay, defined by

Ja = na(vVa — V). (2.21)

We introduce the total diffusion flux of As,

Jas, = Mas, (Vas, — L) reQL(t)Vie N Vte (0,7).

Joas) = { JAss = 2aeSL JAsa = 2aesL MAs, (VAs, — V)52 € Qs(t) vt € (0,7) (2.22)

Analogously we define the total diffusion flux of Ga

. — jGaS = jG“a :'nGaa (UGaa — ’U) T € Qs(t) Vt € (O,T) (2 23)
JGa G, = Noa, (Vha, — V%) xeQi()Vie N Vte (0,T). :

13



Chapter 2. Thermodynamically consistent model for gallium arsenide

Notice, that the conservation law for Ga i.e. ng, is not independent of the conservation law for As:

. ‘ 1.
> Moja =0 <= jGas = —=jAss (2.24)
a€{Asqa,Asg,Asy,Gag } K
. . 1.
Z Myjo=0 <= JGar, = *ﬁ]AsD (2'25)

acay,

For the sake of completeness we give the conservation law for vacancies

Oy + Y V- (vy,ny,) =0 Vo eQgt) Vte (0,7).
a€SL

It is suitable to consider for vacancies the flux jy := jy, + jas,. Analogously to (2.4) we require
JGan t JAsa T JVe = JAsy + Vs = JAs, + IV, (2.26)

Together with (2.24) this leaves four independent fluxes in the solid, jas,,a € SL and jy, and by
(2.25) only one independent flux in the liquid, jas, -

2.3.2. Side conditions on the free boundaries

We did not define variables on an interface so far. For some xy € I we use the notation

[f)](zo,t) := f+(x0,t) — f=(x0,t) = lim f(x,t) — lim f(x,t) (2.27)
T—T0+ T—T0—

where the subindex “+” stands for taking limits for sequences {x,}neny with x, € Qg(t) for all
n € N i.e. limits from the solid side and the subindex “—” stands for taking limits for sequences
{xp}nen with 2, € Q% (¢) for all n € N. This is important, since not all variables will turn out to
be continuous on I.
We abbreviate the component of v in normal direction by v¥ := v - v. Analogously we define w”,
J4s> J6e and jy,. We introduce the one-sided mole fluxes across the interface

Ny :=nq(v —w”) VYa € agUar,. (2.28)

We assume local conservation of the material mole flux across each interface i.e. Ngq = Ngq, and

> aesSL Nas, = NASL or

[[74s]] + [[nasv”]] v Vo e Ii(t)Vie N(t) Vit € (0,T), (2.29)
[l76a]] + [[ncav”]] = [[nga]]w” Vo e Ii(t)Vie N(t) Vit € (0,T), (2.30)

I
'3
N
i

g

which implies the conservation of the mass flux through the interface
[[pv"]] = [[p]]w” Vo € Ii(t)Vie N(t) vVt € (0,7). (2.31)

Analogously we assume no net material mole fluxes at the outer boundary, > ,cqr, N, As, = 0 and
Nga = 0, which agrees to our experimental situation of a solid embedded in an inert gas. Hence
the net mass flux over the outer boundary is also zero and we have

Jhs + nasv” = ngsw” Vo € 0Q(t) Vt € (0,7), (2.32)
Jba + NGaV” = ngaw” Vo € 0Q(t) Vt € (0,7), (2.33)
psv” = psw” Vo € 0Q(t) vt € (0,7). (2.34)

14



2.4. Available free energy of the system and approach of a thermodyn. system to equilib.

The conditions (2.32) — (2.34) can be stated as

J4s =0 Vo € 00(t) Vt € (0,7), (2.35)
Jéa =0 Vo € 9Q(t) Vt € (0,7), (2.36)
w” =Y Vo € 0Q(t) Vt € (0, 7). (2.37)

Later in 2.6.5 we will exploit that we can determine vy, - v and j4s, - v explicitly in a homogeneous
liquid and j is linked to the gradient of the chemical potential Vu by a constitutive law.

The equations (2.29) — (2.34) make sense since they imply global conservation laws for Ga, As and
total mass.

2.3.3. Global conservation laws of mass and substance

We recall that we consider a system with given number of atoms Ny and fixed As content Xy = %‘: .
We exploit the global conservation laws for As and Ga
[ nas = Nag = NoXo, (2.38)
Q(t)
/ nGa = New = No(1 = Xo), (2.39)
Q(t)
which imply together the conservation of total mass
/ p = NoM(Xo) = Mo, (2.40)
Q1)

We remark that there is no global conservation law for the density of sublattice sites ng, since if
crystal gets lost, the vacancies and their sublattice sites vanish.

There holds the following lemma, which we prove in Appendix A.1.

Lemma 2.1 (Global conservation laws and side conditions). The side conditions (2.29) — (2.31),
(2.35) — (2.87) and the local conservation laws (2.17) — (2.20) imply the global conservation laws
(2.38) — (2.40).

2.4. Available free energy of the system and the approach of a thermodynamical system
to equilibrium

Dreyer and Duderstadt start from first principles i.e. the first and second fundamental law of
thermodynamics

GEFn 0= 0, 58220, (2.41)
which are the global balance laws for total energy F and entropy .S for constant outer pressure py,
constant outer temperature 1 and conservation of mass and substance, where we assume that the
temperature within © is constant i.e. T = Tp. @ denotes the heat power?, which might enter or
leave the system to ensure a constant temperature Ty. E is equivalent to the internal energy of
the system, since we may neglect the contribution of the kinetic energy, because its contribution
is very small compared to the internal energy, if we are close to equilibria. The availability A (or
available free energy or also just “energy”) is defined as (see the textbook of Miiller [Miil01], p.149

2Note that Q is the established notion in the literature, but does not mean the time derivative %Q, since such a @
does not exist in general.
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Chapter 2. Thermodynamically consistent model for gallium arsenide

~151)
A:=FE—TS + py|Q,

. 2. 2

Next we introduce the Helmholtz free energy ¥ = E — T'S, which we decompose into a solid part,
liquid and interfacial parts, which yields

A=T+po|Q =g+ UL+ > W) +polQ.

Corresponding to ¥ we introduce the density ¢ w.r.t. the mass density i.e. Uy = ppthyp, b € {S, L}
and on the interface we introduce ¥; = [, o, o the surface tension. We find

A= [ Gosts+m+ 3 [ Gt +p) + 3 [ o (243)

We assume here o to be a constant depending only on temperature. Thereby for the evaluation of
the Helmholtz energy density, pstos(T, {nq}acag, J*2/3FTF) in the solid and pry (T, nas,, "Ga, )
in the liquid, the Gibbs-Duhem equation

Vppp = Z tang —pp Vb€ {S, L} (2.44)

acap

is needed, where p4,a € ag U ay, are the chemical potentials, which will be determined later by
constitutive laws. For a derivation of (2.44) we refer to [Miil01]. With (2.44) we obtain

A= (X uana+po*p)+2/ﬂi(z uana+po—p)+2/}a. (2.45)

Qs acag i€N Y L a€ar, iEN
Stoth [Sto97] has proven that the standard two-phase Stefan problem, as usually treated in liter-
ature, can be reduced to a one-phase Stefan problem. Contrary in our situation quantities in the
liquid, like the chemical potentials in the liquid, are only constant in space and not in time.

Assumption 2.2 (Homogeneous liquid droplets). We assume the liquid to be homogeneous in
space, i.e. ng and lg, a € ag, are independent of x and hence can depend only on the free boundary
I;(t) or on boundary values of the basic variables on I;(t).

In [DDOS] differential equations and boundary conditions are derived explicitly under our assump-
tions from (2.42) in case of a single droplet. This can be easily extended to the case of many
droplets. For the result in [DDO8] the transport theorem is used, what can be applied since we
assume to have Lipschitz boundaries. The side conditions (2.29) — (2.31) and (2.35) — (2.37),
which correspond to balance fluxes of substance/mass at free boundaries, are used as well for the
derivation of the differential equations from (2.42). We give a short summary of their result.

We decompose the availability into a mechanical, chemical, interfacial and diffusive contribution
A =: Achem + Amech + A[ + Adiﬁ'
Since interfaces are disjoint we can decompose further

Al =3 A (2.46)

1EN
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2.4. Available free energy of the system and approach of a thermodyn. system to equilib.

For the derivation of an explicit expression for %A and explicit expressions for Achem = gmech
Al A% and their time derivative respectively we refer to [DDO0S]. It is physically reasonable to
assume that mechanical and chemical equilibria are achieved within short relaxation times, so we
can assume

d d
dt dt
as necessary conditions for possible equilibria. Both processes are assumed to be in quasi-stationary
equilibrium at all times.

(A1) Achem =0, (A2) Ameel = 0

It is not clear for us by now if we can assume that interfacial equilibrium is achieved faster or within
same relaxation time as diffusive equilibrium. We consider two cases. In the regime of diffusion
controlled interface motion, which we abbreviate by (DC), we have

d d .
(A3 —Ali=0 VieN and (44) —A% <.
dt dt
In the regime of interface controlled interface motion, which we refer to as (IC), we work with
d I; . * d diff

We have strict equality in (A3) and (A4) if and only if an equilibrium of the total system, i.e.
a minimum or maximum of the availability, is achieved. We emphasise that we do not want to
consider the case (DC & IC), where both equilibria are achieved within almost equal relaxation
times i.e. (A3) and (A4) hold.

Furthermore we have to guarantee that the availability is non-increasing if a droplet vanishes i.e.
A(1i+) — A(r—) <0. (2.47)

We give the necessary conditions for an equilibrium explicitly: the necessary conditions for chemical
equilibrium following from (A1) are

v, + prvg +py, =0 in Qg(t), (2.48)
fas, + 1y, = v, + fasg in Qg(t), (2.49)
PAsq T 1V = BV, + [Asg in Qg(t). (2.50)

From (A2) it follows that the mechanical BVP is

3

(div og); ==Y _0j0d =0 in Qg(t) Vi € {1,2,3}, (2.51)
j=1

Vpi =0 in Q% (t)Vi € N, (2.52)
v-osy = —pp on 90(t), (2.53)
o5 =0 on 0N(t) U Li(t) VI € {1,2} Vi € N(t), (2.54)
v-osv+pr = —20ky on I;(t) Vi € N(t), (2.55)
where 7; are normalised tangential vectors to the outer normal v. kj; := —div v is the mean
curvature. kjs is defined following the usual sign convention and we have kys|;, = —%i < 0 for our

spherical droplets. We remark that we denote scalar products by f-g = Z?Zl fi ¢/ and products
of a matrix A and a vector g by (Ag)! = S3_, Alkg,.
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Chapter 2. Thermodynamically consistent model for gallium arsenide

The following conditions at the interface follow from (A3)

BZ MG(I <>

JGa + NGa(v —w") = “RT S(MGan — MV, — MGay, — ,Oisy -0g""v) on Ii(t)Vie N(t), (2.56)
-V v v B s M S 5" .

Jhs + nas(v” —w ):—R‘% (MAS,Y_MV.Y_NASL_T::I/‘O'§’>V) on I;(t) Vi € N(t), (2.57)
Jjr +nav” —w”) = ~RT (v, + pv, + pvy) on I;(t)Vi € N(t), (2.58)

where we use for the last line (2.4). (A4) yields the diffusion fluxes in the bulk

, BP 1

JAs = *ﬁv(/‘Asw — KV, — ﬁ(#Gaa - 1v,,)) on s(t), (2.59)
) By

jv = —ﬁv(uva + pry, + pivy) on Qg(t), (2.60)

where t € (0,7). The factors BiGa, Bils, B%/, BP and By are non-negative and are called mobilities.
More precisely, we have two types of mobilities, the interface mobilities B,i457 Béa and B%/, where
i € N9, and the bulk mobilities B and By. B is the diffusion mobility® of interstitial As, and
By the diffusion mobility of vacancies.

We want to assume that vacancies have always by far the highest mobility, hence B%'/, By — .
Under these limits the equations (2.58) and (2.59) yield that (2.48) holds also on interfaces and we
only have to consider (2.56) and (2.57) on interfaces and a single diffusion law (2.59).

The interface mobilities BY, and Béa are given as functions depending on X and r; e.g. following
the ansatz in [DDO0S], eqns. (4.39),

assumpt ; | assumpt |
BAS - nfﬁlsL o M XZ BGa - nGaL 27TM XZ (26]‘)

We emphasise that the ansatz (2.61) is used as a guess for B 1s and BG and reliable experimental
data for these quantities is not available. In particular we note that due to Xt € (0,1) these two
mobilities are for arbitrary X? finite. We introduce for ease of presentation a common interface
mobility, which does not depend on the specific droplet,

RT . I M ) I M
QWM(XL) ASL nGaL

The bulk mobility B of interstitial arsenic is assumed to be either a constant

B = B(T), (2.63)

determined by experiments, or to be a function linked to the diffusion constant D(T') of interstitial
As, which may be determined by experiments, via

B 0 1
RT 8” (:u’AS'y /"LV'y - E(MGaa - lu’Va)) = D (264)

We consider the two limiting cases. In the regime (DC) we assume

maX;eN(t) {Bils’ Bé’a} oo
B M

(2.65)

3For ease of presentation we often write B instead of BY in the following.
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2.5. Constitutive model for GaAs and further assumptions

while for (IC) we consider the limit

maX;e N(t) {B%s’ Béa}

5 — 0. (2.66)
This yields for (A3*) from (2.56) and (2.57)
MG@ <> .
LGao — HVa — HGay, — ——V-0g v =0 on I;(t) Vi € N(t), (2.67)
pPs
Mas . .
[tAs, — BV, — HAs, — p—Au 05T =0 on I;(t) Vi € N(t), (2.68)
S
and for (A4*) from (2.58)
1
HAs, — MV, — ﬁ(ﬂGaa — py, ) = const(t) Vr € Qg(t), (2.69)

where t € (0, 7).

Unless otherwise mentioned we treat both regimes simultaneously, considering (DC) and then, if it
makes a difference, the (IC) regime.

In Subsection 2.6 we will exploit the consequences of (Al), (A2), (A3*), (A4), (A3) and (A4¥)
in this order together with further constitutive laws and assumptions, which we state in the next
subsection.

Instead of (2.56) we consider 2 (2.57) —+ BL (2.56), which we combine with (2.62), (2.22), (2.29)

B, R B,
and (2.30), i.e.
M(X%) 1 1
R L v v v v
n ——(V, — =VG, + (1 — =) (v —w
TG Whes = 50, + (1= )0E — )
B! 1 .
= _ﬁ(MAs,Y — PV, — MAsy — ﬁ(uGaa — [V, — HGay)) on I;(t) Vi € N(t) (2.70)
and hence we replace (2.67) by
1 .
[As, — BV, — [Asy — E(MG%‘ — 1V, — Hca,) =0 on Li(t) Vi € N(¢). (2.71)

2.5. Constitutive model for GaAs and further assumptions

We relate our system to a reference system. Then we close our system by constitutive laws for
nr, ng, 0s, pr, and pi,,a € ag U ag,. For the general constitutive model and further details on the
derivations of the constitutive laws we refer the reader to [DD08], Ch. 3(e), Ch. 5 and Ch. 6.

2.5.1. Reference system and reference configuration

If one neglects surface tension and bulk stresses the system is well understood, that can be ex-
perimentally realised by a solid cube of GaAs crystal in a liquid GaAs bath where the external
pressure acts by means of an inert gas of Ga and As on the system (see [DDO08], Fig.2, p.21) such
that the crystal is under hydrostatic pressure in 3-phase equilibrium. Therefore we relate some of
our variables to known experimental values of this so-called reference standard system and consider
the actual values as small deviations from the values of 3-phase equilibrium. These experimental
values are constants and will be usually denominated by an overline on the corresponding variable
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Chapter 2. Thermodynamically consistent model for gallium arsenide

of our system: p(T),ig(T), 7 (T),Y o(T), X (T), T, (T) = 1ch*™(T). They are determined as the
unique global minimisers of the available free energy of the reference standard system. We will
drop the temperature dependence in our notation from now on.

Accordingly we define relative lattice occupancies
Ya ‘= = a € as.

We define stress/strain relations w.r.t. a reference configuration. As a reference configuration we
choose the reference standard system, where the liquid /solid body of GaAs is free of surface tension
and strain i.e. we have ng = ng = T in the solid and n;, = nf = my, in the liquid, which is the
case if the body is under uniform pressure p and in chemical composition Y,,a € ag in the solid

and X, in the liquid. We express p, ng and ny, in terms of p, g, 7y, and U in the following.

We rewrite the definition of the mass density (2.6) by (2.8)

. { ps = (3 =Yv)M(Xs)ng; =€ Qs(t), (2.72)

pr = M(X4)nt ; xeQi(t), VieN.

Next we introduce two states of the density, which we need to describe deformations: The mass
density of the reference configuration

—_ | ps = M(Xs)B-Yv)nd = M(Xs(y=1D)nd; =€ Qs(t),
Pi= B = M(Xp)nk . 2xeQi(t), VieN

and the mass density of a solid, whose lattice coincides with the lattice of the reference configuration,
but with a different distribution of atoms as in the reference configuration,

o 5= M(Xs)(3-Yv)nd; x e Qs(t),
P Py = M(Xp)nk ;o xeQy(t), VieN.

Deformations itself are expressed via F' which decompose into inelastic deformations F* due to
redistribution of atoms over lattice sites, which are assumed to be given uniquely as constitutive
law, and elastic deformations, which are reversible,

F, = FF* !

For a detailed discussion on this subtle point we refer to [BDDMO07], [DDKO0S].
We check that we have for the Jacobian according to its definition (2.11)

P Jig) = 25 =det((I3 — h)~Y); 2 € Qg(t),
p JL:%:(lth) ;o xeQp(t), VieN
which is used in the following as definition of p instead of (2.72).
We introduce the quantity
higy:=1—¢ 3-Yy MXs). 5 ¢ Qg(t),
B (S) Aj(;Y\)/ M(Xs) | (2.74)
hy=1-¢ M(Yi) ; xeQy(t), VieN
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2.5. Constitutive model for GaAs and further assumptions

as the inelastic counterpart to h. We define

* —

3-Yy)M(X * _3.
s ::detp*z{ Tio = vt = (1= 1 (Xs) ™ w € Qs(0),

Jp o= MEL — (1 - Ry (X)) P . xe(t), VieN,

—

(X
(Xp) —
and the multiplication rule for determinants yields
e =det(l; — h) 7' (1 - h*(Xs))%; @ € Qs(1),
“L—(1—hp)*(1=hj(Xp)?® 5 zeQ(t), VieN.
L

0 QW

Jyi=det Fy = JJ ! = {

For the rest of this work we want to deal with small deviations h* i.e. deformations due to change
of the chemical composition of the reference standard system are only of O(h). We remark that
inelastic deformations due to thermal expansion are already included in the temperature dependent
constants p and further in the constants kg, Gg and kj,, which we will meet later in the constitutive
laws (2.77), (2.78) and (2.79) for the Cauchy stress and the pressure in the liquid.

Hence we have the following constitutive laws for ng and np,

R * R *
ng RJ np RJL
i —. 2.
ng Jel 26 7 s ny, Jel’ nr 7 ( 75)

Remark 2.1 (Alternative ansatz for the deformations). Another ansatz, which might be suggested
to include deformations due to rearrangement of atoms, is to work with a nf, which is not the
constant my, and which depends on the chemical composition i.e. on X :

-1
1-Xp, Xr

HE(XL) = ( - + - )
nGaL nAsL

for given reference values ngaL and nisL. In our formulas we then have to replace h* and h} by

zero. But this ansatz for nf leads to inconsistencies with the conservation of mass.

2.5.2. Constitutive laws for GaAs: Cauchy stress and pressure

We close our system by linking the Cauchy stress og to U and h* and the pressure in the liquid
pr, to U, and h} by constitutive laws. We abbreviate the strain i.e. the symmetrised displacement
gradient by

(V) = %(h” + ity = %(ajUi + o). (2.76)

As derived in [DDO8] the constitutive law, which links the Cauchy stress og to the displacement
gradient VU and to h* in the solid, is in geometric linearisation

3
od =—pd + Y KM (VU) — hsM), (2.77)
k=1

where the stiffness tensor K = K (T') € R*** of crystalline GaAs in isotropic approximation is
KM = KUM(TY) = |g(T)69 6% + Gg(T) (6% 67 + §i57% — g5”5’“). (2.78)

Here kg = ks(T') and Gg = Gg(T') denote temperature dependent material constants i.e. the bulk
modulus and the shear modulus of crystalline GaAs.
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Chapter 2. Thermodynamically consistent model for gallium arsenide

For the pressure in the liquid we assume that we deal with a compressible liquid, which is linear in
ngL, ie.
_ nr _ *
prL =D —kp(l— ﬁ) =p—3kr(ar, — h}) + O(||h]?), (2.79)

where k7, = kr(T) is the bulk modulus of GaAs in the liquid.

Remark 2.2 (Formal extension of the Cauchy stress into the liquid). For the liquid we could make
an ansatz, which is similar to (2.77) and (2.78), for o1, as Cauchy stress in the liquid and with K,
as stiffness tensor in liquid GaAs. Due to the properties of a liquid the shear modulus in the liquid
is G, = 0. This yields

3
of =—p67 + Y KM (VUL) = hjoM) = (=P + kr(tr(e(VUL)) — 3h7))5Y. (2.80)
k=1

But since we have only identical diagonal components in (2.80) the pressure in the liquid prescribes
completely the strains and stresses in the liquid,

pL = _%W(UL)- (2.81)

We use later in Section 5.2 the equation (2.80) to extend the stress tensor og, formally on the whole
domain €2, which is for technical reasons needed for the homogenisation.

2.5.3. Constitutive laws for GaAs: Chemical potentials

The chemical potentials in the solid and in the liquid decompose into a chemical and a mechanical
part

fa = p™ + ple", a € ag Uar.
We have in the solid
chem — YCL
Mg =g+ RTln(?—), a € ag, (2.82)
jmech . (ps — ﬁ)%‘l +O(h?); a € {Gag, Asa, Asg, As, }, (2.83)
0 i a€{Va, Vg, V,}
and in the liquid
chem __ — 1-Xg 2
BT = T, + BT In(r—=5) + (Lo + Li(3 — 4X1)) X,
— XL
— (Lo + L1 (3 — 4X )X .7, (2.84)
X
PR = Tag, + BTI(Z0) + (Lo + Li(1 = 4X1))(1 = X1)°
L
(Lot La(1 — 4X0))(1 - Xp)?, (2.85)
k k .
meeh — ZLyy (L) _ ZLa(ny — hp) + O(h?), a € ar. (2.86)
nyt o mL ny

R is here the gas constant and Ly = Lo(T), L1 = L1(T) are the given Redlich-Kister coefficients.
The explicit formulas (2.82), (2.84) and (2.85) for chemical parts of chemical potentials in GaAs
la,a € ag U ayg, go back to Mika, Oates, Wenzl et al. [WMH90], [WOM93|, [OEW95], while the
mechanical parts (2.83) and (2.86) of chemical potentials are derived for GaAs in [DDO0S].
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2.5. Constitutive model for GaAs and further assumptions

Note that (2.56) — (2.60) have to hold for the reference configuration, which is under pure hydrostatic

ressure i.e. 05" = 0, too, and we get immediatel
b S ’ I g y

fGay = Fvy — AGay, =0, Tas, — By, —Hag, =0, Y iy, =0. (2.87)
a€SL

Notice, that due to (2.87) the reference values fi,,a € ag U ay, drop out completely in (2.56) —
(2.60). W.lo.g. we set

a, =0, a€agUar (2.88)
in the following calculations.

As abbreviation we introduce by using twice (2.82) and (2.83)

pE™ = T = v, = RT IR, (289
HAS™ o= pGs" — pv, = RT ln(y%), (2.90)
3

and now we can introduce some suitable chemical potentials, g, for the gallium and w4, for the
arsenic part in the solid:

chem

fa = ™ 4+ peeh Va € {As, Gal.

The terms p4s and pg, appear in the necessary conditions (2.56) and (2.57) on interfacial equi-
librium. Since in (2.59), the necessary condition for diffusional equilibrium, the following linear
combination of chemical potentials appears, we introduce the total chemical potential in the solid

__ . chem 1 chem chem

1
=TS s = ZhGa = B T v, E(MG’aa — [Va); (2.91)

where mechanical parts of the chemical potential drop out. We define

YAs Yo
g YAsy  Wo (1 2.92
" (yGaa) (2.92)
This yields with (2.88)
u = RT In(S). (2.93)

For the liquid side we define the total chemical potential uy, similar as (2.91). With (2.84), (2.85),
(2.88) and (2.14) we have

1
uy, ‘= ,LLASL - EMGGL

= RI(n(E (17550 - 2000 +3L0)(X2 — X
4 (Lo + 9L — ;(LO +3L0))(X2 = X2) — 4Ly (1 - ;)(Xg e
+ iﬁ(% —L)(ag — h7). (2.94)
nr W

2.5.4. Sphericity of the system and the droplets

Assumption 2.3 (Sphericity of the free boundaries). As we have already mentioned at the be-
ginning we want to consider only the case of liquid droplets, which are spheres and the case of a
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Chapter 2. Thermodynamically consistent model for gallium arsenide

spherical Q. In order to preserve Q and Q% ,i € N to be spheres for all times, we have to adjust
suitably the growth conditions of the free boundaries since w” depends on x, too. Hence we consider

0 ;:][ w(z,t) - v(2)dA(z), R ::][ w(z,t) - v()dA(z).
I(t) EY)

If the deviation [}. ||z — X;| — 73|dA(z) of an arbitrary shaped closed surface I from a sphere
is of order ¢, it was derived rigorously in [AF99] and in [Vel00] that taking the average over I;
about w yields only an error of higher order in ¢ to the classical LSW dynamics. Furthermore a
restriction to spheres makes sense since a closed convex surface tries to minimise its geometrical
surface energy under volume-preserving mean curvature flow and converges exponentially fast to a
sphere, see [Hui87].

Since we will see that our Stefan condition is up to a factor the Stefan condition of the classical
LSW model this justifies the restriction to spherical droplets in our model.

The error, we make by taking Rpq, the average over v on the free boundary, can be estimated and
turns out for sufficiently small € to be of higher order in € than v, which we show in Lemma 3.1.

Consequently we approximate from now on the boundary conditions on the interfaces, (2.55) for
U and (2.70) and (2.57) for u and X by its expressions, which we get for a spherical droplet,
respectively.

From now on we exploit the radial symmetry of droplets and Q2 = Bpg,,(0).

2.6. Exploitation of the availability inequality and the constitutive laws

2.6.1. Reduction of variables by chemical equilibrium

In order to guarantee that the relative lattice occupancies y,,a € ag are well-defined we have to
assume that the domain of the y,’s is Do = (0,1/Y),1/Y < 1. This yields that (2.82) is well-defined,
too.

From now on we use the abbreviations Y := Yas, and y := yas,. We will reduce explicitly the
number of variables of our system by relating {y, }acag uniquely to y. This is due to the following
six relations. Three of them are due to the same mole density ng of each sublattice, (2.4),

YVA, =1-Y%, YVB =1- YAS,B’ Yv, =1—Yas, — Yga, (2.95)

and three relations follow from the chemical “reactions” between sublattices under the necessary
conditions (2.48) — (2.50), that the following reactions are instantly in chemical equilibrium

Va+Vg+Vy=0: puy, + Ky + v, = 0 <= YVaYVﬂYV'y =(C1, (2.96)
YYVﬁ
AS’Y + Vﬁ — V'Y + ASB : IMAS,Y + ,LLVB = ,MV,Y + /‘LASB <~ m == CQ, (297)
A Va—=V Asq _ M —C 2.98
Sa + Vg = Va+ASg I UAs, T HVy = [V, T HAsg — = Cs3, (2.98)
YVaYASQ

with constants Cy = C1(T),Cy = C5(T) and C3 = C5(T'). Note that (2.95) — (2.98) hold for the
reference standard system, too. In the reference standard system the constants C;,1 < ¢ < 3 can
be expressed in terms of Y,. It is sufficient to give either explicitly Y and C;,1 < i < 3 or four of
the lattice occupancies w.l.o.g. Y, ?VB, Y 4s, and Yy, to be given, which can be read of from the
diagrams in [DDO08], p.22 (EMS).
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2.6. Exploitation of the availability inequality and the constitutive laws

We have the following lemma which we prove in Appendix A.2.

Lemma 2.2. For y € J, := (0,(), where { := min{(y € (0,%)|(1 - ()03 — (C1(1 + O3 —
203) + 3C)C2Yy — (C1(1 — Co)(C5 — Co) — 302)(Yy)? — C2(Yy)?), %} we can uniquely express
Ya,a € ag \{Asy} as rational functions in y which are well defined i.e. y, € (0, %), a € ag\{4s,}.

L

For typical experimental data we have the estimate ( < G

For w which is a function in y only, we find J,, := (u(0), u(¢)) = (—o0, +00). As we calculate in the
appendix in (A.9) w is strictly monotone and continuous in y.

We assume ny, as a function of X and U, which we show in (2.112). Due to nge, = (1 — Xz)nr
and nas, = Xpnp there results only X, € (0,1) as independent concentration in the liquid.

We estimate roughly the deviation of our chemical variables from the reference values.

Remark 2.3 (Deviation of X; and y from reference values). The smallness of h} implies the
smallness of

_ o T 3 -
Xp =X = =3(hy + O0) (X1 + 1 . =100 (2.99)
since there holds exactly

M(Xp)=M(Xy)+ Mas(1 - @) (X — Xp).

Hence for typical data we have X; — X1 = O(1071) = O(h'/?). But we can only hope if h* = O(h)
and y € Jy that

Y as 1148(3 Yaa 7
~(— 4+ —2+14+0—=2)O(h
( % v © % )O(h)

(1= )Y a5 + 53— Vv)
(= )Y, (1) — iy (1)

The approximations for y — 1 are made rigorously later by a mazimum/minimum principle in

typ. data
y— 1=~ —3h" ~

O(10).

Lemma 4.2.

We now examine further variables which can be considered now as functions depending on ¢ or on
Xr.

According to the definition of the arsenic mole fraction of the solid Xg in (2.7),

YAsa (y) + YASﬁ (y) + YAS—y (y)
Yasa (V) + Yas, (y) + Yas, (y) + Yea, (y)

XS:ij(Ovl)v Yy—

We look for Xg varying slightly from Xy = 0.500082, where we recall that X is the mean value
of X over € i.e. over solid and liquid, which guarantees semi-insulating behaviour of GaAs. Note,
that in genereal Xg(1) # Xp.

We verify by some calculations, which can be found in Appendix A.3, that
0<Xg(y)<oo  VYyeT,

i.e. Xg is strictly monotone in y and bounded. Since Xg is continuous, we could invert Xg w.r.t.
y on J, and work with Xg instead of y as variable.

Mo, X 1

P:(0.)=©0.1), X175 = 1+ A+ - 1)
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is strictly monotone in X i.e. for its derivative we have
i
(X + a1l - X))*

As long as mechanical deformations are of order O(h) the densities nz, and ng, which are considered

as functions in VU or ay, are well-defined i.e. positive and finite, ny, € (i, (1—O(h)), 7L (1+O(h)))

and ng € (ng(1 — O(h)),ng(1 + O(h))). Furthermore since 1 < 3 — Yy < 3 this holds for ng
analogously.

P'(X) =

Next we consider the densities pg and pr,, which are determined by the variables VU or ay. We see
that pg has values in pg(12=0O(h)) i.e. the densities are indeed positive. By derivation of p* w.r.t. X
we see in the solid together with X¢(y) > 0 that p§ is strictly monotone in y and in the liquid that
P}, is strictly monotone in Xp. Thus p% : (0,1) 3 y — pk(y) € (Maa(1 — C1)Cong, MasYas(Ong))
and pj : (0,1) 3 X1 — p}.(X1) € (Mgenir, Masniz). Consequently p&(y) and pj (Xp) are strictly
monotone and well-defined.

Due to the definition of J there follows from the continuity equation (2.20)
HJ P +V-(wI =0 (2.100)

since p is constant. We introduce the only on y or on X7 depending functions,

R () = Xs(3 = Yi)nfJ* = S8 Xs(3 = Vy)nfs 2 € Qs(1),

ﬁAs(yuXL) = { 7

Pas, (Xp) = XpnfJf = %XLNE ;o eQi(t), VieN
and
Acaly, X1) = ﬁGa(s>(y) = (1- Xs)(3 - Yv)”gj* = YGangJ*Q T € QS(t>7
Gallr L) gy (X1) o= (1= Xp)nfigg CreQi(D), VieN

s.t. ny = npJ L, for all b € {As, Ga}. Note that in general not M4, = fias etc. We check that due
to (2.100) conservation laws hold for this functions in our approximation,

Ong + V- (Mgv) = =V -4, Vo e Qg(t) Vte (0,7) Vae€ {As,Ga}, (2.101)
O, +V - (g vr) = —V-ja, Yz €Qi(t) Vie N(t) Vte (0,7) Vac {As,Ca}. (2.102)

Since the product of two strictly monotone positive functions is again strictly monotone (and also
positive), we find that due to (2.9) that nus and 4, are strictly monotone (increasing) in y. An
analogous result holds for n4,, and fas, w.rt. Xp: Ox,mnas, = nr > 0, respectively. We also
found

T ps(U)P (Xs(u)Xg(u) 5z € Qs(t),

mpL(UL)P/(XL(UL))XZ(UL); zeQ(t), VieN. (2.103)

0 < X(u,U) ::{

Following the monotonicities we can understand the functions Yas, Yaa, Yv, Xs,y, h* and 45 as
given functions of u, which can be inverted. Analogously we express the unknowns hj, 7145, as
invertible functions of X7,.

We summarise dependencies of other quantities on the variables. In the solid pg is a function of U
and ng, ng, ng, a € {As, Ga} are functions of u and U. In the liquid py, is a function of Uy, while
NIL, NAs,, NGa;, a0d jas, are functions of Uz, and Xy.
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2.6.2. Mechanical boundary value problem

We recall that we treat the mechanics in approximation of small displacement gradients, as stated
in Assumption 2.1, which is a stronger assumption than linear elasticity, since linear elasticity
would not imply that |VU]|| is small.

Due to (A2) we have the equations (2.51) — (2.55) for given surface tension o and outer pressure
po. The displacement vector U is related to og and py, by the constitutive laws (2.77) and (2.79).
Thus we can reformulate (2.51) — (2.55). The mechanical mechanical boundary value problem is
to find the displacement vector U, such that for fixed time t € J, = (0,7) the equations

div (Astr(VU) + 2use(VU)) = 3ksh* (u)Vu in Qg(t), (2.104)

Pt =p—3kr(al — b} (XE)) in QY (t)Vie N(t), (2.105)
v (Astr(VU) +2use(VU))v = p — po + 3ksh™(u) on 09(t), (2.106)
71 (Astr(VU) + 2use(VU))v =0 on 9Q(t) U I;(t)

Vie{1,2}Vie N(t), (2.107)
v- (Astr(VU) + 2use(VU))v + ph =5 — 20ky + 3ksh*(u) on I;(t)Vie N(t) (2.108)

are solved.

Note that the relation between Lamé constants Ag, ug and K is
2
As(T) = ks(T) = 3Gs(T),  ns(T) = Gs(T).

In particular Gg > 0 and kg > 0 ensures pug > 0 and Ag > —%MS, that is needed for the existence
and uniqueness proof for the mechanical BVP in Th. 4.1. Analogously we could define formally
for the liquid Lamé constants Ap and py. Since there are no shear stresses in a liquid pr, = 0 and
AL =kp — %ML =kpr.

We have to specify how to determine h; = arlls or ar. This is done by an argument similar
to the so-called Eshelby argument, i.e. taking the liquid spherical droplet out of the solid, then
considering a phase transition and then fitting the solid droplet into the solid back (cf. [DDO08], p
5/6, [DDKO08]). We assume that we have a misfit situation i.e.

np <Mns, (2.109)

which is the case for GaAs. Let ?{/ the given reference value of the lattice occupancy of vacancies
near interface. As in [DDO8] we assume 7{/ =Yy. We introduce the misfit parameter

o =1 o — b (2.110)

which is positive due to (2.109). We remark, that if m; > g there would come a gaseous phase
into play, since the liquid cannot exert traction on the solid.

Note, that we work with a “reference configuration free of strains/stresses” i.e. with discontinuous U
on I; i.e [[U]] # 0 in general. Equivalently we could work with [[U]] = 0 and a “initial configuration”
with initial strains/stresses, which yields the same formula for py,. For this subtle point see [DDKO0S].

This yields in case of a strain/stress-free reference configuration

][ U- JL[ vov — ot (2.111)
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Chapter 2. Thermodynamically consistent model for gallium arsenide

which is equivalent to a discontinuity condition on the displacement U on I;, [[U]] = §%r;. Hence

3
. B 1 _JL U(|lz—X;|=r;)v
1 _ _ R Iz T4
L =B-Yvng ( - hp(Xp(r) ) -

(2.112)

Since we want to ensure having no contradiction to our assumption of spherically symmetric liquid
droplets, we had to modify (2.111) by taking the mean value over all directions.
The trace of a tensor, spherically symmetric on I;, has always this symmetry, too. Therefore the
resulting modification of (2.117) enforces not only the spherical symmetry of og on I; but also of
ps due to its definition (2.16) and hence of U§"’> . The spherical symmetry of a§"'> implies the
spherical symmetry on I; of e(VU) and hence of J.
We want to reformulate problem (2.104) — (2.108) in order to get a formulation similar as in Ciarlet
[Cia98]. We can decompose locally every vector z on a smooth manifold w.r.t. the orthonormal
base v, 1, T2 i.e.

z=(z,v)v+ (z,11)71 + (2,72)T2 (2.113)

where (-,-) denotes the standard scalar product in R3. This allows us to equivalently express
(2.106) and (2.107), which are three equations on 02 in terms of one equation (2.116) for three
components each. Analogously we proceed with (2.108) and (2.107), the three equations on I;,
which are expressed by (2.117). This yields equivalent to (2.104) — (2.108)

div (Astr(VU) + 2use(VU)) = 3ksh™ (u)Vu in Qg(t), (2.114)
i _ = U v p iy O :
pL(]é U-v)=p- sk (T Ry (X)) Qi) ViE N(1), (2115)
(Astr(VU) 4+ 2use(VU))v = (b — po + 3ksh*(u))v on AN(t), (2.116)
(Astr(VU) 4 2use(VU)
3t BT - (27 iy (67 4 ()
+ 3ksh™(u))v on I;(t)Vi e N(t). (2.117)

In order to decompose the Cauchy stress into parts which depend on VU and which do depend on
the chemical composition we introduce a “elastic part of the Cauchy stress”

9 . .
= (ks = 3Gs)tx(VU)8Y + 2Gse(VU)? (2.118)
S't' .. .. .a
od = —(p+ 3kgh§)d" + 4.

This implies
s = Astr(VU)I3 + 2uge(VU). (2.119)

Furthermore we have now pg = p — (Ag + 215)(tr(VU) — 3h*(u)) and p, = p — 3Ap(al(fy, U-v) —
h%(X%)). We rewrite (2.114) — (2.117) for 55 = 5(VU),

div 55(VU) = 3kgh* (u)Vy in Qg(t), (2.120)
][U 3, (1UY 5R e (xi) in QL (1) Vi € N(), (2.121)
v) . (X, m §27 ? ) .
7s(VU)v = (p — po + 3ksh* (u)v on 9Q(t), (2.122)
(55(VU) — Skazi]'.V)V (27" — 3k (6% + B3 (X)) + 3ksh*(u)v  on Li(t) Vi € N(t). (2.123)
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2.6. Exploitation of the availability inequality and the constitutive laws

We can expect uniqueness in the mechanical BVP only in the sense that we consider solutions in
H'/RD with class of equivalence RD.

Definition 2.1 (Infinitesimal rigid displacements). We define RD as the set of all infinitesimal
rigid deformations {Q%(t) — Q%(t),z — ¢(x) := a + b x x|a,b € R3, where a,b can depend on
time. FEquivalently ¢(x) can be represented by a + Wz, where W is a skew symmetric tensor
corresponding to rotation around axis b. The uniqueness w.r.t. RD represents uniqueness up to
the Galilei invariance of our model.

Remark 2.4 (Modelling dislocations in the crystal). As a possibility for modelling influences by
mechanical misfits due to dislocations in the crystal it would be possible to additionally introduce a
so-called source term f on the r.h.s. of (2.120), but we omit this in the following. We remark that,
our theorems could be adapted to include an additional term f € L5/5(Q).

U-v
Without the term —3kp, flim v on the L.h.s. of the boundary condition on I; the mechanical BVP
is the standard problem of linear elasticity, which is treated in [Cia98], p. 296, Th. 6.3-6. We prove
later Theorem 4.2 for the displacement U and Theorem 4.3 for the velocity d;U. In both theorems

we see that, if the data is of order &, which holds if

Xt e Jx, = (Xp(1-h),1), (2.124)
y € Jy:=(1—h,10) or u € J, := (u(1 — h),u(10)), (2.125)
where we redefine 7, and 7, and if

20
max{ks, kr,Gs}’

o> Tnin > (2.126)

then VU and Vv € O(h). This confirms that our approximation from Assumption 2.1, in particular
to work with (2.13), is consistent. We have from the data, that

h= max{pgk_sp, SRR (u(0)), b (1)} (2.127)
For an explicit solution of the mechanical BVP for a spherically symmetric single droplet problem
see Appendix C.1.1. We remark that our solution formulas in case of the radial symmetric single
droplet problem depend smoothly on the time-dependent data r; and Rpg. That this holds also for
non spherically symmetric mechanical problems will be proved later, when we will have stated the
diffusion problem, which yields the evolution of the radii.

2.6.3. Boundary conditions on the interface

We now exploit (A3). We modify (2.70) and (2.57) for our model to guarantee spherical droplets
at all times and have with the definitions (2.74), (2.91), (2.94) and (2.29)

* 7 v 1 v 1 v .

nf(1— hy (X1))*? (v, — ﬁvGaL + (1 - ﬁ)(vL — 7)) (2.128)
Bl . , 1— i 3kp . R U-v o, .

— = (g — yChem(xi o POML iy =7 N
RT(U ug, " (X7) + PR (hL(XL) - +47)) Vo, || = r;(t) Vi € N(1),

nf(1— i (X1))¥ 2 (v, — ) (2.129)
B! i M s <> .

= o (1s(8) g, (O f U ) = By 577 0) Vil = i) Vi € N (),

29



Chapter 2. Thermodynamically consistent model for gallium arsenide

where t € (0,7) is fixed. We look in regime (DC) for solutions (ulr,, Xt) = (uimt, X1) € R x (0,1)
of the equations (2.128) and (2.129), where u;,; and X, are functions of the given parameters, r;
and the function U, which is assumed to be known from the mechanical BVP. We show in this
subsection, that only 7; and the boundary value U]iw = ﬁl U - v enter into u;,; and Xy.
According to our approximation from Assumption 2.1 we have

v-og v _ v O'E v o0,
ps(U) Ps

Analogously to (2.91) and (2.94) we define chemical potentials 4 and @y, weighted with

1— ﬂMésﬁL
Ps

instead of fi. This definitions are suitable s.t. some terms from the mechanics cancel out later. We
have

) = 1asly) = 2ohGo(w) = RT(S0) + (1 = ) 222 s — ),
with )
& L Yy Y, \Y L
)= 0 @) Yo )
and
1 (Xe) = RT(n(ZE (5 _fﬁf)iﬂ» ~ (Lo + 3L1) (X, ~ X1)
(Lo + 9Ly — T(LO +30)) (X2 — X2) — 4Ly (1 — %)(Xi )
%ml—nzﬁ(fv

(T = 6 — R (X1)).

np m T
We abbreviate the chemical part of this weighted chemical potential

X, 1-Xp,

XL(I—XL

— 9 1 3
+ (Lo +9L1 — %(Lo +3L1)) (X} — X7) —4L1(1 - %)(X% - X7)

ashem (X 1) .= RT(In( )#)) — 2(Lo + 3L1) (X1, — X1)

and analogously introduce @™¢".

Due to (2.130) we have ]\%—;‘5(1 — %) + %(1 — 1) = 0. Now the boundary conditions (2.128) and

(2.129) can be rewritten with using further the mechanical boundary condition (2.108)

Uint — ur(Xp, 73, U) =

3k 1 —
Uing — uP M (Xp) + =2 p (hL(XL) ar(ri,U)) =0 Va, || =1, (2.131)
~ - MAs <>
W(Uint) — (X, r;, U 1-— fa Ty =
(tint) — (XL ) —( m) 7s V1,08
i Mo, 20
ﬁChem(umt) — u‘ihem(XL) +(1- 4) (== 4 3ksh*(uint)) = 0 Ve, |z| = r;, (2.132)

m- ps T

where we got the last equation by taking ﬁ(2.128) + (5 — %)%(2.129) for regime (DC). (2.131)

1
i
is just the continuity of the total chemical potential on I
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2.6. Exploitation of the availability inequality and the constitutive laws

In order i we get (1 — £)Mas — __ L with (2.110).

m/ ps Y asTic
We solve the last two equations, where (2.132) serves to give first u;,; in terms of X and the
parameters, r; and the function U, and (2.132) serves to determine X for given parameters.
Unfortunately this can’t be done explicitly since we have equations which are transcendant in X,
and ujpt.
We abbreviate U}W = f7 U-v and figs = Y asnig. If we can neglect h* in the second equation and

~chem

assume strict monotonicity of in win: then (2.132) translates into

; ~chem\—11~chem 7 1 20
Uint (13, Upg) = (@) 7 @™ (X (ri, Ujy)) — — = (2.133)
NAs T4
and (2.131) into
~chem\—11~chem ) 1 20 chem 7
(@) lag (XL(TiaUM))_ﬁA - (XL(riaUM))
— —(h7. (X (r;, U 1)
o R 0 (X Uf)) = 2+ 6%) =
equivalently
~chem 7 1 20
g’ (XL(riaUM))_ﬁA -
o — Ui (2.134)
~chem (, chem 7 L
— @ (M (X1 (ri, Upy)) + P (hL(XL(mUM)) TM+5R))

and by the mean value theorem one can prove existence of a X, (7, U}w) solving the last equation,
given r; and U};. Therefore we have to use Assumption 2.1. We motivate the following assumption
in detail in Appendix A.5.

Assumption 2.4 (Well—posedness of boundary conditions on interfaces).

1) If ry > Tin > m, X >3, 1>0> % and m > 1, then exists a unique solution to
(Wint, X1.) € Tu X jXL, as defined in (2 125) and (2.124), of the interface conditions (2.128) and
(2.129) for all parameters r; € Jr := (Timin, 00) and solutions U of the mechanical BVP (where in
particular the data of the mechanical BVP is assumed to be in our approrimation of O(ﬁ))

2) wint and Xy, depend smoothly on r; and on J%Z U -v in our approzimation from Assumption 2.1.

3) wint and X depend smoothly on r; and are strictly monotone decreasing in r;, if we make a
further approxzimation, where we assume that wine and X1, can be determined from a single droplet
problem. This approzimation is exactly up to order O(h).

Unfortunately we cannot prove this, but under suitable scaling assumptions of droplet radii and
distances we can give formally an asymptotic expansion of the mechanical BVP in Chapter 3 of
our study, which allows to reduce the problem, to the point, that the boundary conditions on the
interfaces have to be solved for a single droplet problem. Under suitable assumptions we give a
proof of our assumption in case of a single droplet problem in Appendix C.1.2.

As abbreviation we write sometimes ufnt = Uint (74, sz U - v). From now on we consider functions
of ul,, and X¢, e.g. h*(ul,,) or b} (X%), as functions of r; and 1, U - v, unless otherwise stated.

Remark 2.5 (Comparison of b. c. on the interfaces with the classical Gibbs-Thomson law). If we
neglected bulk stresses i.e. U ~ 0 and h} ~ 0 and assume no misfit i.e. 6% =0 we would find
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Chapter 2. Thermodynamically consistent model for gallium arsenide

Uint (1) = Uihem(XL(Tz‘))a

~chem ~chem chem)— 1 20—
Xp(rg) = [af™ — a™ o ug®™] 1(@457’7
and with linearising this yields the classical Gibbs-Thomson law.
2.6.4. Diffusion equation
In this subsection we derive the diffusion equation in the solid
B
X(u)(Opu+v-Vu)+V-vE(u) — ﬁAu =0 VxeQg(t) Vte(0,7) (2.135)
where X (u) = Ay, (u), (2.136)
E(u) = nas(u). (2.137)

We see that (2.135) is indeed parabolic. Corresponding to (A4) the constitutive law (2.59) guar-
antees, when we bulk mobility is strictly positive, a positive entropy production. B could be either
a given constant B = B(T") which we refer to as (B1) or a function BS%S)E)nAsu(nAS, U)=D(T)
still depending on u, which can be determined by the diffusion constant D of interstitial As once a
solution w is known. The latter case is abbreviated by (B2).

We combine the local conservation of As (2.17) with (2.22),

V.j=—0masg— Y, Vnas,v (2.138)
a€eSL

and with (2.59) and (2.91) we get the diffusion equation written with n 44 as unknown for (B1)

1
Omas +V - (nAsv) = ﬁv . (B(nAS)Vu(nAs, U)) = DAn g, (2.139)
or for (B2)
Omas+ V- (nasv) = %Au(rms, U). (2.140)

In principle we can treat both cases (B1) and (B2), i.e. (2.63) and (2.64), simultaneously since the
structure of the PDE remains the same. We present our analysis in the rest of the study in the
first case, the results in the second case can be similarly obtained. The mathematical analysis is
more interesting in the case (2.63), because in this case the diffusion equation is nonlinear, while
in the case (2.64) the diffusion equation is linear.

We use (2.101) instead of the law (2.17) and get a diffusion equation where the mechanics enters
only by the velocity and its divergence

B

Oifiasg + V- (ﬁASU) — 7Au(ﬁ,45) =0. (2.141)
RT

Since figs(u) is a continuous and strictly monotone function in wu it is invertible w.r.t. w and we

find equivalently to (2.141) the diffusion equation (2.135).

Remark 2.6 (Alternative version of the diffusion equation). If we considered the density ps as
function of u by assuming that U = U(u) in Qg, then we could eliminate by means of the continuity
equation (2.20) the V -v term and rewrite (2.135) as

Xo(u)(Opu +v - Vu) — %V -(BVu) =0 VreQg(t) vte(0,7) (2.142)
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2.6. Exploitation of the availability inequality and the constitutive laws

with Xy defined as in (2.103). But since we want to have equivalence between (2.140) and (2.135)
without further assumptions we do not use (2.142).

Analogously to (2.138), in the liquid we have
V. jas, = —0mnas, — V- (nas,v), (2.143)
which we can rewrite if we extend (2.136) and (2.137) for nas,
X(up)(Opur +v-Vur) +V-vE(ur) = =V - jas, YreQi(t) Vte(0,7). (2.144)
Remark 2.7 (Diffusion in the liquid). If we did not assume a homogeneous liquid droplet i.e.
neglect diffusion in the liquid, we would have

JAs, = — 57 VUL (2.145)

with BE(T) (analogous to (2.63)) or (RT) 1B (nas, )uy (nas,) = Dy analogous to (2.64). Then
we would find, corresponding to (2.139),

Omas, +V - (nas,v) — DrAur(nas,,UL)) =0 Vxe QlL(t) vt € (0,7)

or equivalently by using (2.136) and (2.137), extended onto the liquid,

L
X(ur)(Owur, +v-Vur) +V-vE(ur) — %AUL =0 VreQi(t) Vte(0,7). (2.146)
But we want to assume that diffusion in the liquid is much faster than in the solid and that we deal
with homogeneous liquid droplets. Accordingly we have to let BY/B — oo s.t. we find ug, = const,
which still could depend on r;(t) and t and (2.145) cannot be used anymore. So we must work with
(2.143) instead of (2.146) and uy, is determined by (2.94) where the constitutive laws (2.84) and
(2.85) enter.

The velocities v, and v,, a € ay, are spherically symmetric due to Assumption 2.3. With Gauss’
theorem we derive from (2.20) and (2.19)

_f[i opr
sz‘L PL ’

f]i atna

o Va € ar,, Vie N(t)vt € (0,7).
Qi Na

vpl, v = Valr, v =

This yields for ja,,

f[z. atnAsL . f[i opL
Joi masy, Jai oo

Jaspln v =mnas, ( ) Vie N(t)Vt € (0,7).

With Assumptions 2.2 and 2.3 the last three equations simplify by using Gauss’ theorem to

AN -V——T;ati.)L Ve e Li(t)Vie N(t)Vt € (0,T),  (2.147)
PL
ri Oyny, :
Valr, v = 3 Ve e Ii(t)Vie N(t)Vt € (0,T) Va€a, (2.148)
Jaspln v = % <8tnAsL — n;LgL 3,5,0[,) Vo € Ii(t)Vi e N(t)Vt € (0,7). (2.149)
L

Due to the monotonicities derived in Lemma A.3 or Lemma A.5 we could state the diffusion equation
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Chapter 2. Thermodynamically consistent model for gallium arsenide

in the solid also in the variables y or Xg and in the liquid we could state the diffusion equation in
the variable X7,.

One might ask which is a suitable unknown for which the diffusion problem should be stated in
order to simplify the analysis? There are four candidates: y/Xr, Xs/Xr, ias and the chemical
potential u. We decide to work with u and with 7 45 as unknown. For applying standard results for
nonlinear diffusion equations it is more practical to work with 71 45, while in order to find a formally
homogenised solution of the diffusion problem, it is more convenient to use u, which is the variable
in the corresponding classical LSW models.

2.6.5. Stefan conditions and outer boundary conditions

We ask what can be said about the speed of a free boundary? For a given PDE with a free interface,
we can derive an explicit formula for the normal speed 7; of a spherically free interface in terms of
the variables, u, U, Rpq and r;, called the Stefan condition. In this subsection we will derive this
formula for our model.

For spherically symmetric droplets the conditions (2.29) — (2.31) are rewritten as
(]é jas = Gaay + Tias ]{ vp —nasvl) v =[Inadlii Vo€ L(t)Vie N{t)Vte (0,T), (2.150)

(][ e — jcay + nGa][ vs = nga,v_) v = [[ncalii Vo € Li(t)¥i € N(t)Vt € (0,T), (2.151)
Ii Ii

(pg][ vy — pro—) - v = [[p]]7i Vo € Ii(t)Vie N(t) vt € (0,7). (2.152)
I;
We abbreviate in the following

U&:z][U-u, (VU)ZM::]Z(VU-V)-V, Uf\/[::][vou.
I; I; I;
Furthermore we write d,u = Vu - v.

Lemma 2.3 (Stefan conditions and outer boundary condition).

1) With Fick’s law (2.59) and inserting (2.147) and (2.149) the equations (2.150), (2.152), (2.35)
and (2.37) imply

B £ Vu-v
= ——— A L(t)Vie N{t)Vt € (0,7), 2.153
= R ) v € Iit) Vi € N(t) vt € (0,7) (2.153)
B
—0,u=0 Ve e Q) Vte (0,7), (2.154)
RT
Ria :][ v-v Vo € 00(t) Vi e (0,T) (2.155)
0N
where we abbreviated
X = —p—LnAs + nas, + (8””.4514 — %ariPL)ﬁ' (2‘156)
ps pPs 3
2) In our approximation this yields
X(T‘i, UJZ\/[)
o 5 _ oUir _ 35R U _3sr (2.157)
=763 - Yv)|[(Xs — XS);L + (X - X)(1+ “T) — (XL — XS)“T
S
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2.6. Exploitation of the availability inequality and the constitutive laws

with o : _1_E

3) X is strictly positive and strictly monotone increasing in ;.

Proof. We only prove 1) and show 2) and 3) in Appendix A.6. We plug in Fick’s law (2.59) into
(2.35) and get (2.154). From (2.37) follows (2.155).

The following assumption is crucial for the statement of the Stefan condition (2.153). We assume
we have given: u;,; and X, as function of r; and U}, while vy = [0;U],. We get from (2.150)

fuv= (B Vutian) v | fllnasl] v
I;

[[nas]] [nas]] on I;(t) Yie N(t) fora.a.te (0,7).

(2.158)
In a homogeneous and spherical liquid droplet we can solve the continuity equation for vz and
vas,, and get (2.147) and (2.148). For spherically symmetric droplets JLL'(t) w(x,t) - v =71(t) for all
i€ N(t).

Note that, due to (2.152),

( lpll | pL L opr i
vl v V—r——i——_- 1——)r;, — —. 2.159
M = + 7 0 ( p5> 7 0 3 ( )

We plug (2.147), (2.148), (2.149) and (2.159) into (2.158) and get

— 5 f1, Vu- v —(

r; =

— Omas,)’§ +nas((1— 28)is — UL R) 4 ny, 22EY
[[nas]]

That can be rewritten as

B
— g7 f1, Vu- v+ (Omas, — 20pL) 3
j;— _EL h (Oem sy ”)L)?’, (2.160)

pL nAs N Asy,

which is the formula given by Dreyer and Duderstadt [DDO08]. But on the r.h.s. of (2.160) 9,py,
and Oynas, depend on 7; and we want to state an explicit formula for 7;.

If we assume that, we can write O;pr, = Op,pr7; and Oynas, = Or;nas, Ti, then by defining

nA Ti
X= _piLnAs + nAsL (arinAsL - Jan-PL)i
ps 3
we find the Stefan condition (2.153). O

The boundary condition on the interface, the diffusion equation and the Stefan conditions are
different for (IC).

2.6.6. Differences for the regime (IC) in Subsections 2.6.3 — 2.6.5

We recall that in the interface controlled regime of interface motion the relation of the mobilities
is (2.66), while for regime (DC) we considered (2.65). The diffusion equation for (IC), (2.69), gives
directly that the chemical potential depends only on time,

u =1u(t) = const(t) Vo € Qg(t) vVt € (0,7). (2.161)

Note, that the Stefan condition (2.153) is in the (IC) limit (2.66) of the form “3”. We have two
equations to derive 7; and X}J, which follow from the necessary conditions (A3) i.e. the equations

35



Chapter 2. Thermodynamically consistent model for gallium arsenide
(2.128) and (2.129),

* 7 v 1 v 1 v .
np(1— hL(XL))3/2(vAsL - EUGQL + (1 - ﬁ)(vL — 7))

BT _ ; i3k, f,U-v ,
= — o (1 = u " (X)) + 77,%w<&ﬁgﬁgf+yw Ve, |o| = ri(t) Vi € N(2),
nf (1= R (X])* 2 (Whe, —74)
B! My, . ,
= o (5@ — XL,][ U-v)— =20 55770) Ve, |z = ri(t) Vi € N(1),
Ps

where t € (0,7) is fixed. In regime (IC) we look for solutions (7, Xt) = (7, X1,) € R x (0, 1) of the
last two equations, where 7; and X, each are functions of the given parameters r; and the function
U, which is assumed to be known from the mechanical BVP. The equation for 7; serves as Stefan
condition for regime (IC).

We abbreviate
G(Xyp) :=nl(1 = hi (X))

We use that 8tnf45L, 8tniGaL and Oyp} can be expressed as functions Nys, Tis Mg, Ti and ppr; as
demonstrated in the proof of Lemma 2.3, and define

o (X Vi) 1= (1= 2= 5 L060 g Ly
n LyTi,YUpr) - 7 3 NAs, ﬁnGaL 7 oL ; ) .

Similar as in Subsection 2.6.3 we rewrite the second equation by combining RT(2 128) + (f =
m) 1;{’ (2.129). Furthermore by using (2.147) and (2.148) and the definitions of G and H, we get

B! 3k 1

GOXHA XL i, Uiy s = 10— 00 + 2B 0 (30) — an ),
o\ BI ~chem (— ~chem M Mays 20 *
G(Xp)Ha(Xp, i, Un)fi = 5 (@7 (@) — ag"™" (Xz) + (1 = =) = (TT + 3ksh™(w))).

Eliminating 7; yields one equation for X7,

Hi (XL 7, Ubr) (~chemyy  ~ch i\ Mas 20

' chem _ jchem(x 1= 3kah*

Hm(XL,n,Uz’\/[)(u (@ =G (Xe) + m) Ps (m + 3ksh” (@) (2.162)
— them 3kL 1— ‘

and one for 7;

"7 RT G(X0)Ha(Xe i, Ujy)’
where we rewrite by means of (2.94) in the last equation.
Assumption 2.5 (Boundary conditions on the interfaces for regime (IC)). We assume that (2.162)

has a unique solution XE € Jx, for given w, r; and U]iw for typical material data as given in
Appendix D.

Then 1; is uniquely determined by (2.163). We rewrite this Stefan condition for regime (IC) as

EU — UL(XL(Hy T, U}\/[)? U]ZM)
RT Z(u,ri, Uiy)

i = (2.164)
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2.6. Exploitation of the availability inequality and the constitutive laws

with
Z(,ri, Usy) i= G(X ) Hu (X1 (@, i, Usy), i, Usp)- (2.165)

and 7 s strictly positive.

We can confirm this assumption so far only numerically.

We state as approximation in O(h)

| 3 . 1 mo, 1 1 1
Z(w,ri, Upy) = nf (1 — ihL(XL))(l I —ZX’L(X—L TaTox,

3 )

1 &_1)%_3&51%
—(1—5)(1%—3(@)(1—!— ps ps

T

1— 2L ))’
ps

which simplifies further to

3

Z(a,ri, Upy) = nfi (1~ ;)(1 — SHL(XL) — [( 4 Bag — Jng(X0) =" M(X1)(X, = X1)

fi—1 Mg, X.(1—X7)

3 ol _ g5R
- (1 Ba — SR+

where we use (A.22) and (A.25) for the last approximation. We see that Z > 0 holds.

A rough approximation in O(ﬁl/ 2) but keeping the surface tension term and assuming Y < 1 and

1+m 1 i g20>

CD—a-tao B 2.1
1+ i V27" 5 m)ri)’ (2.166)
Uiy

- — Ui
NI A AN TN R

_ 14 -
f—1 Mg Xr(1—Xp) ( 0 ) 0

X (a3, Ufy) =1/ (14 <;L ~ 1) exp((

. 1

If we further assume that the argument of the exponential in (2.166) is small, we find

Xp(, s, Uly) ~ Ko (14 (1— Xp) (A2 1)%& - %(1 - 7‘;‘1)2:)). (2.167)

This corresponds in regime (IC) to the approximation, which is considered in Remark 2.5 in case
of regime (DC).

2.6.7. Dissolution of a droplet and the minimal radius

Despite we deal in our model with continuum mechanics we have to notice that liquid droplets
do not behave physically as a liquid if they are made arbitrarily small, which is modelled by the
introduction of a minimal radius 7,,;,. Below 7,,;, we do not consider liquid droplets as liquid
phase anymore.

Let 4
. e .
Np(ri, Upy) = ?T?”L(”’ Un)
denote the total number of particles in a droplet. In particular a liquid droplet has to have at least
two atoms, that allows to determine a lower bound 7,,,;, for a minimal radius. We calculate 7,,;, in
the case of a As-droplet with two atoms, i.e. X; = 1, and maximal displacement i.e. \U}W\ = hrmin
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Chapter 2. Thermodynamically consistent model for gallium arsenide

with A as determined in (2.127):

g3 23 (A-m@) 1——h2(1)€/253-—)fv_'r |
YN 4 nL(rmm,U}'\/‘,) N 27‘(‘ﬁL(1 — aL(rmin,UJi\/[))B 14 i’/max m  ng = Tmin-

For typical material data we can estimate

Fain ~ 4.63 - 10710m,

but we make use of this explicit value for the first time in Ch. 6.

Due to Assumption 2.1 we cannot solve the mechanical BVP in our approximation and due to to
Assumption 2.1 or Assumption 2.4 we also cannot solve the interface conditions (2.67) and (2.68)
as well as (2.56) and (2.57) below some radius, but this radius is smaller than 7.

We model the vanishing of a droplet s.t. if r; = 7y, for the first time i.e. at time 7; (as defined
in (2.3)) we restart with a new problem with initial time 7; where we have N/ — 1 droplets. Let
f be an arbitrary function in time, then f(7;+) := lim;.,,4 f(f) denotes a limit from the r.h.s.
while f(7;—) := limy_,,_ f(t) denote limits from times smaller than 7;. We abbreviate [f]T :=

f(rit) = f(mi—).
We have Qg(i+) = Q(7i+) \ Ujsien ()2 (1i+) = Qs (7—) U Q% ().

In principal at time 7; we have a solid-solid phase transition on 9B, . . (Xi), where 77, < Tmin
is the radius corresponding to a non-misfit situation of a solid sphere in a solid crystal, i.e. we
have to solve the boundary value problem for regime (DC) with (2.114) — (2.117), (2.140), (2.133),
(2.153) — (2.155) with suitable initial conditions where we replace for the i-th droplet the equations
(2.117), (2.133) and (2.153) by

f,U-v

min

(Astr(VU) + 2uge(VU) — 3ky, )-v=0 on 0B, .. (X;)Vte (n+,7T),

81//“ =0 on 8B7»mm* (XZ) vVt € (Ti+’ T)

and
ri(t) =0 Vte (rn+,7).

Furthermore we have a diffusion equation and a mechanical BVP in the solid droplet B, . . (X;),
which we have to solve.

*
min

N R (e (R £ o S
\/4% nG(rmin, Uly) \/27rng(1 —tr((VU)i,)) > (1—-h"1)) — = Toun-

We calculate r

and estimate
> 1—h*(1) 1

min ST TR () o5y

T

For a spherically symmetric single droplet problem (SDP) in regime (DC), where we replace the
boundary condition (2.154) by u = upc, upc given, we can calculate explicitly a solution and find
semi-cusps close to the interface at 7;,—, before a droplet vanishes. At 7,4+ we expect to have a cusp
with a singularity only at X;. Since ur, or nas|z, is bounded we have that u or nas stays finite in
each point. It is not clear how to extend this directly to a many droplet problem.

Instead we want to assume that the solid droplet is integrated into the crystal immediately. This
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2.6. Exploitation of the availability inequality and the constitutive laws

is an mathematically motivated technical assumption. We see later that the error, which might be
made by our following assumption, can be made sufficiently small. We remark that the vanishing
of a droplet cannot be modelled by r; — 0 as e.g. in [Nie99] since for arbitrary small r; the interface
boundary conditions are not well-posed.
Assumption 2.6 (Modelling of a vanishing droplet).
We assume that the new initial value nas(T;+,x) is given s.t.

1) Arsenic is conserved i.e. [ _ynas(Ti=, ") = Joir4) nas(Tit, ),

2) “nAS(T’i—’_? ')”Hl(Qs(ﬂ'-ﬁ-)) < 0,

3) 0 < nas(ri+,x) < ng for all x € Qg(Ti+).

The three conditions guarantee that nga(mi+, ) fulfils conservation of gallium, is a H' function on
Qg(m+) and is in (0,ng).

A ngs, which fulfils 1) - 3), can be constructed by means of polynomial interpolation. For example

nas(Ti—, ) ;o x € Qg(ri—)
nas(rit, @) =14 o X, : 2.168
i) { W (i) + B (2D as(rim )ln ]l e Qo) O
for ap € N\ {1} and p sufficiently large that condition 3) is fulfilled, since

min nAS(Ti+a ) = nzlst(rmzn)a (2169)

Qr(ri—)

2 int
1Ty, ) = s\TiT, = - zns min 1 — s i) 2.1

QEI%?;E)TLAS(T—F ) = nas(mi+,0) p+1nA (Pimin) + ( +p+1)7”LAL(7' ) (2.170)

We choose to work with p = 20, since for As rich liquid droplets we have nas, — Z([nas]7 <ns =
nf(3 - Yy)(1 + O(h)) since Xy € (XE, X1 (rmin)), X0(rmin) = 0.95 < 1 and Xg € (3,1), see
Subsection 2.6.3, and [[n]] = O(h).

Since the displacement and the velocity problem are elliptic, there is no initial data at time 7;— to
prescribe. The droplets in the index set N(m;+) := N(m,—) \ {i} are left. The new initial value for
the radii are rj(1;+) = r;(1,—),j € N(1;4+).

The error we make by our assumption is bounded by %”rf’nm

Tmin Scales with €, the error vanishes in the limit € — 0.

max n4s and since we see later, that

The continuity of n44 implies that the new initial data for the chemical potential u%(7;+) is con-
tinuous on I;, too.

For the availability the vanishing of a droplet corresponds to a change of the model and of the
formula for the availability. We model this by defining

A(rit) = A(ri—) — Af (2.171)
where the energy of the droplet ¢ which has dissolved is modelled by
Al = [A(ri=) = Aoy 7, (2.172)

s.t. the availability is continuous in time.

Note, that in the case that a droplet does not disappear at all we have 7; := 400 by the definition
(2.3).

Important is that a fixed minimal radius 7,,;, exists s.t. our assumptions on interface conditions
and small displacement gradients are fulfilled. We do not work with a concrete value for r,,;, in
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Chapter 2. Thermodynamically consistent model for gallium arsenide

the following. We recall, that the interval of possible radii is abbreviated by

jr = (Tmm,OO) CcR.

2.7. Problem B and Problem Bl — Many droplet problems

We summarise and state the full problem for the independent variables u, Ugy, {ri}ien and Rpq in
case of arbitrary many spherical droplets. Herein we express the basic variables n, by w and U, og
by U and eliminate by exploiting the assumption of a homogeneous spherical droplet all quantities
from the liquid e.g we express py, by u, U and 7;.

Problem B* consists for regime (DC) of the mechanical BVP (2.114) — (2.117), the diffusion
equation (2.135) or (2.140) with boundary conditions (2.154) and (2.131) and an ODE for the
evolution of radii (2.153) and condition (2.155) for the evolution of the outer boundary. Further
we have to close our equations by imposing initial conditions on u, {r;};c N(o) and Rpq at t = 0. We
emphasise that initial conditions on U are not needed.

The mechanical BVP is the elliptic PDE wherein p;, was eliminated by (2.115)

div (Astr(VU) + 2use(VU)) = 3ksh* (u)Vu in Qg(t), (2.173)
(Astr(VU) + 2use(VU))v = (p — po + 3ksh™(u))v on ON(t),  (2.174)
(Astr(VU) + 2use(VU)
ok T (27 gy (57 4 1y (X))

+3ksh*(umt(n,]§(].u)))y on Ii(t) VieN(t) (2.175)

for all t € (0,7). The diffusion problem is a nonlinear PDE for u,

Ofias(u) +V - (Ras(u)v)

B .
. ][ U.v)  onL(O)Vie NOVEe(0,T),  (2177)
I;
Oyu=0 on IQ(t) vVt € (0,7), (2.178)
u(-,t =0) = u’ in Q(0), (2.179)

with free boundaries I;(t) and 9€(t). The motion of the free boundaries is determined by

Ruq :][ v-v vt € (0,7), (2.180)
o0
. B fi,Vu-v .
T = ﬁW Vie N(t) vt e (0,7), (2.181)
Ryq(t = 0) = Ry, (2.182)
ri(t =0) =7} Vi € N(0). (2.183)

The velocity v is determined from U by (2.13). The further unknowns Xt = X (r;, f1,U -v) and
ar,, which replaces the unknown Uy, are explicitly determined by the formulas (2.132) and (2.111).

4Problem A is the rescaled Problem B in the special case of a spherically symmetric single droplet problem and is
solved explicitly in Appendix C.1.
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2.7. Problem B and Problem BI — Many droplet problems

In the liquid we have pt and u} given for all i € N(t) by the formulas (2.121) and (2.94). The
vanishing of a droplet is modelled as in Subsection 2.6.7.

We have that f145 depends nonlinearly but monotone and smooth on w, independent of U. The
Stefan condition exhibits a smooth nonlinearity in r; and f; U - v.

We assume that at time ¢ = 0 all droplets have radii r? > Tin. We recall that we denote the

time when the i-th droplet vanishes with 7; as defined in (2.3). We solve Problem B (2.173) —
(2.183) up to times t = min;e (o) i, W.1.0.g. Tar(0) = Mingen (o) 7i, when the first droplet vanishes.
We start again solving a problem of the type as Problem B, now with initial conditions at 7
and A — 1 droplets, which are determined as described in Subsection 2.6.7. We solve up to time
min;e n() 7 = mMinj<;<ar0)—1- We want to bear the criteria on 7', stated in (2.1), in mind.

For the regime (IC) we consider Problem BI: find U, @, {r;}icn, Rpa s.t.

div (Astr(VU) +2use(VU)) =0 in Qg(t), (2.184)
(Astr(VU) + 2use(VU))v = (b — po + 3ksh*(@))v on 0Q(t),  (2.185)
(Astr(VU) 4 2uge(VU)
ot 0 27 gy (6 4y (D)
+ 3kgh* (@))v on I;(t) Vie N(t),  (2.186)

forall t € (0,7),
u = COTLSt({Ti}iEN, Rpq, U) Vit € (0, T), (2.187)
where u has to be determined s.t. mass and substance are conserved, and

T —ur(u,ri, f7,U - v)

= B! Vie N(t)Vt e (0,T 2.18
e U LN e .
ri(t =0) =1r? Vi € N(0), (2.189)
Rbd :][ oU - v Vit € (O,T), (2.190)
onN
Rypq(t = 0) = RY,. (2.191)

The unknowns X% and ar, which replaces the unknown Uy, are explicitly determined by the
formulas (2.162) and (2.111).

In the liquid we have pt and u’ given for all i € N(t) by the formulas (2.121) and (2.94). The
vanishing of a droplet is modelled as in Subsection 2.6.7.

Note, that all parts of Problem B are coupled with each other. The diffusion problem depends on
the free boundaries by the geometry and the radii enter as parameters in the boundary condition
on I;. And the diffusion problem depends on the mechanics by the velocity v and by the boundary
condition on /;. The Stefan condition (2.181) is coupled to the diffusion problem via f; 9,u and
to the mechanics by X. The mechanical BVP depends on free boundaries by the geometry and
the data, the contribution from surface tension depends on ?11 and h} depends on r; by means of
X% = X (r;,Us;). The mechanics are coupled to the diffusion by the data h*. We met a similar
coupling in Problem BI.

Note, that we do not have a total spherical symmetry in €2g, which can be assumed in case of
a single droplet centred in a spherical solid surrounding. For a single droplet in total spherical
symmetry we can calculate explicitly U in terms of r;, Rp; and u, see Appendix C.1.1), and then
only have to solve the diffusion equation, which is then only coupled to the Stefan condition. This
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Chapter 2. Thermodynamically consistent model for gallium arsenide

approach is followed in Appendix C where all explicit calculations are given.
We emphasise that the boundary conditions on the free boundaries ensure that we have spherical

droplets and a spherical € at all times.

Lemma 2.4 (Equivalent diffusion problem for variable 7145). Let fuas be a smooth, strictly mono-
tone and convex function of u. Then the diffusion problem (2.176) — (2.179) is equivalent to

Oas + V- (Rasv)
B

figs = ﬁij”;(n,][ U-v) on I() Vi € N(1) Vit € (0,T), (2.193)
I;
and

Oynias =0 on 0Q(t) vt € (0,7), (2.194)
fas(t =0) = 1Y, = tas(u®) in ©(0). (2.195)
Proof. Since n 45 is smooth, strictly monotone and convex in u we have the following relation
between arbitrary norms || - || of w and norms of f45. By the mean value theorem there exists a

e Jy s.t.
1as(@)]| = [1fias(u = 0) + 2y (u = Eull < YV asndi[|1]] +7lgs(u = 0)[|ull (2.196)

and hence arbitrary norms of 745 can be estimated by norms of wu, if ||1] is finite. By considering
u(f as) norms of fi4s can be estimated by w.

On the other hand v is smooth, strictly monotone and concave in 7145 and we can estimate u by
fias(u) norms. O

From now on we use 45 = YAsng instead of nas = Yasng, which does not appear anymore.
Abusing notation, we again write n 4.

Remark 2.8 (Discussion of approximations in the diffusion equation). If we would neglect the
drift-terms in the diffusion equation i.e. if we would set v = 0 this would violate the conservation
laws for substance and mass.

The case of a quasi-stationary approzimation with completely neglecting the L.h.s. of the diffusion
equation (2.176) corresponds to the case BY — oo and hence to the diffusion problem in the (1C)
regime.

2.8. Available free energy — A Lyapunov function

In this chapter we have given so far a short derivation of Problem B for regime (DC) or Problem
BI for (IC) from thermodynamics. The detailed derivation in [DD08| shows that the PDEs and
ODEs are equivalent to (2.42).

Since we use in the rest of the study only that A is a Lyapunov function, we check in Appendix
A.7 by direct calculations that solutions of Problem B or Problem BI fulfil indeed (2.42).

We remark, that the following calculations are a priori i.e. in the sense that we assume that all
functions are smooth enough for differentiation and integration. These are justified, when we show
existence of classical solutions of the PDEs and ODEs of our problems under further assumptions
and that the energy, which turns out to be A = — fOT Jase |Vu|? dx dt, is indeed finite.
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2.8. Available free energy — A Lyapunov function

Theorem 2.1 (Lyapunov function). Assume Problem B or Problem BI has a smooth solution
and assume in particular that 02 and I; for all i € N are spheres and assume w|gpo =~ Ryq in
good approximation. We assume the Helmholtz energy density py to fulfil the relations (A.28) and
(A.29), we use local conservation of substance and assume all assumptions which we made so far
on material parameters to hold.

Then the availability is decreasing in time i.e. there holds
d .
%.A <0 Vt#m,ie N(0) (2.197)

where the availability is modelled at 7; as in (2.171). The therin appearing “availability of two
single atoms” A¢ as defined by (2.172) is well-defined.

The availability is bounded from below and by adding up a suitable constant we can achieve that
A=0
for an equilibrium. Hence A is a Lyapunov function in sense of [Wal00] w.r.t. this equilibrium.

For a proof we refer to Appendix A.7.
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Chapter 3.

Relevant scales and formal homogenisa-
tion

We want to consider the case of small volume fraction of liquid droplets. In general for given 7
we can only solve Problem B and Problem BI for sufficiently small droplets, which we specify later
in Section 4.4. In the next section we determine typical scales of the diffusion problem as well as
of the mechanical BVP and rescale in order to formulate our Problems B and BI in dimensionless
variables and with a dimensionless scaling parameter €. We proceed in Section 3.1 as outlined in
Eck et al. [EGKO08], Kap. 1.4.

We find different scaling regimes. The corresponding problems are stated in Section 3.2.

Furthermore we are more interested in typical properties of our problem for a large number of
droplets than in solving the problem exactly for a certain number of droplets. Letting the scaling
parameter ¢ — 0, our final goal is to derive effective equations, which describe the macroscopic
behaviour with an error which vanishes as ¢ — 0. The formal homogenisation of Problem B and
Problem BI is considered in Section 3.3.

3.1. Dimensional analysis and scaling

3.1.1. Dedimensionalisation

Our independent dimensions are length L, time T, mass M and number N; e.g. the dimension of
number of atoms is usually measured in units of 1mol. In order to state this clearly, we make the
following definition.

Definition 3.1 (Scaling). We say that a quantity f scales with ¥, denoted by f ~ F, if f = Ff and
the rescaled quantity f is dimensionless. Here and in the following we denote quantities without
dimensions by hats ~ . F is a product of a dimension multiplied with a power of a scaling parameter.

We want to divide in Problem B and Problem BI all quantities by its dimension e.g. we divide =
by typical length L, ¢ by typical time T, n4, by typical atom number per volume NL™2 and og

by typical pressure % Already dimensionless are by definition e.g. ﬁu, y,Y, X, and P. In this

section we consider thus our Problems B and BI without dimensions.

As important length scales for radii we define

1
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Chapter 3. Relevant scales and formal homogenisation

Since we assume that distances d;; = |X; — Xj|, 4,57 € N(0) between neighbouring droplets and
distances d;p = dist(X;,0€(0)), i« € N(0) between droplets and the outer boundary are of same
order, we define as relevant length scale for distances

1 NO N
Dy:=—7—— dij- 3.2
0 NO(NO+1);;) J (3.2)
i=1j=
Further we define
di = min dz‘j. (33)
JjeN@u{o}
If we can guarantee
i< 5, dist(X;, 092(0)) < 5 Vi e N(0) (3.4)

for all times ¢, this replaces (2.1).

As typical data of Problem B, which corresponds to the experimental situation, we have n(}‘s =

Y asn8 ~ nE = 3.7-10%molm =3, 1) ~ Ry = 10™%m and G5 ~ 3.5364 - 10'°Nm~2. For regime (DC)
we consider B = 10~"molm~! s~!, while for regime (IC) B! = 7.3 -10mol m~2 s~!. Furthermore

we assume Lg = Rgd ~ 10792m — —10~°m and Do = 10~%m. For a sphere § follows
o _ 1Q0)| _4m_ 4
N Dg’ 3 0 (3.5)

We continue with our dedimensionalisation. We emphasise that we still have the choice to scale
parameters like Y or data of the problems like 0. At first we consider regime (DC) and determine
possible scaling parameters. Applying the Pi-theorem of Buckingham [Bucl4] we want to determine
all representations II s.t.

I = (n%,)*(Ro)*(Gs)" BY(Lo)* (Do) Y’ o,
which are dimensionless. There holds for the dimensions
N « M N M L « —3a+p—y— L —27—90—2¢
[T = <ﬁ) Lﬁ(ﬁw(ﬁ)él‘cm(ﬁ) — N, —3atB—y=8+Ctnpprtep—27—0-2t

Since all exponents have to vanish in a dimensionless representation we find o+ =0, —3a+ (3 —
y—=0+(+n=0,7v+¢=0and -2y — 4§ — 2t = 0. Finally this implies « =0, 8 = - —n — ¢,
v = —t, § =0 and hence

I = (&)*C(& ~Cny? 7y
Lo Dy GsRo
We introduce as dimensionless scaling parameter
Dy
€= —
Lo
and assume R
0 r—1 N N o o—r
— =&, Y =Yge, =%,
Dy T GeRy

where r > 1, p > 0, 0 > r and Y r is dimensionless. We determine 7, p and o in the next Subsection
3.1.2.

The scaling of the mass is chosen s.t. stresses, strains and pressure are scale invariant i.e. % ~ g0,

For the scale of mole N = &l we recall that we have defined the minimal radius 7 by Np = 2
and 7y, ~ 1; ~ R, which motivates [ = 3r. This implies e.g. 7y, g ~ 1. That @, and g have to
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3.1. Dimensional analysis and scaling

have the same scaling follows from (2.112). W.l.o.g. we choose as typical length scale, time scale,
mass scale and number scale

L=c"Ly, T=c%1s, M =¢&""24 M4, 1mol, N = &3 1mol.

For regime (IC) we have

[H] — Na+6L73a+,877725+(+17M’y+LT72'y7672L (36)

and as in regime (DC) a =0, = —-(—1n—1t, vy = —t, 6 = 0 and the same scaling parameter e.
The typical scales are

L=c"Ly, T=c¥1s, M=¢e""24 M, 1mol, N = 3" 1mol,

where time and mass are scaled different as for (DC).

Since it is for technical reasons easier to work on finite domain we scale Rgd with e73. This implies
with (3.5) that N9 ~ &3,

We emphasise that the relation between the microscopic length scale Ry and the macroscopic
length scale 1 corresponds to a single droplet problem where we scale r; ~ Ry and Réd ~ Ly and
that the relation between mesoscopic and macroscopic length scale is only relevant for the relation
between the number of liquid droplets and their distances d;; to each other and distances to the
outer boundary d;y = dist(X;,9Q°). The scaling of d;;,dio ~ Dy is important in order to avoid
encounters.

From now on we consider everything without dimensions, unless otherwise stated. We introduce
the abbreviations R = €" and D = ¢, which correspond to the dimensionful quantities Rg and Dy.

3.1.2. Problem C and Problem CI

In order not to deal with fractions of droplets we require e to be a natural number. We could
get rid of this constraint by replacing everywhere € by ([¢71])~! where [-] denotes Gauss’ brackets
and requiring € < 1.

In order not to have to many indices we drop the hats ~ on dedimensionalised quantities and write
only f¢ instead of f if the quantity or function depends on €.

The scaling of Y with P represents that we deal with the last stage of phase separation and that
the deviation from the equilibrium concentration of the system is expected to be small. This
effect is called small “undercooling” in models of Ostwald ripening, where temperature instead of
concentration is varying, see [Nie99]. Our scaling implies that, Xg, X;, ~ ¥ = 1, while Y ~ &P.
This implies that X', h* ~ &P,

We assume =V - v ~ P, too. This can be motivated by considering a monopole approximation for
the displacement U and the velocity v(Y), which we derive in the following. Inserting U (4) into
!/
the density yields in this approximation p(SA) (u) < h*. By p(SA) =E+ ﬂ(n(SA) () — 2) the continuity
/
equation ,O(SA)V o) = quA) (u)(Dpu — v - Vu) yields the scaling of this term.
According to the last subsection we scale space variables s.t. x ~ e~ i.e. x — 2° = £"x and hence
gradients scale as V, ~ €” by the chain rule. Analogously X ~ ™" and due to its definition (2.10)

we find U ~ 7",
The elastic part of the Cauchy stress reads now dg(Vz=U®) = Agtr(V,eU®) + 2uge(VUS).
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Chapter 3. Relevant scales and formal homogenisation

Incorporating all scalings our Problem B translates into Problem C:

div 55(V4eU®) = 3kgePh* (u®)V yeus in Q5(t%), (3.7
s(VeU v = (p — po + 3kgePh™ (u®))v on 0Q°(t%), (3.8)
f1: U v 2 ,

(55(VaeUS) — 3kL46T7ra)y - (eo—rrij 3k (67 4+ Bt (XD))

+ 3ksePh* (ul,,))v on If(t°) Vi € N°(t°)  (3.9)
for all t¢ € (0,97 ), and
PO XE (u) (Dpe € + Vet v°)

25 (U5) Ve - 0°) — 2 Ageri = 0 in Q5(t°) V&£ € (0,697), (3.10)

ut = uint(rf,][ U -v) on I (t°) Vi e N°(t°) Vt° € (0,97), (3.11)
Ie

Vet - v =0 on O (t°) V5 € (0,697, (3.12)
uf (t° = 0) = u’° in Q°(0), (3.13)
with
o = grmg_ I Ve Y Vi € N°(t5) V# € (0,7 (3.14)
L X(r5, e fr UB ) ’ ’ '
Rug :7[ v v vt € (0,97), (3.15)
o0Ne
rE(t° =0) = 1) Vi € N°(0), (3.16)
Ryq(t = 0) = RY,. 3.17)

In the liquid we have that, pi and u’ are scale-invariant, for all i € N¥(¢°) by the formulas (2.121)
and (2.94). The vanishing of a droplet is modelled as in Subsection 2.6.7.

(3.9) implies to choose o = r, in order to work in linear elasticity. Since only the term (r$)~!fz. U¢-v
enters into u,; and = ~ 1, this implies that w;,, is scale-invariant. The scaling o ~ 3 fits tol given
material data and to (1.8) or (1.9), if we assume that our sharp-interface model can be derived
as the limit of a phase-field model similar to the Van der Waals-Cahn-Hilliard or Cahn-Larché
equations.

The scaled version of Problem BI is Problem CI: we have (3.7) — (3.9), (2.187), (3.15) — (3.17)
and instead of (3.14) holds

13
= 5ﬂ“z(ﬂ re[[?ﬂﬂUs V) Vi € N(t°) vt© € (0,eT). (3.18)
v g ]l‘?

Though the dimensionless droplets have radii €"r{ we want to characterise the radii just by r§ which
are of order 1. Note that now w® = £"7{. Furthermore we have |If| = £2"|I;| and |Q7°] = 37| |.
Our scaling of parameters r; ~ R leaves r; invariant under application of both scalings.

T

If we want to consider the homogenised system up to non-vanishing and finite times 7°¢ = & we

have to scale 7 ~ ¢? =1 for (DC) or 7 ~ % =1 for (IC) i.e. ¢ = qr = 0. For notation purposes

we introduce an average sum
1
3 —
SECED SR o 3.19)
1ENE 1ENE i€EN¢

which is scale invariant. We skip the € on ¢ and z from now on.

48



3.1. Dimensional analysis and scaling

3.1.3. Determination of the scaling exponents

For the scaling of radii we recall the following results of Cioranescu and Murat [CM82, CM97] or
Niethammer [Nie99]. Cioranescu and Murat consider for a similar geometry and fixed Q C R3 the
Laplace equation with homogeneous Dirichlet boundary conditions. In this case u® — u™ weakly
in H}(Q) and u® solves uniquely the Helmholtz equation Au™ — A~2u> = 0, where A = lim._o \°®
and \° = (417;—?3)_1/ 2 is the so-called screening length in three dimensions. The screening length
¢ is related to the capacity of all balls Qi’a, i € N¢ in €, which is proportional to e"72. The

fundamental solution of this equation is u* = ﬁ exp(—‘—/x\l). Hence effective interactions take place
over the length scale A, which should be of order of the length of the domain 2 i.e. A* ~ 1. Thus the
result of Cioranescu and Murat is that the critical case is, if radii of droplets scale as r; ~ R = ¢€",
r = 3, compared to their distance D = ¢.

For Laplace’s equation with Dirichlet or periodic boundary conditions this shows that, if the radii
scale with €", 1 < r < 3, the radii dominate the solution u*> as € — 0, while for r > 3 they
have no influence on the equation, which is Au® = 0. The scaling » = 3 is considered for the
Mullins-Sekerka model in [Nie00].

In case of the heat equation and Dirichlet boundary conditions on I;, ¢ € N¢ and homogeneous
Neumann boundary conditions on 92 Niethammer [Nie99] showed that if one scales radii with
r=4and p=3r—3=29,ie. p like the volume fraction, then one finds in the limit an ODE for
an only time-dependent u>°.

We consider our situation. We plug our scaling into the time-derivative of the conservation of
arsenic law (2.38), which is nothing else than to test the diffusion equation (3.10) with 1, and get
in case of (DC) by means of the Reynolds’ transport theorem (see [EGKO08], S. 205, Satz 5.4)

0= 5q8ta / Tlis
Qe

= [ Pxe(uf)opuf + 30 / A’y —|—/ n’ Ua—i-/ n%s(Roa —v° - v
o e EN: gie AL Joge A e "As Lo ) (320)

S S MR

1€EN®

By exploiting the diffusion equation (3.10) in the solid and the conservation law (2.19) in the liquid
and Gauss’ theorem we find

0= [ eau+ [ ndu (= v) =S [ (e - Ingae v+, )
Qg 00s iENe It
= ¥ Auf + / n5s(Rpg — v° - v) — 3773 Z Vu® - v,
Qg 0° ieNe 717
(3.21)

where we use the jump condition (2.29) on the interfaces for the last step.

We have [yoe 15, (Rpq — v° - V) = &P [0 Z5(uf)(Rpq — v°) + o(P) by a Taylor expansion. We use
this and multiply with e=2"

o= [ auver |

[ =2 () (Rpg — v° - v) + 0(e? ) — 73 / Vil .
5 Ie

Qe iENE "5

The factor in front of the last term is just the capacity of all balls in €2 up to a constant. In order
not to loose the last term, which contains the contribution of the droplets, as € — 0, we have to
set r = 3. We call this the “critical regime”. The second term is of order p — 2r and does not
contribute, if p > 2r or if v° - v &~ Ry in higher order in e.
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Chapter 3. Relevant scales and formal homogenisation

By comparing (3.20) and (3.21) we see that the X¢(u®)0;u® term enters into the homogenised
equation if p = 3r — 3 i.e. the “undercooling” equals the volume fraction. W.l.o.g. we consider here
p=9.

If we want to consider the “dilute regime”, that the third term vanishes in the limit, then we have
to work with r > 3. W.l.o.g. we set r = 4. In order to end up in the homogenisation procedure
with an ODE for the mean field ©*°, which is the limit of u® as ¢ — 0 in an appropriate sense, we
have to choose p = 3r — 3 = 9. This choice is justified in the formal homogenisation in (3.78).

Another interesting scaling regime, which we do not consider, would be a critical regime where we
end up with a parabolic equation and a “radii term”, which follows for r = 3 and p = 6.

We consider the (IC) regime only in the dilute case

e = HUEH i €(1€ €
i Z(ﬂ, Tf?JL]iE Ue . l/) Vie N (t )Vt S (O,T). (3'22)

In order to compare our homogenisation result for (IC) with (DC) we choose p = 9.

Remark 3.1 (Dilute and critical scaling). We consider in the formal homogenisation, Sections 3.3
and 3.4, and for the simulations in Ch. 6, the dilute (or also called supercritical) scaling regime
with r =4 and p = 9. The dilute scaling, with only time-dependent mean field, seems to fit better
to experiments.

In the existence and uniqueness result, Ch. 4 and the mathematical homogenisation, Ch. 5, we
constder the critical scaling, since this case is from a mathematical point of view more interesting. In
the critical scaling an additional term appears in the PDE for the mean field in the homogenisation
limit and the resulting mean field will be depending on time and slowly varying in space. At the
end of Ch. 5 we state the expected result for the dilute scaling.

We work now in the dilute scaling with r =4, p =9 for (DC) and (IC) in the rest of this chapter,
unless otherwise stated.

As a consequence of scaling Y ~ £, the quantities Y,,a € ag of the reference standard system in
the solid depend on ¢, too. As we see from Appendix A.2 we get formally, if u or y is bounded, that
Y, — 1for a € {Gay,Asg, Vy} and Yy, — 0, b € ag \ {Gaq, Asg, V4 } (that corresponds to scale
C1,C3 ~ &8 and O3 ~ £7). This implies 3 — Yy — 2 as € — 0. Furthermore Y ~ £ implies that ¢,
as defined in Lemma A.2, converges to co as ¢ — 0. Hence J, depends on ¢ and lim. g Jy, = RT.

Remark 3.2 (An alternative scaling for the mechanics). We recall that we consider the mechanical
BVP in approzimation of small displacement gradients, where we assume VU = O(h) for some
small h ~ 1073. Our dimensional analysis shows that h is independent of € and fized for our

homogenisation. Hence the limit h — 0 would have to be performed separately.

3.2. The Problems D, DI and DCR for the different scaling regimes

In this section we solve formally for sufficiently small ¢ the following Problem D, which follows
from Problem C by inserting all scaling exponents, i.e. o, p and r, which have been determined in
the last subsections. It only makes sense to consider the Problem D for sufficiently small £, because
then one can ensure that our problem is well-defined i.e. (3.4) is fulfilled.
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3.2. The Problems D, DI and DCR for the different scaling regimes

3.2.1. Rescaled differential equations in the dilute regime (Problems D and DI)

In rescaled variables we look for solutions U¢, u®, {r;}icne, Ry, of the following coupled differential

equations for regime (DC) of the following Problem D.
div &5(VU?®) = £%3ksh™ (u)Vu®
55(VUS)v = (p — po + €”3ksh* (u))v

G5(V07) = 52 f W ) = B2 = 3 (07 4 i (X))

in Q5(¢),
on 00°(1),

(3.23)
(3.24)

+ 93k (wime (i, ][ US-v)v  on I5(t) Vi € N°(t), (3.25)
I;

and

(X (W) (B + v - V) + V - of E(uf)) — Auf = 0

in Q%(t)
on 09°(t),

)
on IE(L)Vi € N°(t),
)

in Q5%(0),

for all t € (0,7) with ODEs for the radii (Stefan conditions and ODE for external boundary)

. fjig Vus - v
X(ri et f5: U -v)

T =€

Vie Ne(t)Vt € (0,7),

Vi € N¢(0),
vt e (0,7),

(3.30)

(3.31)
(3.32)
(3.33)

The velocity v¢ is linked to U® by (2.13). In the liquid we have p% and u} given for all i € N*(t) by
the formulas (2.121) and (2.94) and the vanishing of a droplet is modelled as in Subsection 2.6.7.

For the regime (IC) we consider the Problem DI: find U®, @, {r;}ien<, R}, s.t.

div 55(VU®) =0
Fs(VU®)v (p po + 3ksh™(T))v

e5(V0%) = 22 f 0% 0w = B2 — 3k (0" + b (X3)

+ 3ksh*(w))v
for all t € (0,7), and, supposed u® € R is given,

X(n,u T‘L,JCIE Us-v)

ATy e 77 2 nf i (uE—uL(ﬂa,n,ﬁiU

in 05(0),
on 90°(t),

on IF(t) Vi € NE(t),

V)

o =~ 5 )IXE(us)

vVt € (0,7),

(3.37)

(3.38)
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Chapter 3. Relevant scales and formal homogenisation

and

us — uL(ﬂs,ri,ﬁf U¢-v)

= Vi e NE(t) vt € (0,7),
T T a0 ) reN 0T
ri(t=0)=r) Vi € N¢(0),
Rbd:][ v v vt e (0,7),

00

(3.39)

(3.40)
(3.41)

(3.42)

In the liquid we have pi and u% given for all i € N°(¢) by the formulas (2.121) and (2.94) and the

vanishing of a droplet is modelled as in Subsection 2.6.7.

The equation (3.37) replaces (2.187) and will be derived later in (3.85), but is already stated here

in order to give a better overview over the full Problem DI.

3.2.2. Rescaled differential equations in the critical regime (Problem DCR)

In this subsection we state the corresponding problem to Problem D in the critical scaling regime,
Problem DCR. In rescaled variables we look for solutions U®,u®, {r;}ien=, R}, of the following

coupled differential equations for regime (DC):

div 55(VU®) = £?3ksh™ (uf)Vus in Q%(t),
F5(VU)v = (p — po + €”3ksh* (u))v on 9Q° (1),

o5(V07) = S W = (2 =3 (67 + i (X3)

e3r; i
+593k5h*(umt(ri,][ U= v))v  on I5(t) Vi € N°(1),
I;
and
3% (u®) (Opuf +v° - Vu' + V -v° Z(uf)) — Au® =0 in Q%(¢)
Vu®-v=0 on 00°(t),
W = i (s, ][ US.v) on I5(t) Vi € N°(1),
I;
uf (-t = 0) = u’F in Q%(0),
with ODEs for the radii
]Lla Vut -v
- 3 i - €
P = C Ne(t) Vt ,T),
T 5X(n,z-:3f[_5U€-u) Vie Ne(t) vt € (0,7)
ri(t=0)=1r) Vi € N¢(0),
Rbd:][ v* v Vit € (O,T),
o0e

sa(t =0) = Ry,

(3.50)

(3.51)
(3.52)
(3.53)

The velocity v¢ is linked to U€ by (2.13). In the liquid we have p} and u} given for all i € N°(¢) by
the formulas (2.121) and (2.94) and the vanishing of a droplet is modelled as in Subsection 2.6.7.

In regime (IC) we do not consider the critical scaling regime. We return now to the dilute regime.
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3.3. Formal homogenisation for regime (DC) in the dilute scaling

3.3. Formal homogenisation for regime (DC) in the dilute scaling

In order to solve Problem D or Problem DI formally we have a look at the following approximations
of our differential equations by superposition of solutions of the respective single droplet problems
for small . This allows us further to check if the scaling regime is appropriate to the experimental
situation.

We consider a fixed € and drop the indices ¢ for the rest of this section.

3.3.1. Monopole approximation of the mechanical BVP

The solutions of the single droplet problems are called “monopoles”. We make a so-called mean
field ansatz. We assume that outside of shells 3; = B, R (Xi) \ Bea,, (X;) around liquid droplets

ie. in F := Qg \ UjenX; these single droplet problems are coupled by an only time-dependent
mean field of the chemical potential %(t) and a only time-dependent mean pressure field, which is
the outer pressure py.

In this mean field approximation the chemical potential is denoted by w4, the displacement by W
and the radii are again denoted by r; and Rpg.

First we give an approximation by monopoles of the mechanical BVP and then use this approxi-
mation for stating an approximation of the diffusion problem.

Since the mechanical BVP, the diffusion problem and the ODEs for the free boundaries are all
coupled with each other, we have to put some assumptions in, which will be justified later. So we
assume that ua = up to terms of O(¢) far away from droplets i.e. for z s.t. | — X;| > D for
all i € N. Furthermore X! and u!,, depend again on U, but we assume these terms as given for
the moment. wu},, will drop out by taking only leading order terms in e with us and X} can be
determined later.

Let U be the exact solution of the following problem for A/ droplets, which is the problem (3.43)

~ (3.45) and the rescaled equation (2.121): Find U € C?(Q(t)) for all t € (0,7) and given radii
(4)

evolution r;", given chemical potential u 4y and data s.t.

div 55(VU) = €%3ksh™ (ua)Vua in Qgs(t),  (3.54)
55(VU)v = (B — po + €"3kgh*(ua))v on 9N(t),  (3.55)
(55(VU)— (3.56)

—z’f: ][ U0 = (2% — 3k (67 + b3 (X0)) + 23ksh™ (i, )l on L(H)Vi € N,  (3.57)
1 . .
P (U) = 3kL(E4T f (U - v) = 6% — % (X)) in QL()VieN.  (3.58)
7 JI;

The idea of a so-called monopole approximation is that W is a good approximation to U, if W
is given by superposition of the solutions of totally radial symmetric single droplet problems in a
spherical shell 3; around the centres.

We introduce the normalised vectors e,, = ‘ for all # € N. The solutions W; for problems,
where we consider each ¥; separately, with p0581bly modified data, are the “monopoles”:

127"3

X + ¢i|lx — Xil)er, -

Wl(ZE) = (a|IL‘ — Xz| —|—€_3 Z| °

That we scale the term with b; additionally with a factor =3 is due to our expectation that locally
only one b; term contributes in O(e?). The coefficients are from the solution of our mechanical part
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Chapter 3. Relevant scales and formal homogenisation

of the cell problem as given in Appendix C.1.1.

P —Ppo 9 4GS * (ﬂ)

G=0= e T G5 + 3ks
. (1= %) (P — po) — 22 + 3k (6% + hy (X}) — 0" (u)) \ o3ks(h* (@) — b (u i)
! 4G5+3]€L 4Gg + 3kg ’
3ks . 1 =X 3 ,
= c(|lz — Xi|) = m(h (u(lz — X)) — !CE—XZ\?’/n h™ (u(z))u'(2)dz).
Our ansatz is now
— S Wila) = (0 + )@ — Xi) + b8 L (3.59)
: 1 ‘ T 1 1 7 ‘$ — X|3 . .
€N 1EN L
We compute
) @ ( er3 (xr — X;) ® (x — X;)
CL + C; ]13 + b —_— -3 )
S e I L o - X,P

VW is symmetric, i.e. (VW) = VW, where e(VIV) is defined as in (2.76).

Since the following terms appear in the boundary conditions on the interfaces we give explicitly

ebr9 r—X;) (r—X;
W|Ij cep; = (a—i—bj +€3Cj))€47‘j +Z(bl| X |3 Cl)( Z)4 ( ]),
oy i etr;
9.3
e’rs r—X;,)®(x—X;
[VW]]j “ep; = (a+ —2b; +€3(Cj +c;-rj))erj —I-Z biil:g(ﬂg — 3( )& ( 3 l))erj
iz |:E—X1| |37_X1’
z—X;,)®(x—X;
+z(cz-+c§( i) )(( Z))erj.
i# o = Xil
Note that
r—X;) (z—X; 2687”2-—64][ X x=eSr?
L)Xy =it X :
and hence
(z — Xi) - (
]é(W.erj) (a+0b; —i—ecjerj—kz][b \x—X\?’ 1547“ —i—}:][czsrj
J i#£] J i

For the trace of e(VW), which enters into the diffusion problem, holds
tr(e(VW)) =3 (3(a + ) + cile — X))
1EN
Since we have an explicit formula for W we can give directly a monopole approximation v4 = ;W
of v = 8tU
2

. Tz
v) =30 0Wil) =3 (Ot el — Xil + (@i + 3007 g

€N 1€EN

Yer,. (3.60)

For the part of the Cauchy stress tensor which depends only in U we get from our monopole
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3.3. Formal homogenisation for regime (DC) in the dilute scaling

approximation

/
Fs(VW) =3ks> (a+c + %|x - Xi|)I3

ieEN
e9r? c’< (x — X;) ® (x — X5)
2 2l —X;)(I3—3 ! 2.

By construction we have div og(VW) = £3ksVh*' (u) in Qg, but the boundary conditions are not
fulfilled by W

/
Gs(VIW)w = (3ks 3 (a + ¢ + %|x — X3
iEN
/

G (z — Xi) @ (z — Xj)
+2GSZ X ‘3 |x—Xi|)(H3 o= X,P )y on 09(t),
1EN
and
3k, 293
(G5(VW) — =+ (W-er))er; = Bks > (a+ )3 +2Gs Y bi—sz X
€T ieN ieN | — X
(z = Xi) ® (& — Xi)
I —
X ( 3 3 ’[B — X’2 )
29,3
—3kr((a+ b + ¢ +2][ bi ’x_;( g
i#j '
- X;
X (z 2 r233 _|_Z][ ci))er, on I;(t)Vj € N
J i#]
where we use c¢(e*r;)’ = 0. By plugging in a, b;, ¢(Rpq) = €° ks h*(7) + O(e?)) and c(etry) =
4G s+3kg
g9 Sks__ px(y and, since we assume (3.4) for the scaling of the geometry, we see that the
4G 5+3ks mt

boundary conditions (3.55) and (3.56) only hold within an error of O(e3):

Fs(VW)v = (p — po + €”3ksh* (@) + O(e%))v on 90(t),
(05(VW)—
3]{3L _ 9 3]435 *( 4 o .
_547” Ij(W ’ 67”3'))67“;‘ = (3ks(a+e¢ 1Gs + 3k:gh (Ujne)) — 4G 5b;
3kg . .
_3kL((a+bj+g9mh (umt))))er] +0(e %) on I;(t)Vj € N.

We have taken so far all terms in € in the mechanical BVP in the monopole approximation with
us. Let I — ]I}2 as € — 0, where Ig denotes the characteristic function of a set S. Now we let
formally W) — Wt and get

x) = CLTZ(JJ - X;) Vze Qf \ {Xi}ients
1EN

with

af = pg_ké’o (3.61)

and
(VIWi(z)) =a'ly Vo e QN\ {Xi}ient-
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Chapter 3. Relevant scales and formal homogenisation

Furthermore ;
w Xl vV
24”) =al + bl (r) Vo e {Xiient, (3.62)
where . , )
(1= 5= (P — po) — 2% + 3k (67 + h (X1 (r2)))
4Gg + 3kp, '

The complete formally homogenised mechanical BVP is stated in Subsection 3.3.5.
We define by inserting the solution of the monopole approximation of the mechanical BVP in
leading order in e

b (r;) :=

(3.63)

Wint (1) = Wint (14, a’ + b (ri)) + O(%),
X(ri) = X(ri,al + b (ry)) + O(£°).

Since b depends again on X ’L4 we make a further approximation and take

(1= 5%) P —po) — 22 + 3k, (67 + h} (X 1))

T

4Gg + 3kp,

XiH(ri) = Xp(ri,al + )+ O(").
In functions which are defined in the solid g we cannot neglect terms of order ¢, if we want to
calculate @, when we insert the solution of the mechanical BVP:

(@) = p(1 — 3a' — 3¢%ksh*(w)), (3.64)
4Gg

X(@) = XF@)(1 - 3a" — 39 ——2—
(@) = XR(@)(1 = 3" — 3 o

h*(w)) (3.65)
where we consider X now as Xy (see (2.142)) and split Xp(u, U) = XR(u)(1 — tr(VU)). Abusing
notation we write again u;,; instead of u;,; as well as p instead of pA till the end of this chapter.

3.3.2. Monopole approximation of the diffusion problem and Stefan condition

We remark, that the following formal monopole approximation is just for illustration and is not
needed for the mathematical analysis in the Chapters 4 and 5.

On the left-hand side of the dimensionless diffusion equation we have a factor €. This allows us
for an approximation to ignore at first the l.h.s. of the diffusion equation and we work on time-
dependent domain with Au = 0. We assume u =~ ©w far away from droplets, where we determine
the only time dependent mean field @(¢) by conservation of mass and substance. Close to droplets
we approximate u by “monopoles” u;

ua(x,t) =u(t) + Z wi(z,t), wui(x,t):= _T) @:lfrj;((?(t))s‘lm(t). (3.66)
iEN !

This ansatz is motivated by uqg — @ ase — 0, x ¢ I;;i € N and by the assumption that small
droplets do interact with each other only via a space-independent mean field w between them.
This corresponds to the classical LSW theory, see Subsection 1.2.4, if one considers the ansatz (3.66)
only in a neighbourhood of a droplet ¥; and truncates the terms with w,.(r;), j # i. Furthermore
an LSW-ansatz for our situation would suggest

EieN uint(ri)Ti

3.67
XieNTi ( )

ﬁ:

However, we do not truncate (3.66) and continue with a monopole approximation for the diffusion
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3.3. Formal homogenisation for regime (DC) in the dilute scaling

problem. One checks that u4 has then the following properties

U — Uint(T5 .
1EN
Auy = in Qg,
U — Uit (7
ua = T T e~ X0 v = 0) on 00,
1€EN

where the last equation holds, since the number of droplet centres, which is within distance of € of a
point on 012, is of order 1, due to our assumption on typical particle distances. For the generalised
Gibbs-Thomson condition we find

u— uint(ri) 4

upg = U,mt<7"j) + Z W

i#]

ri:umt(rj)+(’)(£) on IJEV] € N.

We make a different ansatz than (3.67), see Section 3.3.3, in order to determine w since we have
no volume conservation, but conservation of mass and substance. We will see later in Remark 6.4
that (3.67) approximately holds, if we are close to equilibria of the system.

For the time derivative of u4 the monopole approximation yields
u+ (_8riuint(7'i) + %)n 4

g =11 3 s i) (3.68)
ieN & = Xil

which is of order 1 in ¢ if 7 = O(£?). For the Stefan condition we find

< . u—u r 1
X(Tj)’f'j = 54 7[ O,us = # 52 Uint(ri))ri ][ 73(113 — Xz) A (369)
I T Py I; v — X

The second summand scales for droplets j which are within distance of ¢ of X; with 3. Hence in
leading order in ¢ we have as Stefan condition for (DC)

U — Uint (Tj )

() (3:70)

r; =

3.3.3. Mean field formula and outer boundary radius

We still have to determine u. We derive now an explicit formula for the mean field @ and a formula
for the outer boundary Rpy. We could derive the outer boundary by (3.60) but the determination
of @ yields another approach to determine Rjy. Calculating in leading order in e we can neglect
the dependence of U and v on .

We rewrite the global conservation laws for As and for total mass, (2.38) and (2.40), for our mean
field ansatz,

N

Nas, = (No — 4?77592 r?(t)nL(r,( 1)) Xs(u(t 927’ Ynas, (1i(t)), (3.71)
i= 1

My = (|Q(2) _Am QZ’F —EQZT Yo (ri(t (3.72)

Note, that in our scaling the number of atoms Ny is of order 1 in €. (3.71) allows to compute
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Chapter 3. Relevant scales and formal homogenisation

uniquely @, if we neglect, according to our mechanical monopole approximation, that ny; does
depend on u via ap,,

_ _4~xr—$%925 3 (X7 (ri()np(ri(t))
u=Xg ( = 5 :
3N05 S 3 (e (ri(t))

since Xg is strictly monotone, see Appendix A.3. We refer to (3.73) as mean field formula.

) (3.73)

(3.72) yields for the volume the formula

1 N

47
|Q(t)|:m Mo——s'g;r Spi |+ 359§r?, (3.74)

which yields also a formula for Rp,.

Once we have determined @ and r; we can reconstruct |2(t)| for given |©2(0)| > 0 or M via (3.74)
for all t € (0,7). Notice that we would not have needed any assumptions on the shape of 9€(t)
here.

3.3.4. ODEs for mean field and for outer boundary

By means of the system of ODEs, which consists in regime (DC) of (3.70) for the radii together
with the explicit formulas (3.73) for the mean field @ and (3.74) for the external boundary Ry, we
could completely solve the formal asymptotics problem for a fixed €. But Xg still depends on ¢
and for ¢ — 0, we find formally Xg — 1/2. Thus we derive from (3.73) and (3.74) ODEs for @ and
Rpq and then solve the system of ODEs for {r;};cn, @ and Rpg. This is also interesting for some
other purposes e.g. for stability analysis, see Section 6.3.

We recall that the sums are taken over all NV = N/ (¢) droplets, which still exist, i.e. with r;(t) > rmin,
at time ¢. The following considerations hold for all ¢ € (0,7) except of times 7;, when the i-th
droplet vanishes.

We determine an ODE for @ by global conservation laws. We exploit the conservation law for As,

0 dt/nAs_E: /atnAS+€ Z/ atnASL / nAsU*E:gZ\/ nAS

€N iEN

where we apply Reynolds’ transport theorem, where we use, that we consider domains with Lipschitz
boundaries. In the time derivative of u we neglect according to (3.68) terms of order £!2. This
yields for our mean field ansatz, where we use in particular that n4,(%) is constant on 02,

0 = £%(Qs () [0, (@) T+ £° 3 [ [0rnas, + [0Qn4s (@) R — €23 [Tl (nas(@) — iy, )i (3.75)
iEN 1EN

We recall, that in the mean field ansatz we assume that, the dependence of pg or Xy on the
mechanics is eliminated by inserting the monopole approximation and hence p(SA) or X are in this
ansatz considered as functions of w. Analogously as (3.75) by global conservation of mass we get

d
0=£/ —E/atp +e 2/ Oepr + |09 p (@) Ryg — €° Z/
1IEN iEN
and with the mean field ansatz
0:59]93()\,0( U+ e E\QLI&gpL—i—p / v—E9Z|I] )
iEN o0 iEN
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3.3. Formal homogenisation for regime (DC) in the dilute scaling

This allows to eliminate

. 1 . PN .
Rui = o [-|Qs@)e%p @ — " Y QL]0pr + " > [Ll(p(@) = L) (3.76)
|08 p(w) iEN iEN
n (3.75)
0 = <1025(0)|(nlgy () — "2 i 03 100 (B, + 221
() P (1)
9 i nas(@w) i\
—€ nas(@) —nYy, ) — ———(p(@) — p1))7
AL hoy) = a0 (0() )
This can be rewritten by multiplying with ¢~
0= |95 () X (@) + 3 1041 Dhnas, — P@2eol) +3 [ (s, — P05
i€EN iEN

With the homogeneity of the liquid we find
0= (Q0)] — 3 )X @i+ 3 |5l (S 3tnAsL — P@py) + (nlas, — P@pL)7)  (3.77)
1EN 1EN

and now with (2.160) and (3.70), which we both combine with the scaling in (3.70) for (DC),

0_ QZ u—|—47TZ U_Uznt(rl)) 7.

iEN iEN

This yields finally the ODE for the mean field, our so-called mean field equation

oy i Vi Ui (1))
X@lQ@)|

where we finally neglect terms of order 9. By plugging in u in (3.76) we get an explicit formula
for Ry, for given uw

(3.78)

€5 () T e it (ra))ri | o~ SOwL+ (p(@) = L)) (3.79)

Rbd =
X(U) €N

1
09 p(u)
Plugging in the formula (2.159) into (3.79)

0P (@) 473 ie N (T — wine (73))7i 04T >N r?vi_ Y

Ry =
M @ 00X () g

We compare Ryq with v|gq, where we do not take the mean value over 0f2.

Lemma 3.1 (Approximation of the evolution equation for the outer boundary). We assume that
(3.4) holds and that the velocity v derived from our formally homogenised solution of Problem D,
see (3.60), is a good approzimation to v. Let Q* be a conver set of R3. If the deviation of sphericity
of ON0* is of order &, i.e.

| ("= Ru)dAw") = 0(2) (3.80)
oN*

and || — Q] = O(&), then we have

Ryalt) — ][B (e 0dAR") = 0. (3.81)
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Chapter 3. Relevant scales and formal homogenisation

This justifies the approximation of v(x,t)|sq by Ry, since the error is of higher order in &.
W.lo.g. we could take € = e.

Proof. We have |Q*| = |Q2] in O(€) due to our assumption (3.81). This implies that we can assume
to have in both cases the same 7@ in approximation of highest order terms in £ and hence from
(3.70) the same radii r; in this approximation.

In distances bigger than O(e) from droplets we find from our formal homogenisation (3.60), i.e

. ri(z — X;
va(z) == oW (z) = %aﬂZ(az - Xj) +Z (Or; b7 + 3bj)7"j69](Xé), (3.82)
JEN JEN | — X
that |va| = O(e). We evaluate (3.82) in direction of the outer normal on 02 and get
. o7 — X))
va(z) - vlga = Ozauy (v — Xj) - +3 (0. bjr; 4 3bj)ije) Lt + 0(9),
]%]:V ’ Rbd ]%1:\[ 7 7 |z — X;? Rbd
while on 0Q2* we have
7“2 o — X *
va(x®) - v|gar = &auz +Z Or;bjrj + 3bj)7 e (7;) w* + o(£%)
2 = Z =P Ja]
Equivalently to (3.80) we have
][ ¥ dA(z") = Ryq + O(2) :][ l2|dA(z) + O(E).
on* o0
Therewith we estimate in o(e)
Foalt) ~ f_ vla’.1) dAG")|
oN*
<3 (Dyai ][ X)) - dA@) - f (@~ X;)- T A
P R o |2*|
) - X;) (z* — X;) z*
+ €910, bir; + 3bj| |75] 12 L—dA ][ T T g A
‘ 3720 ]||]| J Q|.’E |3Rbd ( ) 90 |.’L’**Xj|3|ﬂf*| ( )
x x*
< Ogzau| |R fJ[X —dAxf][ x| — X, - — dA(z"
5 0wl [Raa = X g aa@) = X (g ade)
j€
Rpq — X; || = X - 5
9 5] 2 J Rbd J o] *
- b bl 7| r —dA —— ——dA
o by 3l Vil o3 | S ) S A
< (3 |0gat| + %0y, b;r; + 3bj| |7]rF) O(&)
JEN
and (3.81) follows by (3.78), (3.70) and (3.80). O

We justify rigorously under suitable assumptions our mechanical monopole approximation later in
Lemma 5.4. Instead of using the monopole approximation for the diffusion problem, we differently
proceed later in Th. 5.7 in order to homogenise the diffusion problem.
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3.4. Formal homogenisation for regime (IC)

3.3.5. Formally homogenised problem for (DC)

Since Ry; — 0 as ¢ — 0 we have QF = Q(0). Let formally p; — pTL. The formally homogenised

mechanical BVP is the problem for W1

div 5g(VWT) =0 in Q(0)\ {X;}ien,
5s(VWhy = (p—po)v on 99(0),
ph(ri) =P — 3k (a + 0T (r;) — 67 — 3 (XP () Vi e N.

We give now X(ri) and X explicitly in formal homogenisation i.e. we let formally X — Xfase —0
and introduce analogously xl (2.157) yields, where we use that formally Xg — %, Xg — % and
Yy —lase—0,

11 al +bf(r;) — 6F

XT = Qﬁg((Xz(’r‘i) — YL) + 5 + (5 - YL) 0

) (3.83)

where Xz is the formally homogenised solution of the interface b.c. for (DC). From (A.19) we find
formally, where have to assume that w or y is uniformly bounded in e,

For the diffusion problem and the interface radii, we then have (3.78) and (3.70)

G = i T = i (1)) Vt € (0,7),
X10(t)]
y = L Uintlrs) Vj e NVt e (0,7),
riX(rj)

together with initial conditions and Ryq = Rgd.

3.4. Formal homogenisation for regime (IC)

The formal homogenisation for regime (IC) is easier than for (DC) since, we already know that @
is constant in Qg, that is a good approximation once we have determined @ by (3.73) or a mean
field ODE for regime (IC), which is similar to (3.78). The mechanical BVP has now no U}, on the

r.h.s. since we have u}, , = u. We have for the displacement

9,.3
E°r;

VV,(m) = ((a + Cl)‘l‘ — XZ| + bli@ — Xi|2

)eriu

where the coefficients are as described in Appendix C.2:

Tj — Do 9 4GS * [
pr— h
= 3he T 1Gs13ks @

- (1- %)(ﬁ —po) = 22 + 3k (6% + hi (X7 (i) — £7h* ()
e 4Gg + 3kp, ’
3k

= —X;|) = o__oMS h*(w).
i = elle = Xil) = < e )
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Chapter 3. Relevant scales and formal homogenisation

We put a and ¢; together to

a# =a+c¢ = Sks
and get
Wi(x) == X b
1(1') T (a#]x l’ + Z‘l’ _ X“Q)eﬁ"
(2

The formally homogenised mechanical boundary value problem for regime (IC) has the same form
as for regime (DC), see Subsection 3.3.1. We define by inserting the solution of the monopole
approximation of the mechanical BVP in leading order in &:

ar(w,r;) = uL(@,ri,al +b'(r;)) + O(%),
Z(w,r;) = Z(W,ri, a’ + b1 (ry)) + O(£°),
X(@,r;) = X(@, i, al + b1 (r;)) + O(9),
ok 2 R
(1= 5P —po) — 22 +3k(6 +hL(XL)))+O(€6)7

X @, i) = Xp(r, al
£ ) = Xe(rial + 1Cs 1 3kt

where we note that, X# and X are defined different as for regime (DC). As in (3.64) and (3.65) we

define p(4) and X.

For the (IC) regime (without any mean field ansatz for @) we can proceed as in Subsection 3.3.4

until (3.77). We substitute 7; by the Stefan condition of the (IC) regime, (2.164), where we inserted

consequently Z for Z and wup, for uy, and get

= 9(1Q(1)] —5927“?) u—l—egz \I| (u —ug(w,r;)) (3.84)
1EN iEN ( )
or
. SieNT; szggzrui (w —ur(u,r;))
——— R . (3.85)

The formula for Ry for regime (IC) reads:

2 _ (7)) SrisT) ,
pl(ﬂ) 47TEi€N 5 ('LL - uL(“’a TZ))Z(;’;:) 947TEi€N 741,21)3» v

p(u) |0 X () |09

(3.86)

Rbd = 69

We give now for regime (IC) the formally homogenised functions ur (w,r;), X(r;,u) and Z(u,r;)
explicitly, by abuse of notation without an additional index “t” as above for (DC). Let X{(r;, )
be the solution of (2.162), in the approximation of the formal homogenisation,

T v A

@Lﬁ;m(ﬂch@m(g) N acLhem(Xf) (1 _ ﬂ)%QO’

Han (XA, 7)) m-ps Ti (3.87)
3k 1 .

=7 —ufm(XP) + 7LLT(h (X1) — aL(r))

where
; i M(XP) (XL - X7)
)= [0+ 3ar(rs) = WE(XE)) == MGaLXA(lL— XAL)
sl 4 () - 397

. )

S =

Hi(Xp,r) = (1 -

— (L +3ag(r:))](1 +
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3.5. The relation of an experimental situation to the scaling

A rough approximation for X3 is given by (2.167). Then we get

o A ri) . _ . [i s 40
() = = LT e ) gl () (1= £y 2022 55
af + bt (r;) — oF
K(rs, ) = 26((Xf — Xo) + 5 + (5 - Xy =0, (3.89)
o 1 i MXNX - X7, 2(al +bf(r)) — 367
Z(uari)_nf(l_ﬁ)(Q_(ﬂ_l MGag(f(l—XfL) (1+ 0 )—1)><

y 2(at 4+ bl (1)) — 353).
0

(3.90)

We see that we found in both cases, (DC) and (IC), for the formal homogenisation an ODE to
determine the mean field w, where we have to add the initial condition

For existence and uniqueness results of the so far formally derived mean field model we refer to
Lemma 6.1, for numerical simulations we refer to Section 6.6.

3.5. The relation of an experimental situation to the scaling

In this section we compare the dimensionless Problems D, DI and DCR including the scaling
parameter £ with the unscaled Problems B and BI. We establish that the experimental situation
i.e. our original problem corresponds to the case of ¢ = o := 107%/2 &~ 0.031623 for the critical
scaling regime and to € = g9 = 0.1 for the dilute scaling regime. We compare with typical values
for our original system.

Critical radii are about 1 nm and the minimal radius is about 0.2 nm. Thus our typical radii are
Ro = 107m = 5%[,0 and typical particle distances are Dy = 107%m = 9Ly, which implies that
Lo =~ Rpg should be 10792m ~ 31.6um for the critical case and £y should be 10~°m for the dilute
case. The typical length scale of a wafer in height is about 0.2mm and about 20mm in diameter,
while from experiments it is known that the diameter of the region in a GaAs crystal in the interior
of a dislocation ring, in which we have homogeneous nucleation is about 10~*m = 100um (see
[DDNO06]). But in the last case we would have to consider different boundary conditions. We
emphasise that a £y could be chosen arbitrarily by the experimenter.

It is confirmed by Fig. 6.2 and Fig. 6.4 later, that our choice of the length scales Ry and Dy yields
critical and stable radii in agreement with experiments.

Since in our critical case Ry and Dy are well-known we have that £y > 1079/2m corresponds to
r<3and Ly < 10792m to r > 3, that leads to our choice of Ly in the critical case. In our analysis
we treat however the case r = 3 and also the case r = 4 where u — W = const as ¢ — 0 and
conjecture, if r < 3 then u — lim, o Ujnt — 0 as € — 0.

Summarised our scaling corresponds to the case of an area, in which homogeneous
nucleation takes place and which is cut out of the wafer and undergoes a heat treatment
separately. We consider the critical case and the dilute case, which are mathematically
most interesting, i.e. we assume a length scale £j of the wafer under heat treatment,
which corresponds to the critical or the dilute case. From the real length of the wafer
we can then decide, which case applies.

We continue with the dilute regime and £y = 10~°m.
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Chapter 3. Relevant scales and formal homogenisation

Remark 3.3 (Number of precipitates and atoms in an experimental system). Our original system
deals hence with about N{eg® = N - 10 precipitates. In order to determine NY we compare with
the data from experiments, see [Ste01], p. 92 f. and p. 112, where as density of precipitates
Npp = 10%c¢m™2 is given, which was determined by laser scattering experiments. This yields

approximately %”E%NDP ~ 0.42 precipitates in our original system.

Further by comparison with the density T, Ty and the value for Nas given in [Ste01], p.112,
which is in this study the number of As atoms in all precipitates, we see that the value of Npp from
scattering experiments is too small. This claim is enforced by the diagrams in [Ste01], p. 93, where
Npp grows with time, where we in general expect the number of precipitates to decrease with time.
This is explained, if we assume that in scattering experiments only large enough droplets can be seen,
while we expect droplets to increase in size with time. We will work with Npp = 10" em™3 instead,
which fits to our values for the densities mg and my. This yields approzimately 4200 precipitates
in our original system. This holds for both regimes (DC) and (IC).

The typical time scale 7y for regime (DC) is derived from the diffusion constant resp. the bulk mo-
bility. For the diffusion constant Steinegger ([Ste01], S. 106) gives in a corresponding experimental
situation, but at T'= 1373K,
10712 m? nm?
D= =1 . 3.91
1s 10-6s (3:91)

With R = 10?m this implies as typical time scale in our original problem in regime (DC) that
70 = 107%. This yields times 7; for vanishing of droplets, which correspond to the study of
Steinegger [Ste01] as we see later in Chapter 6. The typical time scale 7y is the same for the case
of constant mobility (2.63) and for the case of constant diffusion coefficient (2.64).

For regime (DC) the bulk mobility is calculated from the Stefan condition to

Rp2 -9 2
p - "GRG _ 37000 mol (10~ %m)* o gmol o ag mol o ]

70 m3 10-6s m s nm /s nm ps

(3.92)

In case of interface controlled interface motion we have the interface mobility by the formula (2.62)

B=nk

8.314-1100 J mol mol mol 1
Bl = = . 70000—; ~ 9.8-10°—~ =9.8-107"*—— ~5.9-10""—.
\/27r -74.56 - 103 kg m?3 m2s nm?2s nm?2s
(3.93)
. . . . I ngR —12
Then for (IC) the typical time scale is determined by 75 = —fr~ ~ 3.8 - 107 “s.

Remark 3.4 (Uncertain data). Since the data for B, D and B! is still uncertain, we cannot decide
from the data for mobilities and considering the relations (2.65) or (2.66), whether the (DC) regime
whether the (IC) regime corresponds to the experimental situation.

For comparison to (3.91), measurements by Uematsu et al. [UWST95] in a slightly different exper-
imental situation suggest by extrapolation as diffusion constant for interstitial As in GaAs values
between 10716 em? s and 10718 ¢m? s at T = 1100 K and under py = 10° N m™2.

The equation (2.62) is used as a guess, since there are no data from measurements available.

This implies that the time scales 19 or TOI relying on D or B! cannot be determined accurately.

We work with 79 = 107% and 7/ = 107!%s and return to this question in Section 6.5.

Due to the experimental data we expect £y between 107°m and 3.16 - 107°m. Numerics yield the
guess, that the dilute regime might fit to our original problem. We give now an overview of most
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3.5. The relation of an experimental situation to the scaling

of the used unscaled quantities and their scaling behaviour in Problem D or DI and Problem B or
BI, see Table 3.1.

Quantity Value without Scaling Value in Value in
scaling (cf. Def. 3.1) Pb. D/DI Pb. B/BI
Quantity f F f f with dim.
Scaling parameter 1 € e =107 g?
Length of wafer Lo = R, 10™°m RY, 1 10~°m
Typ. droplet dist. Dy 10~°m e'RY, 1 10~%m
Typ. initial radii Ro 10~%m L =¢'RY, 1 10~ %m
Typical times (DC) 7o 1075 T=r1° 1 107°
Typical times (IC) 74 107125 T =1l 1 10713
Typical masses M 7.492 - 103kg M = e* M4, 1mol 1 Mas 1mol
=7.492-10" kg
# of droplets A/° N =4 ~4 (5—2)3 =¢8 . 10° . 10°
~4.2-10% ~4.2-10°
Typ. # of atoms No 1.01 - 10%mol N = ¢! 1mol 1.01-1071° 1.01 - 10~ "mol
~ (3-Yv)néRiy
Ng* = 3% 2.4-10"mol N = &' 1mol 2.4-107" 2.4-10" " mol
Concentr. As, Y (10%9/2) e 1074 1074
Mobility (DC) B 3.7-100me! T x e® 3.7-107%*  3.7-107 %2l by (3.92)
Mobility (IC) B' 9.8-10"0 10 mol o o et 9.8-1072¢ 9.8.10-12.mol py (3.93)
7?4 mol
5 5 - 9 8 10 nm?2 10—12g
Diff. const. (DC) D 10742 B ooxe® 1 1nm by (3.91)
Typ. stresses 1010% ﬁMg x 5 1 1010;\%
Typ. forces IN Yy x 5 1078 107°N
Surface tension 7.5- 103% Fz X gt 0.0075 0.075N m™1
Typ. energy nERTL} 11\\1/1;5 1 6.76 - 10~° 6.76-1077J
Typ chem. pot. RT MLY x 1 9.14-10°  RT =9.14-10°J mol "

Table 3.1.: Overview of typical quantities for a fictive unscaled problem i.e. € = 1, the scaling,
the scaled Problems D or DI and the original Problems B or BI.

From the value of Y for ¢ = 1 we see that the maximal possible value for our scaling parameter in
order to ensure Y < 11is e < 1071918 &~ 8.7992 - 10~2, which is fulfilled for .

In particular we expect as typical displacements

U=10"2"?m

~3.16-10"''m

= O(h)Ry.

We remark that the displacements are small compared to distances between droplets, U < Dy ~ &,
that motivates again that the mechanical BVP is more or less a superposition of pairwise indepen-

dent mechanical BVPs for single droplets.

From now on we drop the upper index € on all scaled quantities.
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Chapter 4.

Existence and uniqueness for a class of
models

In this chapter we prove for sufficiently small but fixed ¢ existence and uniqueness of the following
Problem E. Contrary to Problem DCR (3.43) — (3.53) we neglect the h* term on the r.h.s of
the mechanical BVP (3.43) — (3.45). Furthermore we modify (3.52) of Problem DCR and make
stronger assumptions on the dependences of u;,; and X on the variables, see Assumptions 4.3 and
4.4. Because ¢ is fixed we could transfer all results of this chapter to a modification of Problem D.

4.1. The abstract problem E

In rescaled variables we look for solutions U¢, u®, {r;};cn, Rpq 0f the following coupled differential
equations for regime (DC):

div 55(VU?) = f¢ in O5(1), (41)
gs(VU v = ggv on 00(t), (4.2)
(65(VU?) — Z’fj ]{ (V" ) =g on I(£) Vi € N°(1), (4.3)

k3

for all t € (0,7), where f§, g5, € N°U{0} can depend on all r;, i € N¢ but not on other variables,

3 (X (uf) (Opuf + 07 - Vuf) + V- v° Z(uf)) — Auf =0 in Q%(t) (4.4)
Vu-v=0 on 09(t), (4.5)
" = Ujne(75) on I (t) Vi € N°(t), (4.6)
uf (-t = 0) = uF in Q%(0), (4.7)
for all t € (0,7), and with ODEs for the radii

SERENNE /AL Vie NE(t) vt € (0,7
Ti=¢ X(ridy, U5 0) 7) ie N°(t)Vt € (0,7), (4.8)
ri(t =0) =) Vi € N°(0), (4.9)
Boa = (1 —][ VU 0, ,&( 1)) x ][ v v Vie (0,T),  (4.10)

oN o0

Rp(t =0) = Rgd' (4.11)
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Chapter 4. Existence and uniqueness for a class of models

The velocity is v = U® as defined in (2.13). In the liquid we have p% and u’ given for all i € N¢(¢)
by the formulas (2.121) and (2.94) and the vanishing of a droplet is modelled as in Subsection 2.6.7.

We have modified in (4.10) the original evolution equation for Rpg,

Rbd:][ v v
a0

in order to avoid technical difficulties after transformation of Problem E on fixed domain 2(0),
which is carried out in Section 4.2. The corresponding transformation ®, which enters in (4.10), is
constructed in Appendix B and is assumed to be a given smooth invertible function, which depends
on Ryg and 74, i € N. The norm of the matrix term f5o, VU Og,,®(®!) is of order O(h) and hence
our modification is small in our approximation of small displacement gradients, see Assumption
2.1.

In (4.1) — (4.3) the r.hus. f§, ¢5, ¢ € {0} U N would correspond to Problem DCR if we set

fe = %kgh* (uf) Vs, (4.12)
96 =P — po +&"3kgh* (u), (4.13)
2
9 = 70 — 3kr (8" + R (ri)) + 3kse”h* (wint (74, ][ U®-v)) Vie N®, (4.14)
i I;

but since we neglect h* and the dependence of u;,; on U, compared to our original situation, we
set in Problem E

fi=0, 4.15

96 =P — po, 4.16)
2

G = 2~ k(674 Wi (re)) Vi€ N7 (4.17)
1

We consider Problem E under the following assumptions, which we summarise here.

Assumption 4.1 (Assumptions on the mechanics). The constants ks, Gs and ki are strictly
positive and h} is considered as given function of r;.

The data of the mechanical BVP is small i.e.

P —Dpo 20 R * T
o', h < h 4.1
3kg  3krrmin L=" (4.18)

where h < 1, confer Assumption 2.1.

Assumption 4.2 (Assumptions on the diffusion problem). We assume:
1) Z(u®) :=n%4(u®) is bounded and strictly positive, uniformly for all c.

2) The function X(u®) = n5, (u) depends continuously on u® and is bounded, strictly positive
and strictly monotone (increasing). Vice versa this holds for u®(n%,), if we consider n%,
instead of u® as variable. This implies, that n% (u®) is convex or u®(n%,) is concave.

3) As assumptions on initial data we make u®(z) € Jy, (or equivalently n (x) € T := n5,(Tu))
for all x € Qg(0) and u® € H'(Qs(0)) (or n%, € H(Qs(0))) and we make assumptions on
new initial data after vanishing of a droplet as in Assumption 2.6.

The last assumptions allow to consider equivalently to (4.4) — (4.11) the diffusion problem for the
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4.1. The abstract problem E

regime (DC), written for the variable n%,,

305y, + V - (n5,0°)) — Auf(n5,) =0 in Q%(t) (4.19)
VnS,-v=0 on 09(t), (4.20)

nSs = n4t(ry) on I;(t) Vi € N°(t), (4.21)

nS(,t = 0) = n’%: in Q%(0), (4.22)

which is sometimes more suitable for our analysis than the formulation (4.4) — (4.7) with .

Assumption 4.3 (Generalised Gibbs-Thomson law). We assume that the boundary value for the
chemical potential in the solid w;, depends only on the radius i.e. umt(ri,ﬁi U - v) = uipe(ri) =

Uk, that is expected from the formal homogenisation of Chapter 3 to be a good approzimation for
sufficiently small € — 0. Furthermore let w;n; be monotone decreasing and

0< uint(ri) < uint(rmin) vri € Jr.

Assumption 4.4 (Assumptions on the radii evolution). The denominator X of the Stefan condition
depends continuously on r; and on the trace of U on the interface I;. X is strictly positive

X(n,][ U-1)>0 Vri € J, VU with |VU|| = O(F).
I;
and bounded.

Neglecting the possible dependence of X on VU might be motivated by replacing VU by the
explictly known solution for the displacement problem for a single droplet problem (SDP) with
h* =0, W = W(r;), which is sensible for sufficiently small .

Assumption 4.5 (Assumptions on geometry and scaling). We assume initial data r?, Rgd and X;
s.t. the droplets are disjoint and do not intersect the outer boundary for t = 0:

d; d; )
< 6_25, dist(X;, 002(0)) < ) Vi € N°¢, (4.23)

i.e. (3.4) is fulfilled for all e fort = 0.

One can check that Assumptions 4.1, 4.2 1), 4.2 2) and 4.4 are fulfilled for typical material data
and experimental values, as given in Appendix D.

We always assume in the Chapters 4 and 5 that the Assumptions 4.1 — 4.5 hold — without further
reference on these assumptions.

Since solutions of Problem E depend on time and space we need the following function spaces.

Definition 4.1 (Bochner spaces). Let here Q an open, bounded, possibly time-dependent domain
in R3. Let LI(Q(t)), 1 < q < oo the space of functions f : Q(t) — R¥, k € N, with |f|P integrable
and f measurable in the sense of Lebesgue.

1) The space LP(0,7;Li(St))) are all strongly measurable functions f : [0,T] — LI(S(t)),
defined by [f(t)](z) := f(z,t), with

T
£ oo = (| 170" < o0

for 1 <p < oco. We abbreviate LPL? := LP(0,7; LY(Q2g)).
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Chapter 4. Existence and uniqueness for a class of models

2) We define C°(0,7;LI(2(t))) as the set of all continuous functions f : [0, 7] — LI(Q(t)),
defined by [f(1))(x) = f(z,1), with

I fllcoqo,m:La(0)) = Ofgg>%||f( M ra) < oo

which is abbreviated by CYLY.
3) Analogously we define spaces like HFLY, W*PLI L®°L1, CFLI and WHPCF.
For this definition, further definitions regarding Bochner spaces, definitions of Banach spaces and
definitions of Sobolev spaces we refer to [Eva02], §5.9.2, p. 285f.
Definition 4.2 (Generalised solution of Problem E). Let us define a generalised solution of Problem
E as functions (uf,U%, {r;}, Rpq) in L°H* N H L2 x L®*C2 N H'C x [HYWN x HY which fulfil the
usual weak formulations of Problem E.

In order to guarantee the validity of our model i.e. that Problem E makes sense we have to show
that w is in a suitable interval e.g. w € J, which includes our reference value uw = 0 for all
times t € (0,7). For our approach to work in linear elasticity, we have to show |[VU®||r2(q4w));
V|| L2 (g t)) = O(h) for all times t.

This definition of a generalised solution turns out to be adequate for our problem, see Th. 4.7.

Definition 4.3 (Classical solution of Problem E). By a classical solution we mean that all partial
derivatives up to the partial derivatives of highest order, which appear in the statement of the PDE,
exist and are continuous and bounded. Precisely, we introduce for the diffusion problem the space

C3(0,T;9s(t) == C'((0,T]; C'(Q2s(1))) N C°([0,T]; C*(2s(1)))-
The space C3(0,7;Qs(t)) will turn out to be the right space in the light of the regularity result in
Th. 4.5, 3).

We expect to find generalised solutions U € LXC?*NH'CY, v¢ € H'L>NL>®H" and r;, Ryq € H" for
small times. By exploiting further reqularity of geometry and data we expect then to find classical
solutions U¢ € C'C?, w® € C%(0,T;Qs(t)) and r;, Ryg € C* as long as no encounters or the
disappearance of a droplet occurs.

4.2. Transformation of the problem on a fixed domain

We want to prove existence and uniqueness of solutions to Problem E. We follow the idea of proof
given in [Nie99] or given with more details in [Nie96] and transform Problem E on a fixed domain,
where we can apply standard results.

To keep notation short we introduce vectors, in which we list the radii of the free boundaries.

Definition 4.4 (Vector of free boundaries). The vector of all interface radii is R(t) := (ri(t)); €
[jr]NZ and the vector of all radii, including the outer free boundary, is R(t) := (Rpq, R(t)) €
(7 V' +1 where Ry = Ryg, R; = R; = 14, for alli € N.

Furthermore we write Ry ' := (R;)™,i € N and analogously we understand R; .

We consider the transformation

with the additional property that particle centres X; remain fixed.
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4.2. Transformation of the problem on a fixed domain

Since the time dependence enters into the transformation only by free boundaries we consider
instead

O(-,1) : Q5(0) — Q%(t), P(z,t) := d(z, R(t), Rea(t)).

We write ) . .
h® =Vpp- k=Y 0p¢0iRi= Y 0r,¢%i+0r,d Roa
1€EN¢E 1€ENE
We consider Q%(t), the closure of the domain Q%(¢), in Cartesian coordinates x := ®(z,t), in

which our PDEs are stated. Now we change coordinates to the coordinates z = ®~!(z,t) of the
closure of the initial domain, %(0), which will be equipped with a new time-dependent metric
g(z,t) := D®T(2,t)D®(z,t). Accordingly the PDEs transform to PDEs in this new coordinates z.

By definition there holds g(-,t = 0) = I3 and g is positive definite and symmetric.

Our notation and our treatment of the coordinate transformation follows the textbook of Ciarlet
[Cia00]. For the rest of this chapter indices take their values in {1, 2,3} unless otherwise mentioned
and we use the Einstein summation convention. Here we have to distinguish in our notation
between contravariant indices, which are upper indices, and covariant indices, which are lower
indices, because only for Cartesian coordinates co- and contravariant coincide.

Consequently, we write for covariant components of the metric g;; and for contravariant components
g, which furthermore fulfil g = (g;;)~!. Furthermore we introduce three vectors g, by [g4(2)]" :=
9.,9"(z) and analogously we define g? by [g%(2)]; := 0p, (27 1)%(2(2)).

Remark 4.1 (New coordinates and Lagrangian coordinates). The coordinates z are in general not
the Lagrangian coordinates X. Only in the special case that 7; = vy = v_ on all interfaces or
N =0 the coordinates z and X could be chosen s.t. z = X.

We give explicitly a transformation ® € C*°(Q2%(0)) from the fixed domain onto the time-dependent
domain Q%(t) in Appendix B.1. In particular the transformation ® is a regular matrix and smooth
i.e. det D® # 0 and ® € C, if for all droplets the Assumption 4.5 holds.

We repeat a definition and a result from differential geometry, which we need in the following.

Definition 4.5 (Christoffel symbols of the second kind). We introduce Christoffel symbols of the

second kind as functions T} : Qg(0) — R defined by T} (2) := [99(2)]i0x[gr(2)]" as defined in
[Cia00], pp. 27-32 or [Arf85], pp. 160-167. By this definition I'f, =Tf,.

We note that one should keep attention, that another definition of Christoffel symbols of the second
kind, which is not symmetric in | and k, is sometimes used in literature, e.g. [MTW73], p. 209
and the remarks in [RSWO0S].

Since ® is smooth in space and as regular in time as R, we see that the Christoffel symbols have
the same regularity.

Lemma 4.1 (Covariant derivatives). Let v;[¢']x a vector field with covariant components v; €
C1(Q5(0)) and let A¥[g;)*(g;]' a tensor field with contravariant components AY € C1(Qg(0)).

1) The covariant derivative v;; : Q5(0) — R of a vector field with covariant components v; :

Q5(0) — R? is vyj := 0z,v; — L70p.

2) The covariant derivative AY||; : Qg(0) — R? of the contravariant components of a tensor
field AV : Qg(0) — R3*3 s AY|[y := 9, AV 4+ T} APJ 4T A%

For a proof we refer to [Cia00], Th. 1.4-1 and Th. 1.6-1.

We denote the transformed function of a function f by f, unless otherwise stated. We give now
how the important quantities of Problem E are transformed. Due to our choice of 2%(0) or Q%(¢),
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Chapter 4. Existence and uniqueness for a class of models

which have both spherical interfaces and spherical outer boundary, we have on all boundaries 7 = v
and in particular 0,7 = d,v = 0.

Furthermore the volume element transforms accordingly to

dx = y/det g(z) dz,

and the surface area element transforms as

dA(x) = \/det g(2)\/v(2)g(2)v(2) dA(2).

Note that scalar products are invariant under change of coordinates of this type.

We define the transformed functions
U (2, ) == us(®(2,1),t), US(2,t):= US(D(z,1),1).
In particular

Vut = DO TVEe,
o = 8,a° — DO TVas - 9,9,
1 1
—_ Vut v = —r DO TV v,
15 (1)] /If(t) [15(0)[ /12 (0)
VU® = D@—Tﬁj|_D<1>—1,

where, since the displacement has covariant components,

U,

€.
ill7

= 0,Uf —TLU: = (VU®),; —TLUE (4.24)

i q g
Analogously for the symmetrisation of the displacement gradient

eiHj(VUE) = eij(VUs) - Fq-UE

ij7q"

For brevity of notation we state in e;;(VU®) only the dependence on the function VU® and not

on U¢ and VUE.

¥

The part of the Cauchy stress dg has contravariant components and transforms, written in com-
ponents, to N - N ~ 3
Gs(VU)7 = K'¥ey (VU®) = KM (e (VU®) — T,U%) (4.25)

with the transformed stiffness tensor
Kijkl _ /\sgijgkl + MS(gikgjl + gilgjk>.

In principle we would have to write &S(Vf] e U® )% in order to state the dependence of G5 on the
gradient of the displacement and the displacement itself, but for keeping notation short we write
55(VU?)% instead. The formula (4.25) is derived in [Cia00], too.

Summarising after transformation on fixed domain the mechanical BVP (4.1) — (4.3) reads

3I;(VU°) = fi in 05(0), (4.26)

55(VU®)v = gsv on 99Q(0), (4.27)

(65(VU?) — z’f; ]1 (U -v))v = giv on I£(0) Vi € N, (4.28)
i JI£(0)
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4.2. Transformation of the problem on a fixed domain

where the transformed divergence of the reduced Cauchy stress is according to Lemma 4.1, 2)

G5/ (VU®) := 64 ||;(VU?) = div 65(VU®) + T},;6% (VU?) + 1,68 (V)
= K7M(0,,en(VU*) — FZZ(VUE)qj) — (Tp; K7 + Féijk”)ekz(Vﬁa)
+ (Tf, KP4+ T KPMT U
We examine the dependence of the mechanical BVP in time in order to state a problem for the

transformed velocity field
= 9U¢ — D®~ TUH DO 19,®. (4.29)

By transformation on fixed domain of the problem (4.26) — (4.28) for the displacement U¢ and
derivation w.r.t. time we find the following problem for n := 0,U*.

5311;(Vn) = —(div (955)(VU?)
+0iT,,;6% (VUF) + 0,1 62 (VU?)

Lo in Q5(0), (4.30)
G5(Vn)v = (—(0:65)(VU?) + 0sg5)v on 90(0), (4.31)
@s(9n) = 2 f e = (~(005)(T0%)
1 3kr,

+[— f (U -v) + 0y, g5)7)v  on IF(0) Vi € N,  (4.32)
17(0)

83

where (9,55)(VU)7 := As[0g” ey (VU ) g™ + g7 (01€) o (VU*) g™ + g7 e(VU*) 109"
+ 5[0 er ) (VU)g" + g™ (00€) i (VU) g + g™ e i (VU)D1g"
+ 09" e (VU g™ + g™ (0h)y s (VU) g™ + g ey (VU®) 197"
and (ate)iuj(Vf]E) = —oTLUE.

jiva:
For details of the derivation of the velocity problem we refer to Appendix B.3.
The transformed diffusion problem in the regime (DC) is

e3\/det g X (@ — D&~ Tvu (0y® — 0, U+
+Dd™ TUF“ D®~ 1at - (v/det gg~ V@)
+&3V - (\/det gD (9,U° — D®~ TUH “ME@E) =0 in Q5(0)  (4.33)
Vit -v=0 on 092(0),  (4.34)
U° = Ujne(r;)  on I7(0)Vie N°,  (4.35)
(-t =0) =u° in Q5(0),  (4.36)
and the transformed ODEs are
Feoy DOIVEE v
o= &8 - Vi e N°, (4.37)
X(R, f?g(o) ve-v)
ri(t=0) =710 Vi € N¢, (4.38)
Ryt — ][ (0% — DO-TTE DO~ 0 - O,R) - v, (4.39)
29(0)
Ryq(t =0) = RY,. (4.40)
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Chapter 4. Existence and uniqueness for a class of models

We remark, that the modification of (4.10) yields that, Rypq does not appear on the r.h.s. in (4.39).

We also give the transformed diffusion problem in the formulation with 7%, as unknown

=€ - =€ c 1
305y, — DO, @ - Vis,) + asmx
V - (v/det gD@*lﬁ;S(atifﬁ D&TU5 DP~10,))
_\/CW - (V/det gg~ ' Vuf (7)) = 0 in Q5(0),  (4.41)
VS, -v=0 on 09(0),  (4.42)
Ny, = fszﬁf(rl) on If(0)Vi € N°,  (4.43)
55t = 0) = in Q5(0), (4.44)
and in the transformed ODEs we replace (4.37) by
u' (A freqy DO~TVRE, - v
fy = 3 2O 4 Vi € N°. (4.45)

X(Rﬂa[f([)) Us-v)

With the formulas 0,,1/det g = y/det gng (for a proof we refer to [Cia00], proof of Th. 1.6-1, step
(i)) we can rewrite (4.41) as

LR Ty - (Vdet gD® 1 (8,U° — D& "US DO 9,))7i5y
—D<I> H0:® — (8:U° — DOTUS5 DO '9;®)) - Vs,
—T8g" e 3w (5%,) Vi, — V- (97 e 2 (7%,) Vig,) = 0.
We introduce
a:= DO (U — (I+ DO TU5 DO~ 1)0,P) — Tig™ e @ (75y), (4.46)
B = DOV - (U — DOTUS DO '0i®),  yi=e g7 (7). (4.47)

For our following analysis it turns out to be useful to treat the more general case of a transformed
diffusion problem with a source term f on the r.h.s. Instead of (4.41) we look at the diffusion
equation, written in divergence form,

o5y, — V- (v(z, t, 75, Viy,) + oz, t, 75, 0,U°, U, VU®, 0y R, R) - Vg,
+ B(x,t,V - 0,U¢, U, VU, AU®, 0 R, R)n%, = f. (4.48)

Sometimes it is more useful to work with the PDE in nondivergence form
Oiisy, — a(w,t, 75, R)ARS, + b(x, t,7i%,, Viih,, V - U, U5, VU, AU, O,R, R) = f,  (4.49)
where we abbreviated

b= [CM - vx’}/] ’ vﬁgAs + ﬂﬁis - aﬁf%’)/ |Vﬁf48’2
= [D® 1 (5,U° — (I + D@fTUEH D 19,®) — nggi € 3u5’(nAs) Vg te 3 (75,)] - Vs,
+(DO7'V - (0,U° — DOTUS DO 9,9)))ity, — g e 2" (75,)) Vi)

a=rv=g e (7).
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In the case that we assume U and R to be given we write in the following just
alz, t,n%,), O(z,t), ~y(x,t,n5%,) or a(z,t,n%,), bz, t,n5,, Vis,).

We refer to the mechanical BVP (4.26) — (4.28) with the velocity problem (4.30) — (4.32) and
the diffusion problem (4.48), (4.42) — (4.44) and the radii evolutions, (4.45), (4.38) — (4.40), as
transformed Problem E.

4.3. Local existence and uniqueness

First we solve independently a general version of both the mechanical problem (4.26) — (4.28) and
the velocity problem (4.30) — (4.32), then the diffusion problem (4.48), (4.41) — (4.44) and then
the ODEs (4.45), (4.38) — (4.40) for interfaces on fixed domain, where we assume that the data in
each of the problems is already known. This serves as a building block for proving local existence
and uniqueness of a generalised solution to the transformed Problem E by a fixed point argument
in this section.

We emphasise that € is fixed and our local existence and uniqueness result holds for any allowed
choice of €. Later it turns out, that € has to be sufficiently small in order to avoid collisions of
droplets with each other or with the outer boundary, that is needed for the global existence and
uniqueness result, which follows in Section 4.4.

We skip in the following the indices € on scaled functions and domains, since we consider only
scaled functions and scaled domains from now on.

4.3.1. Mechanical boundary value problems

Instead of the problem (4.26) — (4.28) and (4.30) — (4.32) we analyse in the following the more
general type of mechanical boundary value problem. We recall that ¢ and g depend on z, ¢ and
R. Find a function n € H'(Qg(0); R?) s.t.

S7¥e(Vn, R) = —FJ(VU®, R, 0;R) + Fi*||x(a, R) in Q5(0),  (4.50)

S (Vn, Ry, = (Go(VU®, R, 8,R) + FI* (@, ,u°) vy on 9Q(0),  (4.51)
(87%(Vn, R) (4.52)

—C(r) YC o nvve = (Gi(VU®, B, 0,R) + FIF (i, 00 v on IF(0)¥i € N°,  (4.53)

where the equations hold for all components j € {1,2,3} and the tensor field S fulfils
ST (Vn, R) = K7M™(R)eyy)pn (Vn, R)

with K7*™(R) = K/*™(R) and €ljm = €m|i as defined in (4.2). If we assume R to be given
explicitly then we write only S7%(Vn) and (V7). Furthermore we do not denote the dependency
on x explicitly.

The abstract problem (4.50) — (4.52) can be applied to the displacement problem and the velocity
problem as well. For the problem for U i.e. (4.26) — (4.28) we set n = U and for the data

. ) . ) . 2 .
=0, F*=0 G =@-po)o™, G =( —3kp(8%(ri) + hj ())& VieN,

T
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Chapter 4. Existence and uniqueness for a class of models

or for the problem for §;U i.e. (4.30) — (4.32) we set = &;U and

Fl =0, F =—(0,65) (0% aGiF=o,
3kr

jk
Gl = (5%

- 2 .
7/ (U') + 3k by (1) — 3ksh™ + T—Z]mﬂ“ Vie N,
I (0)

i

where the time-derivatives of the Christoffel symbols, of g and of D® depend on the given evolution
of R. In both cases C(r;) = ?kL We formulate the consequences of the following theorem for the
transformed Problem E in Th. 4.2 and Th. 4.3.

Theorem 4.1 (Abstract mechanical BVP). Assume for allt € (0,7T) that Qg(t) € R3 is given and
that ® is a C? diffeomorphism of Qs(0) onto Qs(t), s.t. the three vectors g, are linearly independent
at all points z € Qg(0).

Let Ag > 0,us > 0,kr, > 0.

We assume that our data fulfils the compatibility condition

Fléy dz + / 7k s dA — / G s dA = 0 (4.54)
/QS(O) ‘ 505(0) A2 !

iEN

for all g € RD.
1) (Existence of a weak solution)

If Fg,Fljlc e L5/5(Q5(0)), G%kl/k e L*3(09(0)) and ngyk € LY3(I1;(0)) for all i € N, then there
exists a weak solution n € H'(Qs(0);R3) of (4.50)-(4.52), i.e.

Lo e (Tl (Vo) Vactg ds + Y- Clr(f afm) [ ofvhviderg ai
Qs(0) iEN L '

:/ (Fg¢j —ka8k¢j)\/detgdz+/ Goo'* ¢rvjy/det g dA — Z/ ek vip;\/det g dA
Q(0) 0Q5(0)

iEN

for all p € H*(Q5(0); R3). Furthermore |:,C
2) (Uniqueness)

| < Const(Fy, F1,{G;, Tz}ze{O}UN)

1 is unique only up to functions in the class of equivalence RD as defined in Def. 2.1, i.e. 1 is
non unique up to translations and rotations (that corresponds to Galilei invariance of the PDE)
and only Vn can be determined uniquely.

3) (Regularity result)

If the boundary is smooth i.e. dQ5(0) € C"™2 m e N\ {0} and F] € W™P(Q5(0)) for p > S and
FiF e wmt18/5(Q4(0)), GFvp € HY-YPP(0Q(0)), GPFuy, € H1/P2(1,(0)) then n € W™,

Hence for m =2 and p = 2 there exists a classical solution n € C?.

4) (Consistence with approximation of small displacement gradients)

If I1Foll orsqag oy 1P zos g0y 1Gollzasangoy, {IGillas oy tieny < max{As, us, kr}O(h),
then we hcwe

JC]Z- 77ka

7

IVnllL2 s o) |l Iz2(1:0) < Comsta(Ag, s, ki, Qs(0), @) O(h),

where Consts is independent of h for sufficiently small but fized e. This justifies our approzimation
of small displacement gradients of Assumption 2.1 for h < 1.
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5) (Dependence on time)

In this problem time enters as a parameter. Assume the time evolution given by Re L?(0,7T) and
the data to be L? in time. Then we have n € L>?H*'. For smooth enough boundaries and data we
getn € L*C?.

6) (Results for time-dependent domain)

If T < minjen 7, then the transformation ® is smooth and then all results 1) - 5) carry over to
the problem on Qg(t).

We remark, that for the proof it is not important that we consider fZ n*vy, instead of n¥yy on the
Lh.s. of (4.52), if each G, is constant on I;.

Proof. We want to follow the classical results like in [Cia98], p. 296, Th. 6.3-6 for cartesian
coordinates and its generalisation to curvilinear coordinates [Cia00], p. 52453, Th. 1.8-2. Note,
that up to the term —C'(r; flg ynPvp on the Lhus. of (4.52) our problem is a standard so-called
pure-traction problem, which is treated in literature for Cartesian coordinates and curvilinear
coordinates as well. The assumptions on the mapping ® ensure that I‘ék and g;; are continuous on

Qg(0).
Ag > 0, ug > 0 guarantee that the tensor K is uniformly positive definite i.e. there exists a constant

c(Qg, ®, ug), where ¢ ﬁ, s.t.

> il < KM (2)tti; (4.55)
0,
for all z € Qg(0) and for all symmetric matrices ¢;;. For details we refer to [Cia00], Th. 1.8-1.
kr, > 0 implies C' > 0.
1) (Existence of a weak solution)

We consider first a fixed time ¢ € (0,7) s.t. the data is well-defined at ¢. Due to definition of the
covariant derivative and since S is symmetric there holds

/ Sk (Vn) J||k @)/ det g dz

Q25(0)

= —/ S]k”k (Vn)g;/det dz—l—/ Sik(vn) pjvp/detg dA
2s(0)

for all ¢ € H'(Q2g; R3).
We test (4.50) with n € H*(Qg(0); R?) and get with the definition of S and the boundary conditions

/Qs( )K]klmem m(Vn)ejx(Vn)yv/det g dz + ZC (ro)| 4] ][ n*upy/det g dAJ?

iEN

= (an] F 8k77] )V det g dz+/ Goéjknjuk\/det dA — Z/G(Sﬂ njviy/det g dA.

Q25(0) 1EN
By exploiting (4.55) together with C' > 0 we can estimate
1

7/ sk (V) 2\/det g dz
Q25(0)

c

g/ (Fojnj F 6kn] )vdet g dz+/ Godjknjuk\/det dA — Z/ G, 67k njviy/det g dA.
25(0)

€N
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Chapter 4. Existence and uniqueness for a class of models

By using again our assumptions on ® we can apply Korn’s inequality for curvilinear coordinates
(see [Cia98], [Cia00], Th. 1.7-4) on the space H'/RD, since ekl 22 (s (0)) 18 Dot only a semi-norm
as on H'(Q25(0)) but a norm on the quotient space H'(25(0))/RD ([Cia98]; [DL76], p. 119),

Z/ 10;1F|?/det g dz < K/ |ej||k(Vn)|2\/detgdz,
ik 7Qs(0) Q5(0)

where K = K(Qg(0),®) > 0 is Korn’s constant. Now we can estimate together with the Sobolev
embedding theorem H'(G) C L5(G) ([Cia98], Th. 6.1-3 1.) and the trace theorem H'(G) C L*(0G)
([Cia98], Th. 6.1-7 (a) 1.) since n = 3, that

IVl z2s(0)) < (HF0||L6/5 ©@s©) T 1F1l 6/505(0)) + 1Goll a3 a0y + 2 1Gill Lass (1, 0))-
1EN
(4.56)

This shows existence of an € H'/RD fulfilling the given integral identity for data F; € L5/5,
0<j<2,G;¢€ LA3 i e {0} U N. Furthermore we can estimate

C \/47[' 32 !
|/ n*vgy/det g dA| < — Ve e/ QO I1Fll /50y + 1Goll parsanqoyy + D 1Gill Lars (1, 0))-
=0 ieN
(4.57)

2) (Uniqueness)

If we assume that there exist two solutions n(!) and 7, then the difference n = n™) — ) solves
the problem with zero data. The space of infinitesimal rigid displacements RD, which is defined
in Def. 2.1, is the kernel of S(Vn), see [Cia00], Th. 1.7-3 a). In our estimate (4.57), where the
norms of the data on the 1.h.s. are now zero, also the square of JLD 7 - v has to vanish for a function
a+bx zin RD. We compute JLFZ (a+bx z)-v =0 by exploiting local spherical coordinates i.e.
fr.(a+bxz)-v = fp (a"e, +bxrie)- e,r2dA(r) and then that the parallelepipedal product (bx x)-v
is cyclic. Hence we have uniqueness if and only if n € H'/RD.

3) (Regularity result)

We refer to the remark following Th. 6.3-6 in the first volume of the book of Ciarlet [Cia98], the
third volume [Cia00] and the references there in: There hold regularity results for problems with
pure Dirichlet boundary conditions, also called pure-displacement problems, or problems with pure
Neumann boundary conditions, also called pure-traction problems, or for problems with Neumann
b.c. and Dirichlet b.c., so-called displacement-traction problems. For the proof of these regularity
results it is to verify in particular that S is uniformly elliptic and the supplementary and comple-
menting conditions of Agmon, Douglis, Nirenberg [ADN64], [RR04] for the space H{ in the first
case and for the quotient space H'/RD in the last two cases are satisfied. Important is for the
displacement-traction problem, that there is no point of the boundary, where the type of boundary
condition changes.

In order to transfer this to our situation — we have Neumann b.c. on 0f) or mixed b.c. on I; — we
split up our mechanical problem into a problem for U, where we modify the b.c. on I; s.t. we have
only Neumann b. c Sik(Vn, R)vy, = 0 on I;, and into a problem for Us s.t. we have only Dirichlet
b.c. C(ry) JCIE n‘vvg = 0 on I£(0), S7%(Vn, R) = 0 on 9Q and divS7F = 0 in Qg. For U; we can
apply the regularlty result of the pure-traction problem and Us = 0 is a solution, which is unique
according to 2). Then U = U; + Us solves our full problem and the regularity results transfer from
the pure-traction problem to the U in our situation.

The condition that the boundary is of class C™%2 is fulfilled for all m due to our restriction on
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4.3. Local existence and uniqueness

spherical boundaries. Then from n € H™*%2(Qg(0)), for m > 3/2 the Sobolev to Holder embedding
theorem yields the C2 result. Hence 7 is a classical solution for all times ¢.

4) (Consistence with approximation of small displacement gradients)

From the estimates (4.56) and (4.57) proved in 1) follows that, if the norms are bounded by O(h)
times a constant, that this holds for [|Vn||z2q4 () and f7, n*vy, where

c(25(0), @, ps)

Consty = max(Ag, ps, k) K(Q5(0),3)

Since ¢ 2“% and Ag,kr = O(ug) and we can expect for sufficiently small but fixed e that the

influence of the geometry and the transformation is limited on the constants and [[Vnl|z2qg(0)),
| f7, 1 vk| = O(h).
5) (Dependence on time)

Now we let ¢ vary in (0,7). For the regularity in time of 1 we consider a sequence of corresponding
BVP’s on fixed domain Qg(0) with solution 7(t), where ¢ is a parameter. Since our problem is a
linear PDE the norms of 7(t) depend linearly on the data, whose regularity in time is given: the
statement about the integrability in time follows for Q5(0) by integrating (4.56) and (4.57) on both
sides w.r.t. time.

6) (Results for time-dependent domain)

If 7 < min;ey 7; we can assume the existence of a smooth transformation ® and all estimates carry
over to the problem on time-dependent domain €2g. ]

We formulate the consequences of Th. 4.1 for our transformed Problem E. We note that it can
also be applied to the mechanical displacement problem as considered in Problem DCR if af €
H?%(Q%(0)) or to the velocity problem corresponding to Problem DCR if 9,i€ € H'(Q%(0)).

Theorem 4.2 (Displacement problem on fixed domain).

Assume for all t € (0,7) that Qgs(t) € R? is given and that ® is a C? diffeomorphism of Qs(0)
onto Qg(t), s.t. the three vectors g, are linearly independent at all points z € Qg(0). Let 025(0)
be smooth.

Let Ag > 0,5 > 0,k > 0, let i > Tmin, let 0 > 0, B, po, 6% be given constants and let h*, hy, be
given smooth functions.

1) (Existence of a weak solution)
If nas € L6/5(Q§(O)), then there exists a weak solution U € H'(Qg(0);R?) of (4.26) — (4.28).

k
Ii[] Vi

Furthermore |

2) (Uniqueness)

| < Const(nas).

Ty

U is unique only up to functions in the class of equivalence RD, as defined in Def. 2.1, i.e. U is
non unique up to translations and rotations (that corresponds to Galilei invariance of the PDE),
only VU can be determined uniquely.

3) (Regularity result)

If nas € WMP(Qg(0)) for p > g, then U € W™P. Hence form = 2 and p = 2 i.e. if fas €

H?(Q5(0)) there exists a classical solution U € C?.
4) (Consistence with approximation of small displacement gradients)

Let 53;’;0,11* 20__ 58 be of order O(h) and let 1745l Lors g0y < Ky K € O(hY).

’3kLTnnn
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Chapter 4. Existence and uniqueness for a class of models

Then we have

Jtl- [Njkyk ~
: I2(r,0)) < Consti(As, ps, kL, 2s(0), 2)O(h),

IVU | L2(0s(0)) |

i
where Const; = O(iNLO) for sufficiently small but fized €. This justifies our approximation of small
displacement gradients of Assumption 2.1, if h < 1.

5) (Dependence on time)

Assume the free boundaries R = (R, Ryq) to be given and at least in [LQ(O,’T)]NO+1 and the data of
the displacement problem to be L? in time, then we have U € L>H?'.

For the time derivative of the displacement we have the following result.

Theorem 4.3 (Velocity problem on fixed domain). We make the same assumptions as in the

last theorem 4.2. Furthermore we assume now the evolutions of free boundaries to be given, R €

[H(0, T)N°+1 with sup,ey R; < k.

1) (Ezistence of a weak solution)

If g € H'WH/5(Qg(0)), U € L2H' then there exists a weak solution 8,U € H'(Qg(0);R3) of
JCI- 81[7’“1%

(4.50) = (4.32). Furthermore |=———| < Const(fas, ®).

2) (Uniqueness)

.U is unique only up to functions in the class of equivalence RD. If U is unique up to a + b x z
then 0:U is unique up to Ora + Oib X z.

3) (Regularity result)

If fias € H'W™P(Qg(0)) for p > g, then 0,U € W™P. Note, that U € L>H?(Q5(0)), needed here,
follows from Th. 4.2 8) by the regularity assumptions on fuas. Hence form =2 andp =2, i.e. if
fias € H'H?(Qg(0)), there exists a classical solution 0,U € C?.

4) (Consistence with approximation of small displacement gradients)

If 3k‘L27('Tmin are of order O(h) and if 17asl riwres g0y < Ko K € O(hY), then we have

£ 00"y, k _
L 2 oy < Consty(Xs, ps, kr, 2s(0), ®)O(h),

IVOU | 12050y |

min
where Consty = O(}NLO) for sufficiently small but fized e. This justifies our approzimation of small
displacement gradients of Assumption 2.1, if h < 1.
5) (Dependence on time)

Under the assumptions of 1) the data of the velocity problem is L? in time. Then we have together
with Th. 4.2 5) that U € H*H'. For smooth enough boundaries and data, i.e. we get U € H'C? C
coc?.

6) (Velocity)

For the velocity © as defined in 4.29 we get together with Th. 4.2 the same results as in 1) — 5) for
o,U.

We check that the assumptions on the data in the Th. 4.1 are fulfilled by the assumptions in Th.
4.2 and in Th. 4.3. The compatibility condition (4.54) is fulfilled for the displacement problem and
the velocity problem, since

/gf)jl/kfsjk:/Aklbll/k—i-/CkaZO (4.58)
S S S
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4.3. Local existence and uniqueness

for A a skew-symmetric matrix, ¢ a constant vector and S an arbitrary smooth closed surface.

Hence Th. 4.2 and Th. 4.3 follow.

Remark 4.2. The assumptions on the constants \g, (s, KL, T, Tmin, P, Po, 0% in Theorem 4.2 and
Theorem 4.3 are fulfilled for typical experimental values.

Theorem 4.4 (Displacement and velocity problem on time-dependent domain).
If T < minge (o) 7i and further the transformation ® on fized domain is smooth, then all statements
from Theorem 4.2 and Theorem 4.3 hold also for the problem on Qg(t) instead on Qg(0), too.

The statement from 4.2 4) justifies our approximation of (2.12) by (2.13) i.e. v = 90,U.

4.3.2. Diffusion problem

In order to prove local existence of a solution of the transformed diffusion problem we need a max-
imum and minimum principle while for global existence we will even need a comparison principle.
We prove a comparison principle which implies a maximum and minimum principle for n 45 and,
since the chemical potential v depends strictly monotone on n 4, the As particle density in the
solid, we get a comparison, maximum and minimum principle on u as well. Analogously we could
replace n45 (or u) by the relative lattice occupancy y = yas, of As on the v sublattice in the
following lemmata and theorems of this subsection. We chose to work in the remaining part of this
subsection with n 45 as variable, since this allows to compare with standard results for quasilinear
parabolic PDE more directly.

Since our transformation ® is smooth we can equivalently deal with the equation on time-dependent
domain as long as we assume that an evolution of free boundaries is given. But before we have to
introduce some general definitions.

Definition 4.6 (Sub- and supersolution). We say that 1 is a subsolution to the diffusion problem
in the regime (DC) (4.19) - (4.22) if

Om+ V- (nv) —e*Au(n) <0 in Qg(t) (4.59)
Vn-v<0 on 09Q(t), (4.60)
n < n'g(r;) on I;(t) Vi € N, (4.61)
n(-,t=0) <nY, in 5(0). (4.62)
Analogously, we say that 1) is a supersolution to (4.19) — (4.22) if
o)+ V - () — e 3Au(n) >0 in Qs(t) (4.63)
Vi-v>0 on 08(t), (4.64)
i > n(r;) on I;(t) Vi € N, (4.65)
Aot =0) > nd, in Q5(0). (4.66)

We emphasise that we assume that a solution U of the mechanical BVP and a radii evolution R is
given and fixed for all solutions, sub- and supersolutions.

Remark 4.3 (Equality and inequalities in Sobolev spaces). In the preceding definition we under-
stand “>7 for the weak formulation in the sense of H (), which is defined as in [KS00], p. 35,
Def. 5.1. This means that we expect Au(n) € L.

This definition says: Let Q be a bounded connected domain of RN, E C Q and f € H'(Q). u >0
on E in HY(Q), iff there exists a sequence f, € HY® s.t. fo(x) >0 forxz € E, f, — f € H'(Q).
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Chapter 4. Existence and uniqueness for a class of models

Analogously we define “<” in sense of H' and “=7" in sense of H' if “>” and “<” hold in sense
of H.
We remind that this definition is equivalent to the notion f > 0 on Q a.e., but this equivalence does

not hold e.g. for sets E of measure zero, see [KS00], p. 35, prop. 5.2 and the following remark
therein.

Lemma 4.2 (Comparison principle for the diffusion problem). We assume the evolution of free
boundaries R € H'(0,T) to be given and that v € L>(0,7; WH>(Qg(t))).

Let u be a strictly monotone and smooth function in nas and let for two functions n ., NAs

O(nas — nas) + V- (v(nags — nas)) — e P Alun ) — u(fas)) <0 in Qg(t)  (4.67)
Oy(nps —Mas) <0 on 0Q(t),  (4.68)

nas —Nas <0 on Li(t)Vie N, (4.69)

14y — 71as) (£ = 0) < 0 in Qs(0).  (470)

1) If ny,,fas € C2(0,T;Qs(t)) then

nyg <fas V(,t) € {(tQ51)|0 <t < T}

2) If nyg, as € L0, 7, Whe(Qg(t))) and v/ (nas) is bijective in Jn = nas(Jy), then
nas <nas fora. a. (x,t) € {(t,Q5(¢))|0<t<T}.
The bijectivity of u w.r.t. nas follows from Assumption 4.2.

We remark, that a maximum and minimum principle holds under assumptions, which are weaker
than ny, € L°L>N L2H! or fias € L*°L?N L2H!.

Proof of 2). Let ¢ := max(n,, — fias,0) € L®WH. We prove the statement of the lemma by
contradiction. We assume that there exists a set M := {(z,t) € Qr|o(x,t) > 0}, w.lo.g. let
M = {(t,G(t)[t € (0,T)}.

We test the problem (4.19) — (4.22) with ¢ in space and get after an integration by parts

| @nas = fias) + V- (v, = 24 (as = fias) + 7V (ulma,) = ula):
G(r)
(4.71)
Y (ny — Aas) — / By (mas — fias) (may — fias) <0,
G (T)NAN(7)

where we emphasise that G N I; = () at any time and that we omit the last term in the following
since it is nonnegative due to (4.68).

If we only wanted to prove a maximum or minimum principle we would set

N wnt,i 0
N4s = Max{maxn, ,sup ny,},
1€EN Q(0)

which is constant in space, and get
Ly Puas = 740) + 9 gy = Ra ) gy = o) & [ 4]V, <0
which could be led to a contradiction as in the following without further regularity assumptions on

Nps-
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4.3. Local existence and uniqueness

For a minimum principle we would set n 4, = min{min;e ni}f ’i, infg o) nY.}, multiply with —1 and
would get an inequality with inverse sign and proceed analogously.

But for a comparison principle we have to exploit the additional assumption n 4, fas € LWL
and exploit that «’ is bijective, which holds e.g. for u > 0 (i.e. y > 1).

The mean value theorem of differential calculus gives the existence of a function &, n4, < € < fias
s.t.

U(EAS) - u(ﬁAS) = ul(é.)(ﬂAs - ﬁAS)a

where ¢ is as smooth as u, n,, and figs if w/(&) is bijective, since

5 _ (u/)fl(u(ﬂAs) : ’LAL(’FLAS))
Npas — NAs

This allows us to rewrite the second integral in (4.71) as
/G( ) V(45 — fas) |/ (€) + e 32U (6)VE(nas — fras) - V(nas — fias)
> /G( ) ‘V<EAS - ﬁAs)Pul(f) — 8_3HU”(€)HLOO(G(T))vaHLOO(G(T)) X

1 . 4] .
x (g5llmas = sl F2(aery) + IV (as = fas)Z2(G(r)))
minge 7, u'(§ ) g3 .
> geg() /G( : V(145 — Pras)® — §||U”(€)HL00(G(T))|!V€||Loo(c(r))HﬂAs — PaslZ2 (o)

‘53 minEEJn u,(&-)
Lo NIIVEllLoo (a(r))
inequality is nonnegative we have to consider only

where we have chosen § < T @] small enough. Since the first term in the last

1 . . 1 .
| 5@, = 2P+ 9 - (s = asP)) + (7 )l =
G(r) 2 2
1

— 5523 14" Ol IVEll L@y lnas = asl| T2 (aery < 0.
We apply Reynolds transport theorem and Lemma 3.1 and estimate downwards
. 1 .
Orllnas = PaslFa(aery — IV - vl ooary + 53 1 ©llzoe (an V€l oe ) llras = fasl T2y < 0

and integrate now in time

t
I = fias oy = | s = PoneFairyir <0
where we introduced the positive constant & = ||V - v||zee(ar) + 523 [t (€) || oo (1) [ V€] Lo (ar) and
exploited OM N Qg(0) = (). We apply the lemma of Gronwall and get since we had no additive
constant on the r.h.s. of the last inequality that
a5 = asl|Z2 () < 0,

which is a contradiction, unless G(t) = () where 0 < t < 7 is arbitrary. O]

We remark that if an inequality holds in sense of H' in time this implies that the inequality holds
pointwise in time due to the embedding H' < C° in one dimension.
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Chapter 4. Existence and uniqueness for a class of models

Proof of 1). For comparison principles it is appropriate to work with the differential operator in

nondivergence form. We follow the proof of ([Fri64], Th. 16, p.52), but we have to include a

homogeneous Neumann boundary condition on 0f) additionally and we deal with inequalities in

some statements, where our reference works with strict inequalities, and vice versa. We introduce
pi == 0in, P j == 0;;m, 1 <1i,7 <3 and check preliminarily that

3
F(x,t,m,p, P) := =V -v(z,t)np — v(x,t) - p+e>u"(n)|pl* + e (n) Y Pi
=1

is continuous together with its first derivative w.r.t. P;;, 1 < 4,5 < 3 and Op, ,F is a positive
definite matrix, since due to the strict monotonicity of u

op,; F(x,t,n,p, P) = e 3 (n)d;; > 0. (4.72)

First we examine the case, when we have strict inequality in (4.67).

We consider the maximal time 7 := sup;¢(o 7) {fias > ny, Vo€ Qs(t)}. If we prove that 7 = 7T,
then our lemma is demonstrated.

Due to (4.70) we have 7 > 0. If we assume 7 < 7 then 7145 —n 4, is nonnegative in Z, := {(z,t)|z €
Qg(t),0 <t < 7} and there exists a point (xg,tg) € Zy, for some space point zg € Qg(to) N ON(to)
(zo ¢ I; due to (4.69)) and some time tg, 7 < tg < 7T s.t. figs < ng,- If the only such space point
xo € 0Q(tg), this is a contradiction to d,(fas — ny,) > 0. Hence there exists a minimum point
(zo,t0) in Qg(tp) and necessarily, V(fias — nys)(zo,t0) = 0.

Consider now the infimum of all ¢y, i.e. ty = 7 with corresponding xy. Then 7 44(z0,t0) =
n4s(T0,t0). Since (zg,to) is a minimum in Qg(ty), the Hessian is positive semidefinite:

0ij(as — nag)(xo,t0) > 0.

W.lLo.g. by a change of coordinate system, where we exploit that dp, ; F' is symmetric and uniformly
elliptic, see (4.72), we can assume

3
>~ 9p F(€)04(fuas — nay)(wo, o) 2 0, (4.73)
ij=1

for any ¢ € Q7 x R3 x R3*3. Indeed by a linear transformation = — y = Cz, Qg(t) — Q%(t) with
Cs.t. Cop,  F(§)CT =15, (A —n)(y,t) = (Ras —na,)(x,t) and then yo = Cx is the new minimum
in Q%(t). Then (4.73) follows, where we replaced w.l.o.g. yo by zg and /) — 1 by f2as — n4,.

The mean value theorem applied to F'(-, P) in the minimum (xo,to) yields with (4.73)
F(wo,to, uas, Vitas, D*ias) — F(wo, to, ias, Vias, D) > 0
and hence 0¢(fias — nay)(xo,t0) > 0 due to (4.67), but (fas — na,)(xo,to) < (fas — na,)(z,t) for

all (z,t) € Z;, a contradiction unless 7 = 7.

In order to enlarge our result to the case of non strict inequality in (4.67), we perturb figs — n 4,
and work with 20 := (figs — nAS) +dt, 6 > 0 and replace F by F° := F + §tn(z,t)V -v(x,t). There
exists 70 < min{ T} s.t. the strict inequality holds for ¢ up to 7°

max , 7§ Maxqg( t) [(Ras—n4,)Vv]
and we can apply our previous result to 2’ and hence 2° > 0 or figy — n4g > —0t. If we let § — 0,
where we remind that F° depends smoothly on d, we find the statement of the lemma, since we
can start again with 7° as new initial time. O

Remark: we allowed the non-strict inequality in (4.59), (4.63) and (4.67) only for the following
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4.3. Local existence and uniqueness

corollary, for other applications of the comparison principle the strict inequality would be enough.

Remark: the last lemma does not apply for a subsolution n 4, and a supersolution 7145 but for any
s and any 745 that fulfil the partial differential inequality (4.67) — (4.70).

We abbreviate

int,min | q. int int,max | qnt )
Oy = lim ny (1), mnay = 14 (Tmin)
or analogously
Ui 7= T i (1), W™ 2= Winit (Pimin)-
Furthermore we introduce
F = max{nmt T supag (o nAs} F = mln{nmt min, Qim(%) nY%} (4.74)
S
or F':= max{uj¢*, SUpQS(O)UO}, F := min{u"", an(f(’)) u'}. (4.75)
S

Corollary 4.1 (Uniqueness of classical solution of the diffusion problem). If we have two classical
solutions m,ny in the sense of Definition 4.3 of the diffusion problem, we can plug them into the
comparison principle and we get immediately m < ny and 1 > 19 i.e. the solution is unique almost
everywhere.

Corollary 4.2 (Weak maximum and minimum principle for the diffusion problem). ! Let Re H!
and v € LWL, Ifn,, € L®°L? N L2H! is a subsolution to (4.19) — (4.22) then there holds

supu < max{max Uint(T7), sup ug} < F
Qr EN Qs(0)

or for a supersolution g, € L°L?> N L?H' we have

F < mi in Uint (7 f < infd
F < min{ IZIéIJ{[l} Uint(T7), an( )uo} ng 1.
Corollary 4.3 (Sub- and supersolution on Qg). Let R € H' and v € LW, The constant

function F and max{nmt M supqg0)ns s constant in space, are supersolutions on Qg, while F

int,min

and min{n’y""™" info ) n9,} are global subsolutions.

Corollary 4.4 (Weak bounds on the solution of the diffusion problem). Let R € H' and v €
LWL, If a solution nas € L°L?> N L?H' exists then

F < min{ min nmt’z, inf n < ngs < max{ max nmt’i,sup nY} < F. 4.76
{{ eN} As (0 A} ] { {ieN} As (0) As} ( )

Theorem 4.5 (Existence and uniqueness of the diffusion problem on fixed domain). We treat the
more general case of the transformed diffusion problem (4.48), (4.42) — (4.44) where we allow (8
also to depend on n.

We assume that n' is C? and we assume initial and boundary data s.t.

nt ma:c . :
0 < Yy, n' < npae . ulirglonAs(u).

Remark: by our choice of n'ft(r;) the last assumptions on n'{t are fulfilled for arbitrary r;.

Let T < 0o, let be given the evolutions R = (R, Ryq) € [H(0, TN+ with sup;ey Ri <k, and let

LFor brevity we just use the notion “maximum principle” when we refer to the “maximum and minimum principle”.
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Chapter 4. Existence and uniqueness for a class of models

the following smoothness assumptions on «, 3, v hold,

86

3C > 0, indep. of x,t,m, s. t. &-~y(z,t,n)€ > const|é]* V(x,t) € Q% x (0,7),V¢ € R3.

1)

2)

3)

alz,t,m) - € is bounded and continuous inn  ¥(z,t) € Q% x (0,7),V¢ € R?
B(x,t,n) is bounded and continuous in 7 V(z,t) € Q2 x (0,7),
€ -~(x,t,n)E is bounded and continuous inn  V(z,t) € Q% x (0,7),VE € R

(Existence and uniqueness, first estimate)

If the initial data n%, is in L*(Qg(0)) and f € L*(0,7;L*(Qs(t))) then there exists a unique
solution

%, € L0, T;5 L*(Q2s(0))) N L*(0, T5 H'(2s(0)))
of the transformed diffusion problem (4.48), (4.42) — (4.44) where we allow (B to depend on

x, t and n. We have the estimate

Il Ze g2 + 1VnlZ212 < cllnlZ2 g0y + 1 1Z222) (4.81)

with a positive constant ¢ depending on T, o, B and ~.
(Existence and uniqueness, second estimate)

IfnY, € H (Q5(0)) and f € L*(0,T; H(Qs(t)) then exists a unique solution
R € L0, T5 H' (Q(0)) N H' (0,75 L(2s(0)))

in particular Omas € L*(0,T;L*(Qs(t))) and ARS, € L*(0,7;L*(Qs(t))). An estimate
therefor is

IV0l17 e 2 + 18722 < (0’7 g0y + 11 Z222) (4.82)
with a positive constant ¢* depending on T, «, 3 and .

As further estimate we have
w2z < Const|| X (w)(Bu+ v - v) + E(u)V - v| 212 = Const e3/2|| Aul| 1212 (4.83)

with a constant independent of €.
(Regularity result)

The assumptions on «, B and v can be weakenend in the sense that measurability in t and x
is enough. In particular for our PDE for diffusion in the transformed Problem E it is then
enough to assume O,U and VO,U to be measurable e.g. O,U € L>H'/RD.

If we assume additionally u"(7i%,) > 0 (that can be achieved by choosing Jy, s.t. n’}in >
nas(Ymin)), initial domain QY € C? and initial data v® € H', and if we assume for the
nonlinearities,

afz,t,m), Bz, t,n) € L=(0,7;Q5(0)), ~(z,t,n) € L*(0,7T;Q5(0)) (4.84)
and source term f € HY, then there exists a unique classical solution
% € C1(0,7;95(0)).
Since ® is smooth this translates into

nG, € C1(0,T;C*(Qs(1))).



4.3. Local existence and uniqueness

All assumptions of this theorem on smoothness and on nonlinearities are fulfilled for our concrete
model, which is in particular due to r; > rp, and |74| < k.

We note that, the reason for including a more general 5 = (3(x,t,7n) is that we reduce the proof to
the case of homogeneous Dirichlet boundary conditions. By this reduction such a term §(x,t,n)
appears in the diffusion equation, anyway.

We could apply results of parabolic theory as in [LSU88] or [RHO08], but we give a direct proof for
the first two statements of our theorem, since we need explicitly estimates on 745, (4.81) and (4.82)
later in Section 5.4.

Proof. 1) & 2) (Existence and uniqueness)

The following proof uses the weak maximum principle stated in Corollary 4.2. Roughly speaking,
this principle ensures that the nonlinearity explodes only if the solution explodes.

1st step) Simplification to an equivalent problem of same type

Our proof utilises the divergence form of the PDE, i.e. the problem (4.48), (4.42) — (4.44), where
we work with a general term f on the r.h.s. This allows w.l.o.g. to work with homogeneous
Dirichlet boundary conditions. Indeed this can be justified by considering an extension of the
Dirichlet boundary condition nfﬁ smoothly onto Q% s.t. the Neumann boundary condition remains
unchanged, again denoted by nzjfst and then substituting n%, by n := n%, — nfﬁ, which yields again
a problem of same type now with unknown 7 since nfﬂ is smooth and bounded and the strict
monotonicity of u and hence of the new 7-term, which reads now ~y(z,t,n), is preserved. The a-
term is replaced by o(x,t,n) — 9,v(z, t, n)Vnit B-term is replaced by B(z,t) + a(x,t,n) - Vnft +
v(z,t,n)An%Y i.e. now depending on the solution 1 and the source term just becomes —dn’ft —
B(x,t)n. The Assumptions (4.77) — (4.80) and (4.84) hold also for substituted nonlinearities.

2nd step) Approximation scheme

We consider an implicit approximation scheme with semi-discretisation in time, the so-called
Rothe’s method. For details of Rothe’s method we refer e.g. to [Kac85] or [Vis96], ch. II &
III, which give both extensions of this method to more general monotone operators. Besides this
procedure provides directly a numerical method how to find explicitly the solution.

Let th, 1 <n < M, M € N the time increments s.t. Zﬁ/[:l t’x = 7. Time steps are denoted by
tn =2 i1 th, 0 <n < M, where tg = 0 is the initial time.
In case of equidistant time steps this means tp =t} = %, tn == n(At), 0 <n < M, but we want
to deal with an adaptive choice of ¢} , which allows faster numeric algorithms.
We denote

Ny (@) = n(t = tn, ).
Note that the lower index M at u?M) emphasises the refinement of the time approximation. Clearly

u(()M :=uY is the initial data for all M € N. If not necessary for understanding, we suppress in the

following the index M for better readability. Analogously we define
a"i=alt=ty,n=n"), B =p0pt=ty,n=10"), Y i=qt=ty,n=n") VI<n<M

and
1 [tn

f(z) flz,t)dt V1<n<M VzeQgs(0).

tz tn—1

We consider the semi-discretisation of problem (4.48), (4.42) — (4.44) after reduction to homo-
geneous Dirichlet boundary conditions i.e. the sequence of elliptic problems with solutions 5™,
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Chapter 4. Existence and uniqueness for a class of models

1 <n< M, so that

0 =0y on . ang oy
e (z,n") - V" + B"(z,n")n
=V (" (@,n")Vn) = f" in QF,
on" =0 on 09,
n"=0 on I;(0) Vi € N,
n® =nY, — n(t =0) in Qg(0).

We show that we can solve problem (4.85) — (4.88) step by step. Fix any n € {1,...,m} and assume
n"1 € L?(25(0)). We have to determine ™. Then t, is fixed and existence and uniqueness of
n" € HY(Qs(0)) follow by standard results for elliptic PDE since we have also f* € L%*(Qg(0)).

But for our purposes we want to get estimates over space AND time.

3rd step) A priori estimates

In order to derive the result given in statement 1) of the theorem we test with tX n"

/ i e A R G AR NC R U e O / AL "
25(0) 2s(0)

With the strict monotonicity of u in n" we estimate for 7" > 0

5” n n n n
(1- )HTZ 172500y = tANQ |2 @50 IV | L2025 0)) 177 | 22025 (0))

—tAHﬁ”IILoo(QS(O))Hn 12 +tZ(§gI;i(g) IV DIV 172 500y
< 25n = 17" 22 0g0)) + R 2@ 0 177 20025 (0)) -
We introduce some abbreviations

&" = |la"| g 0)rs): B = 18"l @s(0)), Y =1 HV | oo (25 (0);R3%3)

and furthermore for later

>

A AN n H n
= 1max o — Imax = 1min .
1<n<M p 1<n<M6 X 1§n§Ml

We rearrange our estimate

671 n n

1 An An ) n n n 2 AT n
(1—?—%(25” +p +§3))||77 122 (0) +tA(Y —5204 NV 17200

1 n
< 25n”77 20400 + EA 25n”f 122 (@5 0))

where 03,05 > 0. We choose §5 < g—n

Now summing up over n from 1 to m, 1 < m < M we get

m 5? n 1 (dn)Q n An n(2

n=1 -

- A T S 2

< Zl ﬁ”n 1320500 + thA@Hf IZ2(s(0))-
n= n=
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4.3. Local existence and uniqueness

We would like to choose 67 s.t. 1 — %IL — tZ(%((OZ)Q + 05 + 4" = ﬁ in order to sum up directly,
but this leads to a contradiction. Instead we choose 67 = 65 = 1 and find by further multiplying
by 2

1™ 122050y T 2 tAY IV 7205 (0))
n=1

m n (an)? an n lm
< n°1 220500y + D_ tAl +1426" 10" 12205 (0)) + 7”f”%?(o,:r;L2(Qs(o))-
n=1 -n
We choose ] 1
RS
258 +1+23

We apply the discrete lemma of Gronwall. It states that for non-negative sequences b, and u,

m
Um < U + Z bpuny,

n:1m m bp=bt’; <1/2 m 3
= Uy < ug(l+ nzzjlbn g(l —b)) < w(l+ b;tz exp(5b(tm — tn-1))),
and get
Han%Q(QS(O)) + i 7iln||V77n||%"’(ﬂs(0))
<@+ ((6;)2 +1+428)tm e:><p(;’((i)2 +1+28)T)(In° 172050y + t?meH%Q(O,T;L?(Qs(O))))

where the r.h.s. is finite if 7 < oo i.e.

||77m||%2(gs(o)) + ZZ tZannH%?(QS(O)) < const(T, (&)2, 571)(”770”%2(95(0)) + ”f”%2(0,T;L2(QS(O))))
n=1

(4.89)
and since m, 1 < m < M, is arbitrary

M
2 2
Jmax (1720500 +1;t2||V77”HL2<95<0>)

(4.90)
< const(T, (@)%, b, M) (In° 17225 0)) + 11720720225 0))))»

which is a discretised version of the claimed L>®°L2? N L2H! estimate for the PDE.

For the estimate given in 2) we test with %
A

L g™ =" 1P " _1 18" 2 —1

S Y g gy L = P2 g

/Qs(O) o (tR)? g 0" =n""") i ,Yn(\n |“—=n"n""")

e S N 117 R NV
TR e g VTV n'(n" —mn

_ / nn o ,,7n—1 fn
2s(0) YA
We estimate by the maximum principle (max(n™ —7"~1) < C)

Ooy"

a n
L (V= TV ) 2 —consi g’,{

)CIIV" = V" Y V"l
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Chapter 4. Existence and uniqueness for a class of models

and include this term in the estimate of the 7 (|V7"2—Vn™- Vn"1) term since we assumed above
A

—const(a"7 )C < 1. We proceed as above and get for 67 > 0,1 <i <4,

1 nn o nn—l A" 5n n n—l 1 "
%HTH%%QS(O) - *(*H 172500 + ﬁHVU 17205 0))
ﬂ 5y n-t 1 53 "
( 2 =1 ”L?(Qs(o)) + ﬁ”ﬁ”%?(gs(o))) + t?(( - %)HWI 1725 0))
7 1||2 )< T oo+ m 71
2577, L2(Qs(0))/ = 2,}/ L2(Q5(0)) 2571 L2(Q5(0))»
where we introduce
5= s 7 = oo 3= s, 7
This yields by multiplying i.a. with
L, ! ! i G
(ﬁfn - 77( 21 + 5 *)) H 720y + (1= 33) - ﬁﬁ)”vn I720(0))

tTL TL t?’L

< 25n”V77n 20500y + 208 an”H%z(QS(O))Jr%n 2z @s0))-

We choose 6% = 1 and l; < 6ran + onpm o <1l multiply by 2 and sum up as above over n
3 4 4m 2 4 27
from1tom,1<m<M,
nf m tn AN
Z tA HL2 (Q5(0)) Z — IV nHL2 (25(0))

- (4.91)

m

n— A A
< Z 1V 1HZL2(QS 0)) + Z 5n ||77 HL2 (Q5(0)) Z > Hf ”L2 (Q5(0))>
n=1 L

which can be now reformulated with (4.89) as

Z tA HL2 (Qs(0)) T HV'anLz (25(0))
%a % n 4
< HVUOH%Q(QS Z RV 17205 (0)) + O 1 £l 20,7302 (25 (0)))

48 & o M
(T Zt (const(T )HU ||L2 (Qs(0 ZtAHVW ||L2 Qs 0)))
0 =1

4’?

W A — tmf3) ZtAHVU I7205(0))

A~

+ Const(T, a, b )(Hn HHl Qs(0) T HfHL2 oTL?(QS(o))))

Again by the discrete lemma of Gronwall or by plugging in (4.89) we finally find a bounded constant
c(T,a,b,v,%) s.t

ISH;%T’CM V™ ||L2 (Qs(0)) Z%” HL2 Qs(0) = < (In° HHl(QS + HfHL2 (0,7;L2(Q5(0 ))))
(4.92)

90



4.3. Local existence and uniqueness

which is a discretised estimate of the type L°H' N H'L?.
4th step) Limit procedure

We assume that the refinement of our semi-discretisation in time (At)M = maxi<,<um tA tends
to zero with ratio (At)M < % — 0 as M — oco. We annotate that this is a restriction to an
adaptive algorithm.

We have not shown yet that our discretised problem and its solution converges to our original PDE
and its solution. Therefore we construct the time interpolation of our discretisation, the so-called

Rothe’s function
M

ma =) (0" +

n=1

t—1tn—1

(" — ) ) (T
A

and as a kind of time derivative multiplied with ¢ we introduce the step function

M
YEED DK (O E R (51
n=1

which is defined being continuous from the left. For the data we introduce

M

Far o= D0 P ] + F IO 11)-

n=2

We rewrite the semi-discretised problem (4.85) — (4.88) with these definitions

Omnr + " (x,1ar) - Ve + B" (2, 1)1

=V (v"(@, i) Vi) = fu in Q% (4.93)
O =0 on 90°, (4.94)

v =0 on I;(0), (4.95)

iy = n, — A (t =0) in Qs(0). (4.96)

We have immediately from (4.90) and (4.92) the following a priori estimates on 7y and 7s:

Il 0,72 0500)) < C1y vl (g0)) < Co foraa. t € (0,7)

uniformly in M.

We have equicontinuity of the L? norm of Rothe’s function in time i.e.

M1 (t1) — ms (t2) [l 22 (g (0)) < consti|[ts — to| (4.97)
and .
5 cons

17782 (£) = maa ()| 2225 (0)) < i 2 (4.98)

uniformly in m for all ¢, t; € (0,7),i € {1,2}.

Since H' embeds compactly into L?, [|iias|| i1 (04(0)) < C2 and (4.97) we can apply the theorem of
Arzela-Ascoli, which ensures there exists n € C°(0,7; L%(Q5(0))) and a subsequence again denoted

by {nm} s.t.
me = in C%0,T: L2(Qs(0), M — oo,
By [0l 71 (@g(0)) < C2 and (4.98) follows

v (t) — n(t) in HY(Qg(0)) VYt e (0,7), M — oo. (4.99)
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Chapter 4. Existence and uniqueness for a class of models

Hence n € L>=(0,7; H'(Qs(0))).
Now (4.97) implies that n(t) : (0,7) — L?(25(0)) is Lipschitz continuous i.e.

[n(t1) — n(t2)ll L2(0s(0)) < constalts —tafl

for almost all times. With Rademacher’s theorem (see [Eva02], §5.8.3, Th. 6, p. 281) it follows
that
o € L(0,T; L2(25(0))).

Further the [|0imas||r2(0g(0)) < C1 estimate gives

dmar — O in L*(0,T; L*(Q5(0))), M — oo. (4.100)

5th step) Convergence of approximation scheme

We test the approximated problem (4.93) — (4.96) with ¢ € H'(Q5(0)) and integrate over an arbi-
trary time interval (¢1,t2). We see by (4.100) and (4.99) together with the preliminary Assumptions
(4.77) — (4.77) on «, [ and v, that a solution of problem (4.93) — (4.96) converges to a solution 7
of the original problem as M — oco.

The estimates (4.90) and (4.92) translate into the estimates

19117 (0722 25 01)) + UV 20 7222025001
< const(T, (@)%, 6, 1) (In° 1720y + 1F 1720722205 (0))))

and

IV 00,7522 (25 0))) + 19T 20,7512 (025 0)))
< (T, a,b, 0, Ui @0y + 11220702025 0)-

6th step) Uniqueness

The maximum principle i.e. Corollary 4.2), which has been proved for functions in L*L? N L2H!,
yields that a solution 7 is unique. Up to now we had only convergence of a subsequence of 7y, and
7ar but since the limit problem has a unique solution this yields convergence of the whole sequences

Ny and 7
7th step) Estimate on the Laplacian

We proceed as in the proof of [Eva02], Th. 5, step 3 and show (4.83). For the moment we consider
the diffusion equation in u on time-dependent domain. For almost all ¢ we test the diffusion equation
with ¢ € H} (Qg(t)) and get

/Q ()53(X(u)(8tu+v~v) +E(w)V-v)p—Vu-V¢ =0.
s(t

For given h = &3X (u)(Qpu+v-v) +Z(u)V-v € L*(Qg) this a elliptic boundary value problem with
smooth boundary and we have the standard estimate

[ull ir2 (g 1)) < Const e¥/2)| X (w)(Opu + v - v) + E()V - v 204 )

with a constant, which is independent of e, and for almost all ¢. The scaling of the constant can
be seen analogously as in lemma 5.2 by

53]\8xj8$ku|]%2(25) < Const %73 X (w) (Qpu + v - v) + E(u)V - UH%Z(E;;).
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4.3. Local existence and uniqueness

Summing up over ¢t and using the above estimates we find (4.83).
3) (Regularity)
The idea to prove better regularity, which depends on smoothness of data, is, that regularity carries

over from semi-discretised problems which are elliptic, but we want to refer to an abstract result.

We apply an abstract result from [LSU8S], Ch. V, §7, Th. 7.4 (p. 491) for exponent § > 0 and
parameter 7 = 1 therein and the following references to literature therein on p. 492, or the survey
article [LU86]. The result for Holder continuity of solutions of a quasilinear parabolic PDE, under
weakest possible assumptions on the coefficients, as far as known by the author, is given by [Lie01],
Th. 7.5 and Coroll. 7.6.

Our problem in nondivergence form (4.49), (4.42) — (4.44) is a special case of the class of problems
considered there. We abbreviate p = V,n and check the premises in our reference, which follow
from our Assumptions (4.77) — (4.80) and (4.84): for arbitrary n

0 <le]” < ale,t,n)€-€ <AE? V(a,t) € Qs(0) x (0,7),

and by using the monotonicity of u'(n)

—nb(@, t,1,p) < cop® + e’ +c2 V(a,t) € Qs(0) % (0,7)) \ 2s(0)

with nonnegative constants co = |lg~1||[|[w”|| o< 7]l e + 3([[Vag ™ poo ||t || oo + &) (||n]|Le < const
due to the maximum principle), ¢; = 8+ (|| Vg™ 1o |0/| Lo + &) + 3] f[|2, and ¢z = 0, further
for bounded 7 and p the functions a, b are bounded. The domain 2g(0) is of class C2. O

4.3.3. Radii evolutions

The following theorem illustrates with which regularity we have to work, in order to get classical
solutions of the radii evolutions.

Theorem 4.6 (Existence and uniqueness of solutions of the ODE for free boundaries). Let i, €
CYH? and U € (C*H'NC°H?)/RD be given and let the initial data r,i € N(0) and Ry, in J,. If
X is Lipschitz continuous in r; and ® depends smoothly on r; and R, then the ODEs for the |N(t)|
radii r; of the interfaces and the radii of the outer boundary Rpq have each a unique solution r; and

Rpq in Cl<(0, T) \ UieN(O)Ti) N CO(O, T)
Proof. We apply the classical Picard-Lindel6f theorem to the maps

o J1.0) DO (R, Rpa) Vi(fias) -

ri — &

GEN, Rua—f (00 - U Vab(R Ra)OR) v,
99(0)

(4.101)
which yields 7; and Rpg in C*(0,7) for 7 < miney 7;. If a droplet vanishes at time 7;, then the
time derivatives of 7; and Rpq have jumps in general. Hence r; and Rpg globally in H'(0,7). O

4.3.4. The coupled problem

Our strategy is to exploit the estimates for the equations on fixed domain from Subsections 4.3.1
and 4.3.2, where we assumed in the mechanical BVP for the velocity that an evolution of the
free boundaries R € [H'(0,T )]N 1 and a i, € L2H! is given, while in the diffusion problem
we assumed that R € [H'(0,7)V “+1 and 9,U is given, where & and V& are measurable e.g.
Uec H'H'/RDNL*H?/RD.
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Chapter 4. Existence and uniqueness for a class of models

For systems of coupled parabolic and elliptic equations without free boundaries and without mixed
boundary conditions there does not seem to exist many results. Our situation can be covered by
the much more general results in [AL83], [Ka¢90a], [Kac90b], [FK95] or [AB04], but they only
consider variational solutions i.e. solutions, which are L> or L' in time and with time-derivatives
in the sense of distributions, which is not enough for our purposes. Our system on fixed domain,
consisting of the equations (4.48), (4.42) — (4.44) for 4, and the equations (4.26)-(4.28) for U and
(4.30) — (4.32) for v, are not included in the work of Sapa [Sap06], since this result holds only in
one space dimension. A result, which comes close to what we need is [MS07], but they prove only
convergence of a difference scheme and restrict to cubical domains.

We show that we can solve, at first locally, the transformed Problem E, which is stated on fixed
domain, by means of Banach’s fixed point theorem i.e. we prove existence of a fixed point (R, 745, U)
in the space

M = M5 x M x ME
where
M= {R e [H'(0,T)I"" sup |0y Ri 1207 < K},

M = {ias € HY(0,T;5 L*(25(0))) N L0, T5 H' (2s5(0))), |0¢ivasll 22 + [[Viras| oo 12 < 53,
ME = (U € L™(0,T;C*(Qs(0); R*)/RD) N H*(0,T;C'(Q5(0); R*)/RD),
IVU|| pooco + [VOU | 200 < K}

with suitable constant k s.t. neither droplets do intersect each other neither intersect the outer
boundary nor droplets vanish up to time 7, suitable x s.t. the approximation (4.128) is justified

and suitable K s.t. the r.h.s. of the displacement problem is of order O(h) and the r.h.s. of the

velocity problem is of order O(h)k.
Then the assumption & € L?H'/RD which is assumed for a solution of the diffusion problem in
4.3.2 is fulfilled.

Theorem 4.7 (Local existence and uniqueness for Problem E). Under the Assumptions 4.1, 4.2
and 4.4 and the assumptions on regularity and smallness of data in Theorems 4.2, 4.3 and 4.5 there
exists T > 0 s.t. a unique solution of Problem E exists:

fas € H'(0,7;L*(Q25(0))) N L>(0, T; H' (25(0))),

U e L™®(0,7T;C*Qs(0);R?)/RD N H(0,T;C*(Qs(0); R?))/RD,
and R € H(0,7)

and hence on time-dependent domain

nas € H'(0,7; L*(Qs)) N L%(0,T; H' (Qs)),
U e L¥(0,T;C*(Qs;R?)/RD N H'(0,T;C'(Qs;R?))/RD,
and R € HY(0,7).
Proof. We define the mapping

F o M —[HY0, TV x [HY(0,T; L3(Qs(0)) N L®(0,T; H' (Q5(0))) %
x [L%(0,7;C*(2s(0); R*) N H' (0, T;C'(25(0); RY))]
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4.3. Local existence and uniqueness

(F(R, i1as, U))o(t) = RY, + / ]{m (OF sz — (Faosa). S 05,00, F) - v dA ds,
1€EN

(F(R,iias, U))i(t) =1 +¢ /][ (D2 X(r JCVI(L](H’;‘;)) dAds Vie N
i JT;

and F(R, s, U)pnosq(t) as the unique solution of the diffusion problem (4.33) — (4.36), wherein
R is replaced by F;,0 < i < N? and U is replaced by Fpro s, i.e.

OrFpnor1 — V- (v, t, {Fi}o<i<not1))
ta(z,t, {Fito<i<note) - VFao4q

+B(z, t, {Fitocicposa) Faosr =0 on Qg(0), (4.102)
Oy Fros1 =0 on 99(0), (4.103)

Foqq = n5(r;) on I;(0) Vi € N, (4.104)

Frop (-t =0) =i, in Q5(0), (4.105)

and F(R, 745, U)po2(t) as unique solution of the mechanical problem (4.26) — (4.28), wherein R
is replaced by F;,0 < i < N,

We have to show that F is a strict contractive mapping from M in itself for 7 small enough. Then
we can apply Banach’s fixed point theorem to conclude the existence and uniqueness of R, 7145 and
U in the given spaces.

Let (RW W M) (RZ) 52 T2) € M be two pairs of solutions to the transformed Problem
E. Analogously define the transformations ®M and ®®@ onto fixed domain corresponding to the
different radii evolutions R") and R®.

Let g ;) denote the reduced Cauchy stress corresponding to the radii evolution RO, j =1,2.
Analogously solves U1 — U2 the elliptic problem

5'5’{(1)||j(v(0(1) —U0®)) = (55{(1)”3‘ - 55?(2)||j)(V(U(2))) in Q5(0),
Go,)(V(OW =T = (551) — G5,2)) (V(TP))v on 9(0),
(G5, (V(OW —TD)
3kL 1) _ 772 _ (20 20 x (1) s (2)
30 Jre(o) U U -v)v = ( @ - @ 3kr(hy(r;”) — hi (™))
+ (Gs,1) — Fs,2) (V(TP))
3kL 1 1 ~ (2) e
83(T(I)T@))][s(o)(U v))v on I;(0)Vie N

which yields with ||[VU®|| e 2 < K the estimate

V(T - U? M 20y < const(k, K) E?&%N\RS) — RZ@)\ (4.106)
and . . . )
IVUD — VTP o2 < const(k, K)|RYD — R?|| oo, (4.107)

respectively. Similarly we get the estimate

|D?TM — D2UP|| oo s2 < const(k, K)|RY — R®)||poe. (4.108)
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UM — 9,U®? solves a similar elliptic problem and with ||[V;U®)| /2 < K we can derive the
bound

IV (0" = 0,U2)| 12050y < const(k, K)( sup |RY —RP |+ sup [8,RY —9,RP))). (4.109)
1€{0}UN ie{0}UN

For the velocity we get consequently
Vo) — Vo) || 12p2 < const(k, K)(|RY — BR® || + |8, RY — 8,RP)| 12). (4.110)
We abbreviate for j € {1;2} according to (4.46) and (4.47)

all) .— ozt .9, 0,00 vOW, ,RY) R(J)) BY) = B(x,t ) V.90, VU, ]’Q(J‘)7(9t}’§(3'))7
A0) = V(xataﬁ( )7R(J’))
and furthermore we write fU) := f(R()). Then the difference n") — ) solves the diffusion eq.
(D — @) = v . (YO (D — @) 4 oW . (M — @) 4 gOEO — @y =F  (4.111)
with zero boundary conditions and zero initial data and r.h.s.

Fom 7O FO v (1) Z 1 @)7y@ _ (oM — o@) . vy@ — (30 _ g@),@)

We first test by V) — 12 and then by 81;(77(1) — 77(2))

/ 4 / 8, (n® = @)D — n®) 4 oM . V(M = y®@) M — y@) L WM _ )2
0 Jag

W)yy® — / / n® — ),
Qs(0

We estimate with [|v|| 270, ||V - 0|12 < const(k, K)

I(n™ )(T)||L2 + *HV( W— 77(2))HL2L2

< const({aV), Y, 79D}, ) In™ — n®|7. 12
+ CORSt({f(]) 5(j)77(j)}j:1,27 HV"7(2)HL°<>L27 ||77(2)HL°°L2)(HR(1) ~ R® H%OO(O,T)
+[10.RY = 0 R[22 1y + 100D = 0T | + 1TV = TP)32p2).

By Gronwall we get according to (4.90)
I = @7z + IV = 0722
< const(f, 0, 8,7, V0P| o2, [0 | oo 2) (IRY = R || oo 0,7y + 10 RY — OR300 1)
+00W = TP 7212 + |0V = TP[7212) exp(T const(a, 5,7))
< const(k, 1, K) exp(T const(k, K))(| R — R | 1) + [0 R = 0, RP)|[72 6 1
+ 10,0V = 0,0 | Fop + 10D = TP |72 p2). (4.112)

We test (4.111) with 9;(n™") — n(®) and get an analogous estimate
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4.3. Local existence and uniqueness

(V™) = vn@)(T )HL2+ Hf“)t( = )72z

< const(a, 8,7)[|Vn') — V|35 2 +00n5t(f704,ﬂ7% IV oo g2, [0 oo 2) X
x (|IRW = R |7 < .1y + [0 R = 0, RP[72 1) + 1000 — 0,023 1
+[ITD = T3z p2)

and hence with (4.112) we get the estimate, confer (4.92),

(V™ = V) (T2 + 100 = ) [ 2
< const(k, k, K) exp(Tconst(k,K))(HR(l) — R(Z)H%OO(O’T) + |o:RY) — 8tR(2)H%2(o,T)
0T = QTO R+ [TD = T a0). (1113)

We use the last estimate to bound D?(p" — 5(®)) and (4.83)

inf 5[/ D*(n™ — n®)|72 12
< |0 (™ =) F2p2 + const(a, K)|[nD = @721 + const(8, K) [V — VP72
+ 00”575(f704aﬁ,% an(Q)HLOOLQa ||77(2)||L°°L2)(||R(1) - R(Q)H%oo(o,f[) + HatR(I) - atR(Q)”%%o,T)
+0TD = TP g + [TV = TP|[722)
< const(k, s, K) exp(T const(k, K)) x (J|JRY — R(2)||%oo(077) + 18,RY — ,R HL2 (0.7)
F 0D = QT s + [T = DO ). (4.114)

By exploiting ]:21(1)(0) = Rl@) (0) and the Cauchy-Schwarz inequality we get a Poincaré inequality
for the radii

~ (1) / p(1) (2)
R (t o = (R, — R, oo
< VT0RY - 0,8 200y Vi€ {0}UN.
This yields
IR = R g0 < TIRY = RO|F w050y + 10:RY = R |32 00500
< (1+T)[0:RY = 3 R)|[Z2 04 0))-
We combine our estimates (4.112), (4.113) and (4.114) with (4.107) and (4.110) get
HT](D - 77(2)HH1L2ﬂL°°H17 ”DQ(TI(I) - 77(2))|’L2L2 (4 116)
< Const(k, k, K) exp(T const(k, K))||8, R — 0,RP|| 1. '
In the following we will need the special case of the Cauchy-Schwarz inequality
T T
/ 12 < VT / It (4.117)
0 0
and the trace theorem (see [LSU8S|),
£ llzao.7:L2 00500 < CUL oo 02205000 + IV Fll2(0.2) x0250) (4.118)
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Chapter 4. Existence and uniqueness for a class of models

or

IVgllao:220050)) < CUIVGllLe 01020500 + 1Dl 22((0,7) x5 (0))- (4.119)

Then for the radii components 1 < i < NV,

/ O(F(RY, y, TWY), — F(RD, @, 7®),)2ds

DO -TVu(nV)  (DB)-Tyu(®
<e / |2/ ( g W(l) L _ (o) Vf‘((g )) v dAPds
: 10 \ XD, fr,0) 00 0) XG, gy, T )

< const(g,r;(0), k, X, u)\F(HVn VH(Q)HL‘iLQ )+ ||Dq) D<I>(2)H%00Lm
4 \rz(l) _ r§2)\2 +|TM — [7(2)HL4L2(I¢)) by (4.117), (4.119)

< consty(k, 5, K)VT (| V0™ = V@3 120y + 100 = D222 120400
+ BV = B |fe + 10 = TP p2g 0y + IVOD = VO [T2 1204 0y)
by (4.119), (4.118).

With the estimates (4.116), (4.107), (4.108) and Korn’s inequality we can bound

T ~ . ~ .

/ 0(F(RW, M Ty, — F(RD, 7@ T@),)|2ds (4.120)
0

< consty(k, &, K)VT(1 + exp(T (const(k, K))))||;RY — 0, RP|2,.

For small 7 we can estimate /7 exp(7eq) < csv/T with a constant ¢5 indep. of 7, s.t. we get a
strict contraction for the components F; to Fyro.

We abbreviate FR := (Fi)o<i<no and FR := (F;)1<;<p0. For the radius of the outer boundary
we get

[ 1RO, 00y, — FRD, 4, 5O s

T
< const(Rbd(O))/O /89(0) |(88F'/(\/];())+2 - 85.7:}(\?242 - ((~7:N0+2).(|1\.) - (~7:N0+2).(|2‘.))><
x Vrr®@ VO FRY — (Fyoy) P (Vrpe®) — Vrpe®)a, 7RO
— (Faoy2) V@D (0,FRY — 9, FR)) - vf? dA ds (4.121)
< const(k, K) /0 / o 7 =0T P 4 Eana) )~ Faosa) I
+ |Vrr@™ — vaq»<2>||%oo +10,FRY — 8, FR?|?) dA ds

2 1 2
< const(k, K)(Hat ro — O F i ol 2 + Hf;vgw Fr ol 2oz
+[|FRY — FRO|[F o 1) + 10:FRY — 0, FRP)[724 1))
where the last step follows by means of the trace theorem. ||| - ||| emphasis here the corresponding

Euclidean norm for matrices. By inserting (4.109) and (4.108), where we replace U by Fppoo and
R by FR we get

T - -
[ 10UFRD D, T — FED, 7, T Pds

< const(k, k, K)(|FRY — FRA|[[ o 7 + 10:FRY = 0, FRP |20 1) (4.122)
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4.3. Local existence and uniqueness

Now we put (4.115), where we replace R by FR, and (4.120) into (4.122) and find
10, F RS — 0, F R |22 < const(k, v, K)(T|0FRY — 0,FRY |22 + VT|0,RY — 8,R®)|[2,)
and for sufficiently small 7 this implies
10, F R — 8, FRY |22 < const(k, k, K)VT |, RY — 0,RP2,.
With the strict contractions for the components F;, 0 < i < N 0 and the estimate (4.113) the strict

contraction follows for the component Fyo, .

We consider the last component. The regularity results given in Theorem 4.2, 3) and 4.3, 3) also
hold for the differences since we consider a linear PDE and we get, because the constants, which
appear, depend only on the geometry and can be bounded by k,

|ID2TM — D2UP|| o < const(k, K)|RY — R®)||p (4.123)
and
Vo) — Vo | o < const(k, K)(|RY — R® || + |8,RY — 8,RP)| 12). (4.124)

The last two equations yield the strict contractions for the component Fyroo.
If we now choose 7 sufficiently small enough then F is strictly contractive in M.

Analogously we get for all 1 € NV
4 5. 772 A 5112
/0 O F (R, U)if2dt < Ok, ke, K)VTOR| 20,1, < b

for sufficiently small 7 and finally by checking the other components we get that F maps M into
itself. Thus we have shown, that x and K can be bounded by k.

Hence we can indeed apply Banach’s fixed point theorem which gives a unique fixed point of the
evolution of the free boundaries in M and hence the existence of a unique solution (R, 45, U) for
sufficiently small 7.

Since ® is smooth the estimates carry over to the problem on time-dependent domain and this
yields the existence and uniqueness of (R, n4s,U) in the corresponding spaces. O
The upper bound K in the proof of Th. 4.7 is linked to O(h)k. For global existence we have to
bound & uniformly in 7, which yields bounds on x and K uniformly in 7, which is done in the
next section by explicit construction of sub- and supersolutions.

We remark, that this iterative procedure, which we used for proving existence, at least locally, can
be used for numerically computing solutions of our problem. Since we worked with Banach’s fixed
point theorem, this would allow to give an explicit error and hence how fast a numerical iteration
converges to the solution.

Corollary 4.5 (Existence and uniqueness of classical solutions of Problem E). The local solution
of Problem E is a classical solution i.e. U° € C*C?, n%, € C'C? and R € H*(0,7).

Proof. Because we have established local existence of a generalised solution with R € H 1(0,7) and
v® € L?>C? we get from the regularity result from Th. 4.5, 3) that 75, € C$(0,7;Qs(t)). Then we
get from Th. 4.6 and from Th. 4.2, 3), Th. 4.3, 3) and Th. 4.5, 3) immediately the local existence
of classical solutions R € C'(0,7) and U® € C'C? | where T is sufficiently small. This carries over
on U, nas, R on time-dependent domain. ]
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Chapter 4. Existence and uniqueness for a class of models

Directly from the estimates (4.112) and (4.113) follows

Corollary 4.6 (Well-posedness of the nonlinear diffusion problem of the transformed Problem
E). Given two radii solutions R! and R? then the difference of the corresponding solutions ﬁ}% —
4, depends continuously on the difference |Ry — Ry||. Furthermore the solution 7, depends
continuously on the initial data and on the velocities.

This shows together with the Theorem 4.5 on the existence of a unique solution that our nonlinear
diffusion problem is well-posed.

Remark 4.4 (More regularity and Problem DCR). Let Uf denote the solution of the full mechanical
BVP of Problem DCR after transformation on fized domain. We recall that, the solution of the
mechanical BVP of the transformed Problem E is denoted by U. The error E = Uf — U between
Uf and U solves the problem

53 ;(VE) = 3kse”h*' (fuas) DO~ Vi as in Q5(0), (4.125)

G5(VE)r = 3kse?h* (as)v on 99(0), (4.126)

(G5(VE) - i’fj ][ (B - 1)) = 3kse®h* (n'™)y on LO)¥ic N, (4.127)
i J1;(0)

and can be estimated according to Theorem 4.2 for given fias ~ 'y (1 + O(h)), where @'y, is fas
without mechanical coupling on the r.h.s., by

HEHHI/RD < % sConst(h*, h*')||an45Hngs(1 + O(h)). (4.128)

The functions h* and h*' herein are of order O(h) and |Vn*,| is bounded by k and the initial data.

If we could extend our fized point argument to solutions of the diffusion BVP of Problem E i.e.
fias € HYHY, then the approzimation of Problem DCR by Problem E would be proved rigorously.

We might work without the change of the evolution equation of the outer boundary in Problem DCR,
(3.52), to the equation in Problem E (4.10) and prove rigorously local existence, if we include the
term (L + foy(0) (Fpo12)..07,®) " in our fized point argument in (4.121).

For the rest of our work we consider the diffusion problem (4.4) — (4.7) for the function w, since
this allows easily to compare our model with the well-known LSW theory, which is formulated in
terms of the chemical potential.

4.4. Global existence and uniqueness

Since we have proven that solutions (u, U, f%) exist at least for arbitrary small time intervals (0,7),
we construct super- and subsolutions and exploit the generalised Gibbs Thomson boundary con-
dition and the Stefan condition simultaneously in order to get a bound on the maximal speed of
interfaces, k, independent of 7. The monopole approximation gives us a hint how to construct this
super- and subsolutions. We follow the reasoning in [Nie99], where such a bound on k is proven for
the standard heat-diffusion equation.

Lemma 4.3 (Construction of supersolutions and subsolutions locally around droplets). Let F
be the global supersolution and F be the global subsolutzon fmm Corollary 4.3, respectively. Let
v e CU0,T;CN(Qs(t))). If we assume ||Vugllcor,) < e then there exist K, K > 0 s.t. for e

sufficiently small and where w™% = F + ¢2(F — E) and umm =F —e*(F - F):

uT — e (ri(t))

;. t AT _ 3yt
Gi(t,x) :==u e°ri(t) Py
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4.4. Global existence and uniqueness

is a supersolution on X;, while

; T — i (i (t
)= i — 3y )

Sl X - (1)

is a subsolution on ¥; for each i € N for some small time interval [0, T].

Furthermore the boundary condition on the interfaces matches exactly i.e. @]11 = §z|11 = Uit (15).

Proof. Let d := min;cy d;, where d; is defined as in 3.3. In this proof we choose k s.t. €3r; < Réxt
for all t € (0,7) and set R.,, = e%.

We consider some arbitrary droplet ¢ and check that @ is indeed a supersolution to w restricted on
¥;. On the boundaries

CAi(tv x)|lz = uint(ri(t))v
U™ — i (r5(t))

K1 .
5[§5Zd2 — St > F > ulgs\ 10
where the last line holds on A := {t| max;en r; < %} for every K > 0. Besides we exploited that

F'is a supersolution on the whole solid Qg(t).
If we assumed that 53||Vu0\|co < % then the Stefan condition at the initial time yields

o

it =0) < o

\)

and hence
7 (t)] < k‘( +T)<k

for a time interval [0,7]. We estimate on [0,7] N A that

A (X(6) 0 +v-VE) + V-0 E(G)) — AG
Y — Uiy (13) — Oping (73)734]

|.’E*XZ|

|u —f(EﬁT‘Z’f”i

_53X(<z)( 5 5

U — Ui (75)

|:E — Xz|2
T — Uit (13) — Opint (13)73]
’CL‘ — Xl‘

U™ — iy (17)|

_53”””00(95(75))(53” |l’*X| —}-K\m—Xﬂ) _EsHV‘U”CO(QS(t)) COHSt(E) —i—?)f{

+v- (3 + K)(z - Xi)) +£°V -0 E(G) +

s |u

+ K83ri)

F-F d .
’8 uznt(ﬁnm)‘ +e— K)
T'min 6

X(C)k(2
— 3 (||vl|co(as ek 2(F — E) — |V - vllcogag () const(Z)) + é‘gf() +3K >0

for

S[ka(F - F)(Xt

A

K>

+ [[vllco@gs(e))) + 10rtint (Tmin)|] + IV - vl coag ) const(Z)]

wm;

Tmin

and ¢ small enough e.g. ¢* < % Now CAz is a supersolution and we can apply the maximum

principle to deduce é, > u on I; x [0, ’j'] N A. Analogously the claim about the local subsolution is
checked where e.g. K > 4 3 k(F — F)(22X 4y co @) T IV - vllco@g ) const(Z)]. O

Tmin

101



Chapter 4. Existence and uniqueness for a class of models

Lemma 4.4 (Bound on radii and on growth of radii). Let for the initial radii hold 3=, r? < 0o and
¥i(r))? < oo. Ifv e C°0,T;CHQs(t))) and [Vul]lcor,) < e3% — as in the assumptions of the
last lemma —, then for sufficiently small € > 0 there exists a constant K = K(9(0),u"), which is
independent of T, s.t. for any local solution of Problem FE,

0
a7l o) < K + max )] (4.129)
and ,
e (i)l L ™ — i (i)
i ¢ = T
and hence
A K
k<2|F —F|— (4.130)
T3

for a.a. t € (0,7;) where 7; is the time when the i-th droplet vanishes as defined in (2.3).

Proof. The initial data is smooth, hence u and Vu smooth up to ¢t = 7. With the maximum
principle we prove with {; = wuint(r;) on I; and ¢; > 4 in Qg(¢), which we showed in the last lemma
4.3, that 3

Vi-v<V¢-v onl; x[0,7]NA.
We calculate
U — i (15(t))

T3 (t)

i(t) < e3VEi(t,x) - vlp, = +eSKri(t)  in [0,7]N A.

That gives with our choice of K = &k from the last lemma and & < 6% small enough that

mazxr __ ,,. . maxr _ ,, . ) N
F4(t) < u Wint(ri(t)) 1 . u Wint(13(1)) in [0,7] 1 A
ri(t) 1—ebrii ri(t)
e.g. with K = 1—514 T only depending on data. Analogously we get
6

u™" —uing(ri(t)) SKri(t) in]0,7]NA

T3 (t)

Fi(t) > ¥V (tx) v, =

and since K < K , where K is chosen as in the last lemma,

Fi(t) > g (i) 0,7]N A.

- i (t)

We can iterate this procedure in [0,71] N A. By integrating up

t A

r2(t) = (r9)% + 2/ Fi(s)ri(s)ds < (r9)? + AK|F — FJt, (4.131)
0

which yields [0, 1] C A i.e. the choice of € depends only on data, in particular on 7T, which is finite,

and we get finally the bounds on 7; in ¢ € [0, 71]. 7; is not necessarily smooth in ;.

Finally we calculate

1 . K
ds < 1)+ 2|F — F|—t. (4.132)

¢
ri(t Sro—i—Qﬁ’—EK/
it <7 | | o ri(s) Tmin
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We remark, that the constants K , K and K in the last two lemmas still depend on .

Corollary 4.7 (Estimates on moments of radii). Let for the initial radii hold ;19 < oo and

>i(r0)3 < co. Under the same conditions as in the last lemma 4.4, for sufficiently small € > 0
with same constant K = K(2(0),u°) as above, there holds for any local solution of Problem E,

Z r(t)) < Const(K, F —Ejz r?,z 3) (4.133)

iEN(t) iEN(0) ieN(0)
for any 1 < q < 3. In particular there holds
3 2 A7 K?
S <SP +6|F - FIKTS v +12|F — FP—T7. (4.134)
iEN ieN iEN T'min
We have also an estimate on the zero-th moment,

Y=

i€EN

(4.135)

Proof. We have by using (4.130) the following estimate for the volume of the droplet 4,

0 +3/n (s)ds < () + 6| F — F|K/r,
By inserting the estimate (4.132) for 7; the estimate on volume change is

> o <Z ) +6|F—FIKT> +12A/(/§0)|F F

2
P
1EN(t) 1€N(0 ieN(0) T'min

T2

All other moments )=, rf, 1 < ¢ < 3 can be estimated by means of the interpolation inequality

1.3
1)) < ( 3(1))(1-€)/3 2
& X DO AR, o= 1)
1EN(t) 1EN(t) 1EN(t)
or . .
S ord) < (> 12O ). (4.136)
1EN(t) 1EN(t) 1EN(t)

The estimate (4.135) of the zero-th moment follows by our assumption, that droplets can vanish,
but are not created. O

Due to Lemma 4.4 we can extend our fixed point iteration up to arbitrary 7 < min;cy 7; i.e. until
the first droplet vanishes, which is the second crucial point, which could prevent global existence,
if the new initial data at time 7,4+ is not “good” enough.

Remark 4.5 (Vanishing of droplets). We model the vanishing of the droplet i as in Assumption
2.6. We recall that rj,j # i are continuous and that, if r; = Ty, at time 7;, then we restart
with a new problem with initial time 7; where we work with N — 1 droplets, new solid Q%(ri+) :=

Q5(ri—) UQL (1,—) and we extend our new initial data on QY (1,—) s.t. the conservation of mass
and substance s fulfilled.

We already have given in (2.168) an extension s.t. the new initial data nas(-, 7i+) € HY(Qs(mi+))).
In particular we get since u(t;—) € C in space as classical solution and

Vu(ri+, z) = v (nas(ri+, x))

p+1p(|x—Xi|

p—1 '
o ) -l Ve e Qo) @3)

T'min
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Chapter 4. Existence and uniqueness for a class of models

with p independent of k that |Vu(ri+,-)| < Const with a constant independent of k.

Theorem 4.8 (Global existence and uniqueness for Problem E). For given T > 0 and € > 0 small
enough, € depending on the initial geometry R and if u® € H'(Q°) uniformly in a%, there exists a
unique solution (u, U, R) of Problem E (4.1) — (4.11) for all times t € (0,T).

The solution (u,U, R) has the following properties. There exist times 0 < 11 < ... < Ty < T
s.t. (u,U,R) is a classical solution on Ute(rp_y,m) {t} X Qs(t) (i.e. u € CHmie1, 7 C*(Q5(1))),
U e CHNrp_1,7;C*(Qs(t))) and R € CN(1_1,7)) and u is continuous in t in L*(Qs(t)), U is
continuous in t in C%(Qs(t)) and R continuous in t.

Furthermore v € L® N H(0,7;C%(Qs(t))), U € H'(0,T;C%*(Qs(t))) and R € H*(0,7).

Proof. Since we have shown in Lemma 4.4 that we can bound k independent of 7, our local
existence result Th. 4.7 holds for 7 > 0. We can extend our local classical solution up to the time
min;e v 7;, when for the first time at least the radius of one droplet is rp;,. Let j = argmin;. N(0)Ti-

Remark 4.5 shows that in our model the new initial data is again in H'(Qg(7;+)), since u(t, ) —

ulr,-) in L?(Qs(t)) as t to 7j+, and furthermore || Vu(r;+, Mo @s(r+)) < 5_3%

With our new initial data u(r;+) and R(7;+) we iterate our procedure for all times up to 7.
We finally get a unique solution, which is piecewise smooth as described in the statement of the
theorem. O

We remark, that we need that 7 < oo is given s.t. we can choose ¢ sufficiently small, such that no
encounters occur until 7.
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Chapter 5.

Rigorous Homogenisation

Now we want to pass rigorously to the limit of Problem E i.e. in regime (DC). We will see that
under some reasonable additional assumptions as e.g. Assumption 5.2 we find a mean field model
for the critical scaling. This mean field model is similar to the mean field model derived by formal
homogenisation in Chapter 3 for the dilute scaling.

5.1. Droplet distributions

We introduce now a suitable approximation v of a limit distribution v*. Furthermore we write

C = [CY(0) x T,)] := {d(x,7) € C%(Q x J,)|¢ has compact support in z € Q(0) and in r € J,},
that is the space of test functions with compact support in the domain and in radii. Since we
consider the case, where droplet centres are fixed and do not collide with the outer boundary, it is
adequate to consider z € (0) and not z € (¢).

Definition 5.1 (Distribution of droplets for fixed €). Define a non-negative measure vt € C' :=

[CO(Q(0) x T)] for t € Ty by

td = X, ri,t 5.1
]{2(0 rmmfxT v, Zf 7 (5.1)

1ENE

where f € C,t € J; and YXicne as defined in (3.19). This measure is a joint distribution of particle
centres and radii.

Due to our assumption (3.4) it suffices to consider the domain Q(0) for the droplet centres X;.
Since we will find a bound (5.10), that Ryg ~ €%, this is well-defined in the sense that no droplets
close to the boundary intersect 0(t).

t

The measure v/ is nothing else than

Z Ory( (x)drdzx.

iENE

Or in other words, if w C Q(0) and (r1,72) C J; then

/ T2 i (. 7) # of droplets with radius r € (r1,72) and center x € w at fixed time t € J;
v = )
- # of droplets with radius r € J, and center = € €2 at initial time ¢t = 0

Note, that this measure v! does not have a Lebesgue density.
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The measure v!(t = 0) is normalised since

Tmax—00

=3
Ept (= 0)( = lim ][ / L <rpae (7 r)dvt(z,r) = 5321 =1.
i=1

Hence for all § > 0 there exists a rpq. S.t. yé(m, r) < for all r > rpqp.

Note that since f(z,7,t) = 0 for r < 7, droplets which have vanished do not enter into the
distribution. The space C’' can be identified with the space of non-negative Borel measures on

Qx Jr.

Definition 5.2 (Admissible initial distributions). We define C{), the class of admissible initial
distributions as follows. V0 € C} iff for all e > 0:

a) V2 €' =[CY(Q0) x T)].
b) The initial distribution v° is normalised i.e.

=3

E,o(1) :E 1 =1 (Normalisation).
i=1

c¢) V2 has a uniformly in ¢ bounded mean value Ry of the radii

e—3

Rt :=E,o(r) :2 ) € (Trmin, RYy) (Finite mean radii),
i=1

d) V2 has a uniformly in & bounded 3rd moment i.e.
E,o(r?) :Z(r?)?’ ;VM € (r3ins (RY)?] (Finite mean volume of droplets Var ),

e) For initial distances between droplets there holds

inf _|X;— X;| > max _(r)+ r?) (Droplets do not intersect each other),
1<i<j<e—3 1<i<j<e—3

f) For initial distances between a droplet and the outer boundary there holds

inf dzst(XZ,(?Q( )) > &% max ro (Droplets do not intersect outer boundary).
1<i<e™ 1<i<e™

We remark, that by the definition of C’ condition a) implies b). We give two examples for such /2.

Example 5.1 (Discrete initial data). We consider a number of e~ droplets with a finite number
K > 1 of non necessarily different droplet radii

K e3

O(r,x)d Zz J, 0 x)drdz,

11]1

with equidistantly distributed droplets in some interval (r1,72) € Jp s.t. r; :=r1+ (1 —1)%=¢. The

droplet centres sit on a lattice (6(% + k),s(% + l),s(% +m)), with k,l,m € N,0 < k,I,m <e ! —1.
This means that the K radii appear periodically w.r.t. the lattice.

Since the densities for radii and centres are independent of each other we can consider only the
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5.1. Droplet distributions

marginal density w.r.t. radii i.e.

in order to get information about the radii.

We check that v is normalised and Rasr = 4(r1 +12) and 2V = 2((rf +13) + (TlK_ji)Q ))(r1+72).
The distances between neighbouring droplets are € and the mzmmal distance to the outer boundary
is 5.
For typical data we expect Ry = Ro = 10™m, %VM =10"?"m3 and |X; — X;| = 10~%m for all
1 <i<j<MNy. We remark that the periodicity of this example is not necessary for an admissible
initial distribution.

It might be motivated to consider discrete initial data, by the fact that, droplets can grow by
gaining atoms or shrink by loosing atoms and the number of atoms is a discrete variable. To
each number of atoms corresponds a certain radius, which means that only certain values of radii
make physically sense. But this argumentation is not mandatory, since we assume that r; changes
continuously on the other hand.

Example 5.2 (Smooth initial data). Now we assume

oz, r)dr = T o()dr g3 Z x)drdz,
1

with a smooth function v which has compact support in (r1,r2) € J, e.g. an LSW-like distribution,
g £

see [LS61]. Again the droplet centres sit on a fived lattice (5,5, 5) + (eZ)3, where Z denotes only
here the integer numbers.

Since the densities are again independent of each other one could consider the marginal density

w.r.t. radii directly
[Vi].dr = v(r)dr.

By definition 10 is normalised and the integrals Ry and Vi exist. As in the last ezample the
conditions e) and f) of Definition 5.2 are fulfilled.

We want to fulfil the conditions of Def. 5.2 for all times ¢ up to 7. The last two conditions can
always be fulfilled by considering only & which are sufficiently small:

Lemma 5.1 (No “encounters”). For sufficiently small e, depending on T, eq. (3.4) is fulfilled i.e.
the droplets Q’L are pairwise disjoint for all t € J; and do not intersect O2.

Proof. Due to bounded change of volume (4.134) there holds for ¢ small enough and for given 7

SIS

e <23 rHB < (X (1)) 4 const(k)T)) = e2(Vy)” + const(k)T) <
i€ENE iENE

| ™

O]

Definition 5.3 (Distribution of radii growth). We define the distribution for the growth speed of

radit by
][ /T Z alX) (rst ::Z 7 (t).

1ENE 1ENE
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5.2. Uniform estimates for the displacement and the velocity

We need estimates uniformly in € on U¢, u¢ and on moments of the radii distribution v} in order to

derive rigorously effective equations, which will turn out in particular cases to give the mean field
model. There are two possible ways to derive such uniform estimates.

First we could use our approximation formulas from Subsections 3.3.1 and 3.3.2 and the correspond-
ing corrector results, but here we have to consider also the liquid. Furthermore the approximation
formulas are stated in the other i.e. the dilute scaling. The second approach is by testing the PDE
directly. We follow the second approach in this section in order to get estimates on the displacement
U and on the chemical potential v in Problem E, which are uniformly in the scaling parameter ¢.

We extend the displacement and the Cauchy stress on €27 and the total chemical potential and the
arsenic mole density on {25 in order to get uniform estimates.

Definition 5.4 (Extension of the solutions onto the liquid). The Cauchy stress is extended into
the liquid as in (2.80) and U§ is introduced as in (2.15).

Formally we extend u® on €, by u3, which is constant in space and then u® continuous on I;. We
extend n%, by nas, on Q7.

We remark, that it is not possible to extend the diffusion equation for u® into the liquid, only the
local conservation of Asy, could be used.

First we examine the dependence of several constants, which depend on the geometry, on €.

Lemma 5.2 (Dependence of the constants of trace embeddings on €). Let f¢ € H'(Q%) be arbitrary.
1) The constant C of the trace theorem H(X5) — L2(If), i € N,

£l p2(rey < O, ED)N N2 css)
3/2 for our geometry.

2) The constant C of the trace theorem H'(X§) — L*(99)

1/l 200y < C(OLZG) 1l L2 (xe)

scales with €

scales with €0 for our geometry.

Proof. We prove part 1). The statement 2) follows analogously.

Let for some fixed € = 1 and a not on € depending function f

1122y < COIF sy = COIN sy + 1V 1Zasy). (5.2)

where C(1) is independent of e. We scale coordinates * — ez and radii as r; — &3

fé(z) := f(ex). The estimate (5.2) also holds for arbitrary ¢ with a constant C(¢)

Hfa||%2(1§) =< C(@(Hfa”%%zg) + ||Vf6||%2(z;))- (5.3)

r; and define

By scaling (5.2) we find
—61| ££112 =3 € € 2
e |lf ”L2(1§) <cElrf HL2(2§) + VS ||L2(Z§))

and hence C(e) < C(1) 3. O
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5.2. Uniform estimates for the displacement and the velocity

If we sum up over all £72 interfaces If and 052, then we have H'(Q%) — L?(0Q%) with a trace
constant independent of . We remark that this a special case of a more general result from Bonder,
Orive and Rossi [BOR07], which states that in our case, where we scale radii with ¢ compared to
), the best Sobolev trace constant in domains with holes is in the limit ¢ — 0 independent of €.

Lemma 5.3 (Dependence of Korn’s constant on ¢). Let U € H*(Qg;R3)/RD or U € H}(Qs; R3).
For sufficiently small € > 0 Korn’s constant K, which appears in Korn’s inequality HVUH%Q(Q) <

K(Q)He(VU)H%Q(QS), is for our geometry i.e. an open bounded domain Q with small holes and
compact closure, independent of ¢.

Proof. We see this as follows: We cover 2g with sets S; C {1g, which are either spherical shells
around the liquid droplets or are either spheres and convex smooth domains without holes, which
cover the parts of Qg, which remain. Since € is compact we can assume that each point of Qg is
covered by a fixed number Z of sets Sj, where Z depends on the geometry of the droplet centres
X;, but is independent of .

Korn’s constant for spheres, convex domains and spherical shells, which have interior radii which
are sufficiently smaller than the radius of the outer sphere, is bounded by 2 + d (see [ADP88]), in
our case the dimension is d = 3.

For each set S;, 1 < j < Const £73 we have the estimate

IVU 72,y < K(S)e(VU) 22, < 51e(VU)I2(s,)-

By adding up over all sets S; we get

Conste3 Conste™3
VU206 < D K(S)e(VU)lF2is,) <5 D 1e(VO)Zas,) < 52[e(VU)|Z20s)-
j=1 j=1

O]

Theorem 5.1 (Uniform estimates on U and v). We have, that the non-zero data of the displacement
problem gy € L*(09) and g; € L*(I;), i € N is uniformly bounded in . If R € H*(0,T) and the
assumptions (3.4) on our geometry hold, then U € L>H' uniformly in ¢.

(v)

If k is uniformly bounded in € then the non-zero data of the velocity problem g, = Or.g'1;, 1 € N is

uniformly bounded in ¢ in L*(I;) and v € L2H" uniformly in . In particular |v|| 2 < Conste’k,
with a constant independent of €.

Proof.
1) Displacement

We test the mechanical problem (4.1) — (4.3) with (4.15) — (4.17), extended into the liquid according
to Def. 4.1, with U®

/05 VU = / osUv Ze/ [osU]]

and plug in the constitutive laws for the Cauchy stress in solid and in the liquid, (2.77) and (2.80),
and the boundary conditions on the free boundaries (4.2) and (4.3)

N
/Q —ptr(VU) + Ag[tr(VU)]? + 2usVU : VU +2 / — (P + 3k Bt (VUL) + k[tr(VUL)]?

:—/6 poU - V*QO’Z / —U - I/+z€ /PL5RTi
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Chapter 5. Rigorous Homogenisation

where we used the relation e¢(VU) : e(VU) = VU : VU. With (2.111) we have Uy, = ajr =

U-wv
(JCIEZ'STZ — 6%)r and we apply Gauss’ theorem (tr(VU;) = div(Uyr)) twice,
N
/ As[te (V]2 + 2us VU : VU) —sﬁsz / div(Uy)
Qs ; 3
20 6 R

:/8(]7 poUVz / — +Dp)U, V+€2/PL5T1-

Thus

N

/ Astr(VO)P + 2u5VU - VU) + 3k, 3 drerge? ][U V)2
Qg i=1

—/ ®—po)U - u+25 / ——+3kL(5R+3kLhL))U() v.

)

Since P is constant we get by integration by parts and exploiting to have spherical droplets

/ (As[tr(VU)]2 + 2usVU : VU) —|-3k:LZ47Tn ][U(+) v)?
Qs i=1

2
= / (P—po)U v +Z 53/ (22 4+ 33k h}) Uy - v
o0 i1 I, Ti
or with (4.15) — (4.17)

J% U- V) S
As[tr(VU))? + 2usVU : VU+3I<:LZ/ —t - = —/8990U-I/+25 /IgiUH-)'V
i=1

i

Qs

For the moment we omit the nonnegative first and third term (kz > 0, Ag > 0) and estimate

N

||U||H1 < (lgollz> +>- e llgill U || 2
=1

Clearly |Ul|r2(ag) < IUllg1(qg)- The constant of the trace theorem scales with 3 corresponding
to Lemma 5.2, 1). Due to Lemma 5.3 Korn’s constant K > 0 is uniformly bounded in . Hence
with the embedding L?(9S2s) — H'(s) together with Lemma 5.2, 2), we have

N

1UNFn < KClgollzz +€° 3 llgill c2) U] e
=1

where the C' is independent of e. Hence

Ul < C{llgill 2 Fienugoy)

where the constant C' is independent of ¢.

Besides this shows that the terms which we have neglected on the Lhs. [ As(tr(VU))* and

=N f,lU- v]? are bounded as well uniformly in &, where we use g > 0.

We still have to consider what happens if a droplet vanishes at time 7;. If a droplet vanishes, then
in general U is not continuous in time, but the jump J; := [|U||%.(Q(74)) — [|U]13: (Q(7i—)) is
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5.2. Uniform estimates for the displacement and the velocity

bounded by
| [ 19U ril = [19UC, )P < KClgl)

since the difference solves a mechanical problem with same boundary data on the outer boundary
and on the interfaces I;, j # 4. Since the number of jumps is bounded by € we can sum over all
times t € (0,7), yielding the estimate on U.

By integrating over ¢ from 0 to 7 we get |U||z2g1 and ||U||cogr uniformly in e.
2) Velocity

Analogously we consider the velocity, where have a similar dependence of the data on e, if k is
uniformly bounded in e. O

Since we use in the following our ansatz for a formal solution of the mechanical BVP, we give this
ansatz (3.59), which was stated for the dilute scaling regime, now for the critical scaling. We have
to replace the power 3r — 3 of ¢, which is 9 for the dilute scaling with 6 for the critical scaling. For
the displacement we have

—X;
W(x) :Z((a +¢)(x— X;) + bisﬁr?ig), (5.4)
ieN @ = X
while for the velocity (5.5) translates into
2
. T;
8tW(x) :2(6t(a + Cl)‘l' — XZ‘ =+ €6<8tbi7ai + Bbzrl)m)en (55)

1EN
where the coefficients are defined as in Appendix C.1.1.
With the last Th. 5.1 we justify the approximation of U by W in H! as ¢ — 0.

Lemma 5.4 (Corrector result of the monopole approximation for the mechanical problem).

We make the same assumptions as in the last theorem. Let U be the exact solution of the mechanical
problem (4.1) — (4.3) and W the approximation defined by (5.4), where we change the scaling
from the dilute scaling to the critical scaling, which we consider now. Furthermore we neglect h*
completely corresponding to Problem FE. Then the corrector Z := U — W wvanishes as € — 0 in the
sense that || Z|| g1(q)) — O-

Proof. The corrector Z solves the problem

divog(VZ) =0 in Qg(t),
5’5(VZ)V = (ﬁ*po — 3]{352 a; — 2GSZ b; x
1EN ieEN
er3 (x —X;) ® (x — Xj)
—2—(1- Q(t
X |$—Xi|3( 3 = X2 ))v on 90Q(t),
and
3kL
65(92) = S f, (Z-enes
2 ~ X; ~ X;
= (52— 3k (6% + 1} (ri)) — 3ks 3 a; + 4Gsb; — QGSZb g X)e@ =X,
T : X |3 |z — X;|?
J iEN 17
3 - X;) (z—X;
+ 3k (a; + by) + 3k 3 (a; +][ e _TZX E (@ )r;x J))))erj on I;(t)Vj € N(t).

1] J
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Chapter 5. Rigorous Homogenisation

By choice of a; and b; as the corresponding coefficients of the totally radial symmetric single droplet
problem this simplifies to

diveg(VZ) =0 in Qg(t),
567’? (x— Xi) @ (z — X;)
ds(VZ)v QGSZ b — ’3 (1-3 = X.P ))v on 00(t),
1EN v v
(6s(VZ)—
3k, e0r (- Xi) ® (z — X;)
Er Ij(Z.eTJ) er, = ZGSEb Xz\f” (1-3 - X2 )+
xr — Xi T — X .
+3k:LZ][ |m—X|3( )7’2-( ])))erj on I;(t) VjeN.
1#] J

Since we assume (3.4) we have

div 55(VZ) =0 in Qg(t), (5.6)
5s(VZ)w = O3 on 09(t), (5.7)
65(VZ) — 22 [ (7. e, ))er, = O()er, on I;(#) Vj € N. (5.8)
&5 1,
In the liquid Q1 we have
. . 1 % . j .
pr=pr(W)+p(Z) =p— 3kL(§(]{ (W+2)-e;) = 6% = hi(r) inQp()VjeN, (5.9)
J J
where
pL(W) =D — 3kp(b; — 6% — b} (r)) +> a) in Q) (t)Vj € N,
1EN
(- Xi) (2 - X)) 3 s
7) =3k, 3 bie® ]1 P S o) mojnvieN.

i#] J

We can apply Th. 5.1 to the problem (5.6) — (5.8) and (5.9), which is solved by Z, and get the
estimate
12| 1 (g;m8) < Const €3,

where the constant is independent of e.

This yields U — W — 0 in H*(Qg) as ¢ — 0 for given radii evolution. O

This justifies the approximation of v by ;W in H!(fg), too.

Furthermore this implies with (4.10) and for a transformation ® of the form as stated in Appendix
B.1 that
|Rpq| < const (14 h) 10:W aq)| < Const hed, (5.10)

where the constants are independent of ¢, if k is uniformly bounded in €.

Unfortunately we cannot prove so far an estimate on V - v in CY or L*, which is uniformly in ¢,
since we do not know so far, how the constants which appear in the embeddings depend exactly on
the geometry and on ¢.

We have to make the following

Assumption 5.1 (Scaling of constants in embeddings from Sobolev to Holder spaces).
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5.3. Uniform estimates for the radii distribution

We assume that the geometry of Q% allows that there exists a constant cg s.t.
[vllereg) < cellvllwszeq)

which is used in Th. 4.1, 3) and cg scales with O(eY) and is uniformly bounded in t.

We make an analogous assumption for
HUHCZ(Q%) < CEHUHW7/2,2(Q%).

This assumption implies

Assumption 5.2 (Further uniform estimates on the displacement and the velocity). We assume
that we can estimate
1U]lcoc < ere’

and, if additionally k is uniformly bounded in €, we have
[vflcocn < eae®,

where the constants c¢1 and co are independent of € and of k. This assumption seems to be plausible,
if we think of our formally homogenised function W (see (5.4)) or, if k is uniformly in e, of our
formally homogenised O,W (see (5.5)).

5.3. Uniform estimates for the radii distribution

In this section we derive estimates on moments of the radii distribution, which are uniformly in the
scaling parameter ¢, under the Assumption 5.2.

We make a further assumption on the explicit form of n% (u®), which is stronger than Assumption
4.2, 1) and 2).

Assumption 5.3 (Explicit form of n% (u®)). We assume, that
n5,(uf) = s (1 4 % (exp(cauf) — 1)),
where ¢1 and ¢y are independent of €. This holds for our original problem by (A.21) and (A.17).

Lemma 5.5 (Uniform estimates for new initial data after vanishing of a droplet). For the “new
initial data” after the vanishing of a droplet holds

1w ()31 (g riny) < 1”205 0y Const €. (5.11)

Proof. Let j = argmin 7;. After droplet j has vanished i.e. at time 7;4+ we have as new initial data
u®(7j+) corresponding to the definition of n%,(7;+) in Assumption 2.6 or the definition of u®(7;+)
in Remark 4.5. Due to (2.169) and (2.170) we find

[u* (m+)| < Const(p)ufs (rmin)
with a positive constant independent of €. We estimate

4
HUEH%2(97LL(T],_)) < ?2‘:97“?,”-” COTLSt(p)

where p can be chosen independent of ¢, see (4.137). Analogously we get a uniform bound on the
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square of the L? norm of the gradient from (4.137),

47 1
||Vu€||L2 (@ ( < 3 "oy Consta(p )ln(g)

=) = Tmin
Both the L? norm and the L? norm of the gradient converge to 0 as ¢ — 0. 0

We recall, that i (r;) is bounded uniformly in e due to its definition and to our scaling.

While in the formal homogenisation we have bounded k directly by w;,:(r;) in (3.70), we have here
to prove, since v depends on k, that the terms of the diffusion equation including v or V - v, can be
neglected. We proceed as in Section 4.4 where we have constructed super- and subsolutions, which
yield bounds on k = max;epn |7|. We show that the constant K of Lemma 4.4 yields a uniform
bound on k for all €.

Theorem 5.2 (Uniform estimate on k and on v). We assume that the initial data is uniformly
bounded, s.t. F or F as defined in (4.75) is bounded uniformly in €. Let Assumption 5.2 hold.
Then k and ||v||coct are uniformly bounded in .

Proof. We start with time interval (0, 7;—), where we assume that droplet i is the first to vanish.
According to the estimate (4.130), we have

. K
k(o) < 2(F — ;) )
T'min
where we emphasise by our notation the dependence of all quantities on €. Lemma 4.3 yields as

possible choice of K (¢)
K(e) =

1
1—etdi(e)

where 4 < min{(6 )4 k:(a 7} and

S l2(F — B

. 1 -
Ale) = + llvlleo@s @) + Orttine (rmin)] + @HV lleogas (b)) const(E)]-

min

W.lo.g. ' —F #0, otherwise we would have finished our proof. We introduce the abbreviations

MF - F d - X
7y = g, Loy i= — - 4(F — E)(max + aruint(rmin))a
T'min 9 T'min
d . d _
Zy = g A4(F - F), Zy = 29 const(Z),

which are all strictly positive. Combining this yields

k(e) < - 21 — , (5.12)
1 —&"[Zy + Zs|lvlcoag ] + 5 24llV - vllco@s @)
which we estimate with e* < k(las g
Z
k(e) < ! . (5.13)

1— 35 (8122 + Zsllolleo o) + ZallV - vlloogs o)

According to Theorem 5.1 combined with Assumption 5.1 we can estimate |[v||coct < Const(v) k,
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5.3. Uniform estimates for the radii distribution

where the constant is independent of k£ and ¢, s.t.

Zl Zl
T 1— 25 (82, + B(Z5 + Zy)Const(v)k(e)) T 1 £

™
o
A
A

(5.14)

for sufficiently small e.

Finally we proof our theorem by contradiction. Let k(g) — oo as ¢ — 0, while e* < k(las) 5+ Then
the Lh.s. goes to +o00, while the r.h.s. is bounded. Hence k(e) is uniformly bounded in € and by
Theorem 5.1 this holds for ||v||z,z,, too. By Assumption 5.1 this holds for ||v||coct.

From the last Lemma 5.5 follows, that new initial data at time 7;+ is again uniformly bounded in
E. O

Corollary 5.1 (Uniform maximum principle). Since v is uniformly in e bounded in C°C, the
mazimum principle, Coroll. 4.2, holds for all € and implies u* and n%, uniformly bounded in
L>®L®.

Lemma 5.6 (Uniform estimates on moments of the distribution of droplets). We have
a)
][ ldv!t <1, (5.15)
Q(0) J T

b)
][ / rdvt < ][ / rd? + Const(F, F, K)t = Ry + Const(E', F, K)t, (5.16)
Q(0) /7y Q0) /7

][ / r2dy! §][ / r2dv? 4+ Const(F, F, K, min)t, (5.17)
Q) JI- Q) J T

d)
][ / ridut < ][ / r3dv? + Const(F, E, K)(Ras + Const(F, E, K, "min)t)
Q0) /Iy Q(0) /7y

: (5.18)
< 4—VM + Const(ﬁ’,E, K, rin, Rar)t.
T

Proof. k is bounded uniformly in € due to Th. 5.2. By definition of (5.1), Corollary 4.7 and Lemma
5.5 the estimates a) — d) follow. O

We consider spherical shells ¥5 = B_p; t(XZ-) \ Besp,1)(Xy), i € {1, <y N} around each droplet.

Definition 5.5 (Capacity potentials). We define capacity potentials ¢§a)7 i € {1,..,N9} as the
unique solutions of the following problems

Agp; =0 in X5 (5.19)
¢i =0 on 0BeR,,, (Xi) (5.20)
qbi =1 on 83531”1' (Xz) (521)

which can be explicitly solved,

e2r;(t) 3R, (t)ri(t) 1
(t) —e2ri(t)  Riy(t) —e2ri(t) |z — X;]

pi(z,t) = & Yz € XE(t) Yt € (0,7),

ext
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which we extend by zero on the outside
¢i(z,1) =0 Yz e R’\ By (X;)Vt € (0,7). (5.22)
Into the interior we extend ¢; by
¢i(z,t) =1 Vz € B, (1) (Xi) Vt € (0, 7). (5.23)

For alli € N(0) we set R ,(t) = Reg = 3, which is independent of time. We emphasise that this
choice on Reyt is made s.t.

. 1 . ,
g3 max Ti(t) < eRept < = 5 mm{#g}]ne]v | X, — Xj\,rireuj{[l dist (X;,00)}

for sufficiently small ¢ and given T . For this particular R.,, we can write ¢; as,

2e2ri(t) e 1

i(x, 1) == = —1). 5.24
QS(:E ) 1—2€2Ti(t)(2|$—Xi‘ ) ( )
This yields
2
il Z2cse) = / ¢il*dz = = 2T (1 — 26%) < gs% (5.25)
and
2 537"
HV@HLQ(Zf) = 47TW < 271'5 T, (526)

where the upper bounds hold for sufficiently small € > 0.

Lemma 5.7 (A further control on growth of radii). If k is bounded uniformly in e, then we have
the following control uniformly in e
Z 3112
|7 < const. (5.27)
i

Proof. That the estimate is uniformly in e follows directly from the uniform estimate on ;¢ 73

proved in Lemma 5.6 under our assumptions on admissible initial distributions 0. In particular
¥ has compact support in r for all e. ]

The condition on k i.e. the uniform estimate on 7; is fulfilled as proved in Theorem 5.2. The control
(5.27) translates into the following estimate for the distribution v, uniform in e.

Corollary 5.2 (Uniform estimates on moments of the distribution of radii velocities for finite €).

Under the same assumptions as in the last lemma

][ / r3ay(r, t)2dvt < const, (5.28)
Q(0) JI»

where the constant is independent of €.

Now we rewrite the Stefan condition (4.8) for (DC) in terms of v/..

Lemma 5.8 (Stefan conditions for (DC) for the distribution of droplets for fixed ). Eq. (4.8),
the Stefan condition for regime (DC), reads in terms of vt

J%BS )Vu (z,t) - v(z, t)dA(x,t)
JCaBg x)U( ) l/)

owli(z,r) = —0.(e3 vi(z,r)). (5.29)
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5.4. Uniform estimates for the chemical potential

which holds in sense of distributions i.e. in [C*°(0,7T) x C]'.

The initial condition (4.9) reads now
3
Vit = 0)(x,r) = Vg(x,r) ::Z dx,;(z)0,0(r)
i=1

Proof. By (5.1) we have

0= /Oo atz B(t)C( X, i) / Z AB(t)C(Xiy i) + B()0rC(Xi, i) aw (i, 1))
0 jene iEN®
(5.30)
—/ (OB(t f JrC x, )Vl (x, r)dzdr + B(t ][ / 0rC(z,r)a, (r, )Vt (x, r)dadr)dt

for all test functions § € C°°(0,7) and ¢ € C. Then we integrate further by parts and find the
statement about the Stefan condition. The initial condition is obtained directly from (5.1). t

5.4. Uniform estimates for the chemical potential

Theorem 5.3 (Uniform a posteriori estimates on u® or n%,). If Assumption 5.2 holds, if the
assumptions of Th. 5.1 hold, if Assumption 5.3 holds and if

0 < X'(uf) < ePY max u’ (5.31)
z€Qg

for sufficiently small €, then u® € L°L>® N L*H' and n, € L°L> N L2H" uniformly in €.

A posteriori estimate means that we can use the Stefan condition (4.8) and the boundary condition
(4.6) simultaneously since we have already demonstrated existence of such a solution in Chapter 4.

The assumption (5.31) is fulfilled for typical data, see (A.20).

“ 2

Proof. For better readability we drop the indices in this proof. First we consider only times
t < inf; 74, since we have to be careful if a droplet vanishes.

We recall that ||u||pepe is uniformly bounded in € due to Corollary 5.1. We test the diffusion
equation (4.4) on Qg with %y and get with the homogeneous Neumann b.c. on 94, (4.5),

538u+v-Vuu+s3V-UE(u)u+V -V dx + 4me? f@u dA = 0.
/Qs(t) (@ ) X (u) () z%:\f

With the boundary condition (4.6) and the Stefan condition (4.8) we have

Z(u) Xw) 1
X (u) (U) X (u)

Tlv UM)
+4m g P2 M () = 0.
= i z Uznt(rz)) 1nt( z)

u+(1-— |Vu|? dz

/ —8|u|2+5v Vuu+ &3V - v )
Qs(t) 2

Due to the maximum principle (Corollary 5.1), eq. (5.31) and Assumption 4.2, 1) we have X’(u)u <
Const €? with a constant independent of ¢ and get the estimate

3 3 = X(ry, Uj
/ ( i(‘)t’u‘z + %v Vul* + €3V v X(u) u+ \Vul|? da +47TZ TiT (ri, Uhs) Uint (1) <0
Qg

1 2 (u) 2% () o A (uing(ri)
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for sufficiently small e. We apply Reynolds’ transport theorem
E(u)
d
X () udz

/ |u|2da:——/ | RbddAJr/ By Vuu+ 3V -0
Qs(t) Qs (t)
)umt(r) nr <0.

Chapter 5. Rigorous Homogenisation

(Ti’ UM)

3
X(umt(m))umt(ﬁ)

3

2

Vul? dx + 47
/ ()296()’ | 2

According to Assumptions 4.2 — 4.4 we can split up
6 X(ri; f7,U - v)
2 AL Uing (1) = A1 — AQ(%]{ U-v

€

= i (7

2 (ri X (wint(r3))
where A, is a strictly positive constant and As is a strictly positive bounded function, such that

\Vul|? dz + 47A, Z i

we get
3
= / uf? dz + /
HJas s(t) 2 ( ) =
i 27 _ .3 E(u)
< |u|*Rpqg dA — € (v-Vu+V-v )udm+4ﬂ'ZA2(n,UM)n
Qs(t) (u) iEN
) and estimate with |Ryg| <

dz ds + Alz ri(t)?

We integrate over the time interval (0,t), use again Assumption 4.2
iEN(t)

3k, |74 < k and the monotonicity of s,
y

s 2 2
/ lul dx+2maXX/ /QS IVl
§ — u®|? d;r—l— A1£ (r?) kconst(@Q( ), k)|l 2 o oo
2 Jas( 3 N0
t
+ B[] oo o / / (u|? da ds)'/? (/ / Vul? da ds)V/?
5 8 0 QS(S)

t
max = +27T/ Z r2ds const(X, X, Wint (Fmin), 79)k

3
+ &IV - vll g2z ull 22
min X 0ien
Let 7; = inf; 7;. Because the last estimate holds for all ¢ € (0, 7;) we get with Young’s inequality
and the maximum principle
Zaw [l S S [7 [ v dras
— sup ul® dr + —(———— — €°||v|| Lo oo
2 te(0,7;) J2s(0) 2 max X(u) 0 Jass)
4
+ gAl sup Z ri(t)?
tG(O,TJ‘) iEN(Y)
3 3 -
€ 4 max =
< W0 do + A1 S (19)% + S (3K const(DQ(0), k) + ([[v]| oo poe + ) x
2 Jas(o) 3 N ) min X
e3 max =
X = ||V |22 —|—27r/ Zr ds const(X, X, int (Tmin), 79 ) k.
1EN
of the droplets

x const(Q(0), k) ||ul|2 s oo + 5
The L?mnorm of the new initial data u%(7;) is bounded by e*Const(k), where the constant is

independent of ¢, see Lemma 5.5, and the radii of the surviving droplets, i.e
N(7j+), are continuous. This yields for all ¢ € (0,7), since we extend u by the constant uy, into
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5.4. Uniform estimates for the chemical potential

Qy, for sufficiently small € the estimate

Tj
/ / |Vu|? dx ds
0 Q(s)

47 =
< 4max X (u) {3A1 Z (192 4 e3Const(||u®|| 2, ||v| oL, |V - vl 1212, K, 2, X)

i€N(0) (5.32)

+27T; const (Z (7“?)2,2 7“?, k, Wint, X,X)} ,

1€N(0) 1€N(0)

which is uniform in €. From Assumption 5.3 we find the estimates for n4, as described.

We remark that, we could choose A; = 0 in order to proof the theorem. But introducing A; > 0
yields a further estimate on the 3"¢ moment of the radii distribution and shows the correspondance
with the estimate given in the study of Niethammer ([Nie99], lemma 16). O

We remark, that ||Vu€||%2(QT) corresponds to the difference of availability A(0) — A(t) in regime
(DC), see Appendix A.7, eq. (A.32).

We prove now a uniform estimate on 0;u® on time-dependent domain.

Theorem 5.4 (Uniform a posteriori estimates on dyu® and Auf). Let u¢ € C%(0,7;%s) and
uEIQiL = Uint(r;). We assume (5.10). If Assumption 5.2, if Assumption 5.3 and the assumptions

of Th. 5.1 hold, then for sufficiently small & and sufficiently small h we have duf € L2(Q7) and
Auf € L*(Q1) with a uniform estimate in e. Then we have O as(u®) € L2(Q7), uniformly in .

(19}

Proof. Again we drop within this proof the index “c”. First we consider also times ¢t € (0,7),
t < min; 7;. We test Problem E with 0;u — Au and integrate the Au 0;u-term by parts, where we
use (4.5):

/ 3X (w)|0pu)? + (3(X (w)v - Vu) + 3V - v Z(u)) (yu — Au) + Vu - V(0pu) + |Aul? dx
Qs(t)

+47ed Z ,,,iz ][ O,u Opu = 0.
iEN ]l(t)

Since we have classical solutions u € CZ(0,7;(g) for each fixed e > 0 we have Vou = 9;Vu and
Orulr, = u,, (3)7, which yields with (4.8)

1
/ 3X (u)|0pu)? + |Auf? 4+ (3X (u)v - Vu + 3V - v Z(u)) (Qpu — Au) + §8t|Vu|2 dx
Qs(t)
+47rZ rz»2|7"i|2X(r¢, U}w)u;nt(m) =0.
1EN

We apply Reynolds’ transport theorem to the term with 9;|Vu|? and using Assumption 4.2, 1) we
estimate

e3min X |Ou|? dx + / |Aul? dz + 53/ X(u)v - Vu(Ou — Au) dx
Qs(t) Qs(t) Qs(t)

+53/ Vv E(u) (0 — Au) dz + 1(%/ |Vul|? d
Qs(t) 2 )

Qg
- / ‘VU’QRbd dA+47TZ(€3T‘Z-27'"Z' ][
00s(t) ;

1 .
" \Vu]2dA + g\atr?\QX(ri, Uit (ri)) < 0.
iEN v
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Chapter 5. Rigorous Homogenisation

We estimate the third and forth term by the Cauchy-Schwarz inequality and use for the fifth and
sixth term the trace theorem, where for the dependence of the embedding constants we refer to
Lemma 5.2,

. 1
el min X (| Opull72 (0 1)) + 18Ul 7205 () + §5tHVUH%2(QS(t 2 |0} PX (i, Upg) iy (i)
zEN

< emax X||v| oo (g0 | VUl L2 ) (100l 2205 (1)) + 1A% 22(04( ))) + & max Z||V - v]| 12 (04 (1)) X
x (10l 2 sy + I1Aull L2025 (1)) + COUD) [ Roal IVl 220509y + 1D ull7200507))

+e8> CL)EIVulZ200) + 1Dl 72000)):
iEN

where the constants are independent of e. Then we estimate with the bound (5.10), |Ryq| < 3Rk,

C(OQt)) | Rpal + 7> C(Ii(t))k < €2 (h + &%) Chy,
iEN

with a constant Ct(Qs(0),k) independent of ¢ and h. We use the bound (4.83) on D?u, we
integrate over the time interval (0,¢), we use again Assumption 4.2, 1) and we estimate with
Young’s inequality the first and second term of the r.h.s.

) 1
*min X || Qpul| 22 + | Aull72p2 + §Hvu(t)”%2(95(t))
3 2 3

€ e .
+ 2)(max )0 foe e |Vl T2z + 5 min X0rul 722

1

§HVU 17205(0)) + 5
e 2 3, 2 2 2

+ 5 ”AUHL2L2+5 (m+2)(maX5) IV vl[72p2

min X

4
+ A ma K g i) [ 3 0GB + 50+ ) ol Valfags + () Crll Sul o
iEN

We compensate the £3||0sul|z272 and ||Aul 722 terms of the r.h.s. and for sufficiently small e and
for hCy- < 1/4 we can estimate the last two terms of the last equation by the other terms on the
r.hs.:
3min X
2

< IVa® 12200y +°(Cor + (2 +

1 1
10rullZz 2 + S1AulT2 2 + 51 Vu®) 720500

2
) max X2 0l|Foe poe) | Vel Z2 2

) 4
+¢€ (2+7X)maxu2||v U||L2L2 + — 3 maXX|umt Tmin ’/ Z |8t
iEN

We multiply by two and apply the lemma of Gronwall to the terms with [|[Vul|2, (s(t)) and get
e’ min X[|Opul| 22 g2 + [ Aull7ape + ||Vl 2
1212 L2r2 L2(Qs(t))
2
< exp(2¢® (Cpr + (2 + W) max X0 Foo 12 )8) (V[ 22 05 (0))

2 8
28 2 ) max X2V - vlFaa + S max X [ty (rmin \/ S 1009,
1EN

W.lo.g. 7 = inf; 7;. The last inequality holds for all ¢ € (0,7;). Furthermore we use |7;| < k and
our assumptions and find
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5.5. Existence of the homogenisation limits

e® min X||0pu 722 + [ Aullfops + sup [[Vu(t)|72 040
te(0,75) (533)
< eXp(83 Const(X, =, HUH%‘X’L"O ) QS(O)’ k)T]) COTlSt(HV’LLOH%Q(QS(t)), 53Hv ’ UH%QL% I(O)v k6)7

where the first constant is independent of € due to Assumption 5.2 and the assumption on the

initial data. The last estimate is extended into the liquid since |Qyur| = |ul,,(ri)7| < const k and
VUL = 0,
e’ min X dpull 2o, )+ [BulTz(, )+ sup [IVu()llZ2q) < exp(e’ er(r)m) enn(t),

tE(O,Tj)

where the constants, in which norms enter up to a time ¢, are
cr(t) = er(X, B ||v]|F ), 2s(0), k), crr(t) = err([Vu|[ 220 €IV - 0l F2(q,): 1(0), k).

Since the sum over all jumps [||Vul|r2q@))lns at times 7;, i € N(0), when droplets vanish, are
uniformly bounded in ¢, see Lemma 5.5, we extend the estimate (5.33) for all times ¢ € (0,7)
and finally get the estimates on dyu and Au in L?(Q7) and Vu in L>(0,7; L%(Q(t))), which are

uniform in e,
¥ min X[|0u| 720,y + |1 AulZ2 (0, + V)70 7:0200000)) < exp(e® er(T)) err(T).
Finally this translates into the corresponding estimate on d¢na4(u). ]

We remark that, the proof relies on having in our specific situation a factor € on the Lh.s. of the
diffusion equation, Ryq ~ he® and r; ~ €3, otherwise we could not compensate the boundary terms
which enter by applying the transport theorem.

5.5. Existence of the homogenisation limits

We recall that we have uniform estimates on u®, U® and estimates on the distribution of droplets
vt from Sections 5.4, 5.2, and 5.3, which allow to conclude the existence of a limit distribution »/*
and limits u* and U°.

Theorem 5.5 (Existence of homogenisation limits). For allt € J; = (0,7):

1) There exists a subsequence, again denoted by vt and a weakly continuous map J; — C',t — v
s.t. ase — 0

][ / favt —>][ fdvt  locally uniformly int Vf €C. (5.34)
Q(0) /7, Q(0) J 7

The limit measure v could be defective, but

][ / rdvt < 1.
Q(0) /7,

For the volume of the liquid we have

][ / r3dut g][ / r3dug + const(Vh, o). (5.35)
Q(0) JI» Q) JT-

The limit V' is better than v in the sense, that it has a Lebesque density w.r.t. x for all t, if
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Chapter 5. Rigorous Homogenisation

the distribution of initially given centres X; is regular.

2) We have strongly Rpq — Rpq(0) in L>°(0,7T) and lgs — o) (x) strongly in L>((0,T x R3),
where Ig(0) denotes the characteristic function of a set S.

3) There exists a measurable map J, — HY(Q(0)),t — u®(t) s.t. u® — u> strongly in L?L?
and weakly in L°H".

4) There exists a measurable map J; — C?(Q(0)),t — U>(t) and a measurable map J; —
C2(Q(t)),t — v®(t) s.t. U — U™ and v° — v™>° strongly in L2L? and weakly in L*H*.

Proof.
1) (Limit distribution of radii)

Here our proofs follow [Nie04a].
Step A: Weak Holder regularity of the family {v!}; in time.
Let f € C. With (5.30) and the Cauchy-Schwarz inequality follows

to d
\f gavi —f [ fave| | f / Fdvidt| = | f / Oy fa, dvidt]
Tr Q(O) Tr t1 TIr t1

< |ty — o] V3( /t / / r3ay (r,t)2dvt)/? sup |0 flr 3
1 T reJr
Const(f, k)

<ty — to]/?
<t =t min, x X(r, fz (x)U® - v)

which is due to the fact that (5.15) and (5.28) are uniformly bounded in e.
Step B: Convergence of {v!};, locally uniform in time.

From (5.15) and step A we get by the theorem of Arzela-Ascoli existence of a weakly continuous
family {v'}; s.t. for a subsequence the equation (5.34) holds for f in a countable subset of C N
C*(92(0) x Jr). By means of (5.15) we see that we can enlarge the result to all f € C.

Step C: Tightness of v/ w.r.t. radii.
We show that for given § > 0,7 > 0, there exists rz s.t.

sup / rduvt < 6. (5.36)
te(0,7) /r>T1

Let 1 be a smooth cut-off function, s.t. n =1 forall r > rz and n = 0 for all r < %1"7. We calculate
NE
dt/ nridvf < |2 (1) 4 20r2)7] by (5.1)

i= 1

< EM\Q 3 1/2(2: (|7 ()23 + 1 ))1/2 by Cauchy-Schwarz (5.37)

We estimate the second factor

NeE NE 02
2077 (ri)?rd +n?) <2 =L/ ()% + 3 27" by the def. of 7. (5.38)
i=1 i=1 T "rim1
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5.5. Existence of the homogenisation limits

We put (5.38) into (5.37) and get

4 / mrddvs < (3 [ Prd)l/? Consty by Lemma 5.6 b) & c).
dt Jo 1ENE 7“37/2

By integrating up over t € (0,%), £ € (0,7) together with 7|7 = SUDjen(0) 1§ We get

SO

o0 toaT
/ nridvs < C’on% by Def. 5.2, d) and by (5.27).
0 r

T

(Con§t27)2/3

By taking the supremum over all £ € (0,7) and choosing r; > we have proved (5.36).

Together with Corollary 4.7 and Def. 5.2, d) we get fo,) [, r3dvt < fo0) 7, r3dv + const(vh, o).
From (5.15) we get foq) [7, dv' < 1forallt € J.

Step D: First we want to show that the marginal of ! w.r.t. = has a bounded Lebesgue density
i.e. there exists a constant ¢y, s.t.

][ Cdutch][Cd:L'
QJ7. Q

for all nonnegative ¢ € C°(€2(0)) and all ¢ € [0, o).
We consider a fixed ¢ € C1(£2(0)). We estimate for all i € N

¢(X;) < consty

¢ dx.

stgTi(Xi)Cd:'j < constg/
B, (X;)

|Besr (X3)| — e JB,
This implies
to consto
dvl = &3 X;) < cons / dr < / dx,
1 o CIE= 3 (X < YL o) ©

1ENE Tmin iENE T'min

since ¢ is sufficiently small enough to avoid collisions. The result for general ¢ follows by approxi-
mation.

2) (Limit domain)

The bound (5.10) yields Rl‘ffj = lim._o Rpg = 0 i.e. lime_o Rpg = Rpq(0) and in particular Q> =
Q(0), i.e. Tgs(-) — Lo (-) strongly in L*®((0,7 x R?).

3) (Limit of the chemical potential)

Since V€ is uniformly bounded in L2L?, see Th. 5.3, we get the existence of a suitable subsequence
which converges in L2L2. By the Rellich-Kondrachov theorem, see the book of Alt ([Alt99], A 6.4),

we get strong convergence of u® in L?L?. Hence u® — u* in L2H!. That in the limit we have €(0)
as domain follows from 2).

We remark, that our estimate from Th. 5.3 relies on 7 < oo so the convergence in time cannot be
extended to infinite times.

4) (Limit of the mechanical displacement and velocity)

Analogously to 3) we find from Th. 5.1 that U — U® in L2H" for a suitable subsequence. We
recall that we fix the representant in the class of equivalence RD. And from Th. 5.1 together
with Th. 5.2 we get v — v™® in L2H', where we deal with a fixed representant in the class of
equivalence RDj. O
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Chapter 5. Rigorous Homogenisation

5.6. Homogenised problem with kinetic equation

We derive the corresponding limit problems for regime (DC), which are solved by u>, U* and v!.
We can determine the solution only of the mechanical part of this coupled limit problems and find
so a good approximation to our original mechanical problems with fixed €. Thus we consider the
homogenisation of the mechanical boundary value problem at first.

Theorem 5.6 (Homogenised mechanical BVP). Let v! and vl from Theorem 5.5 be given and t
be fixed. Then the limit U™ solves the following limit problem,

=V - (Astr(U)I3 + 2u5e(VU)) = vz € Q(0), (5.39)
(Astr(VU)3 + 2use(VU®))v = (p Po)V Vo € 09(0). (5.40)
We find U = (p—po)z and og(U®) = 771’0 P2 )L where this solution is unique up to all infinitesimal

rigid displacements RD as defined in Def 2 1.
The homogenised velocity BVP is

=V - (Astr(v>®)s + 2uge(Vo™)) =0 Va € Q(0), (5.41)
(Astr(v™)s + 2use(Vo™))r =0 Vo € 092(0), (5.42)

which has the solution v*° = 0.
The limit problems hold in sense of distributions i.e. for all test functions in C°°(Q2°°;R3).

Since the limit problem for U™ is uniquely solvable for fized representatives in the class of equiv-
alence RD and for v*>° uniquely solvable in the class of equivalence RDy, this yields not only
convergence of a subsequence, but strong convergence of U¢ — U in L>H"' and strong convergence
of v° — v™ in L°H'.

We see that v*>° = U, i.e. the homogenisation limit and the time derivative commute, what
cannot be expected in general. Furthermore for boundary values on the interfaces we have r; U “lr, -
v — al + bl (r;) strongly in L?.

Proof. We recall, that the time-dependent domain Q°(¢) enters in the mechanical BVP only as
parameter. We test the mechanical BVP with an arbitrary function ® € C*°(Q°; R3) and integrate
by parts

0= [ V-(\str(VU)Is + 2uge(VU))®da
QE

__ / Ostr (VU5 + 2us5e(VU?)) - Vdda

€ .

2
[ a3 [ @@ h )+ =)+ pr)eda
1ENE v '

= —/ (Astr(VU®)I3 + 2use(VU?)) - Vodz

—/ (p— p0<I>dA+s3Z/ p+—<1>dA
o0

iENE Ii

As ¢ — 0 this converges with the uniform bound on U® € H' and since og is linear in VU?, to
0=— / str (VU + 2u5e(VU™)) - VO — / (p — po)PdA

and by integrating by parts back we find the homogenised mechanical BVP. Analogously the result
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5.6. Homogenised problem with kinetic equation

for the velocity problem follows.

We get by the corrector result of the mechanical monopole approximation, see Lemma 5.4, that

lim —al +0bi(r),

e—=0J1, €°1;
where af as in (3.61) and b' as in (3.63). O

Lemma 5.9 (Convergence of the nonlinearities). From Th. 5.5 follows

1) The function X, which is nonlinear in u®, converges strongly to a constant X*° as u® to u™
strongly in L?.

2) The function X, which can depend nonlinear on f7; U® - v, converges to a function X*°, which
depends only on r;. This holds for arbitrary r; € J,, hence we can consider X*° as function

of r € Jy.

3) The function = converges strongly to a constant 2 as u® to u® strongly in L?.

Proof. We note, that in general nonlinear functions are not continuous w.r.t. weak convergence.
But here we have:

1) According to Assumption 5.31 we have X' (uf) = Const(1 + e’Yy(u®)) and y is continuous.
We use, that the maximum principle is uniformly in ¢ (see Corollary 5.1) and estimate

| X (u) || oo < Const(1 + %Y const|u|p=) < Const(1 + constae) (5.43)

with constants independent of €. Thus || X (u®) — Const||p~ — 0 as ¢ — 0.

2) Due to Th. 5.6 together with Assumption 5.2 we have strong convergence of r; e, —
af + b1 (r;). Inserting this into X yields X*°(r;) = X(r;, al + bT(r;)) for every r;.

3) Follows analogously as 1).

O]

Theorem 5.7 (Problem EH for the homogenised functions in regime (DC)). Let for the data hold
u? — ul in L2, 10 — 10 in [C)' as e — O then the limits u®, U and vi, from Theorem 5.5 solve

the following limit problems, which we refer to as the Problem EH.

The homogenised diffusion problem is

—Au™ + 47r/ (U — Uine (1))dv =0 Vo € Q(0) Vt € Ty, (5.44)
Vu® . -v=0 Vo € 09(0) Vt € T, (5.45)
u™® (-t =0) = ul, vz € Q(0), (5.46)

where u™ depends on time and varies in space as v'. The Stefan condition translates into an

evolution equation for the density, a so-called kinetic equation,

At + aT(th) =0 Vo € Q0)Vt € T, (5.47)
Vimo =1° vV € Q(0). (5.48)

The limit diffusion equation (5.44) holds for all test functions ¢ € H' and for a.e. t € J, i.e.

/ Vu> -V({dr =4n 7[ / (U — Ui (1)) AV’
Q(0) Q(0) )7,
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Chapter 5. Rigorous Homogenisation

The kinetic equation (5.47) holds in the following weak sense

dt 7{2(0)/T §av' _][ /r TX£2n3( )dyt

distributionally in t € J; for all test functions & € C°(2°°; R).

The homogenised mechanical BVP and the homogenised velocity problem, as derived in Th. 5.6,
have the explicit solution

= (P —po)z Vo € Q0)Vt € T, (5.49)
=0 Vx € Q(0) Vt € J;. (5.50)

and enter as parameters.

By the homogenisation procedure our Problem E has simplified to a limit problem (5.44) — (5.48)
for u® and v, which is a inhomogeneous Laplace equation for u® coupled to the kinetic equation
for vt

Proof. From Th. 5.5 we have the strong convergence of u® in L? and weak convergence of u¢ in H'
to the limit 4™

We consider again capacity potentials ¢; of B.s, (X;) with respect to B, 5(X;) for alli € {1, ..., NOY
as defined in Def. 5.5. With the help of these capacity potentials we can test the diffusion problem
in a neighbourhood of the droplets, i.e. in ¥§ and examine what happens when droplets “shrink”
to points in the limit ¢ — 0.

Step 1: Boundary conditions on the interface

Let ¢ € C3°(J,) and ® € C. We show

/CZ(I)X“TZ/ WEV e, - th—>47r/C Oru®dy' dt. (5.51)
Tt I;

lENs t7t jT‘

W.lo.g R, = % Additionally to the capacity potentials we define other test functions 1; for all

i€{l,..,N?} on B.pi (Xi) by
bi(w,t) = dri(e®(Regy)® — |2 — Xil*) = ri(e® — 4l — Xuf?),
which we extend with zero outside of B.pi (X;). We see
9] < %ri. (5.52)
We find 9),_x, i = —8ri|z — X;| and hence 9; has the following properties:

Oy = —der; = 4r2(1 — 2e%r;)0,¢ Vo € 95\ I¢,

”vwz‘HL‘x’(BeRézt(Xi)) < der;, (5.53)
2
AI/)l = | |a\x X; |1/}l + 8|$ X; |wz = —24r;.
Furthermore
Dﬂbi = T"i(z’;‘z - 4’33 - XZ‘Z) - 87’1‘1)8 : (1‘ - Xi), (554)
|Dit;| < e(ke(1 — 4e*r2) + 4r||vf|| L) < const e (5.55)
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5.6. Homogenised problem with kinetic equation

with a constant independent of e.

We test the diffusion equation with —t; in 35 and integrate by parts,

- / (53Dtn,45(u5) + €3nAS(u€)V S0 = — Aus;
H 37
— V- (utV) — ut Ay = / ut o p; + 2477/ u® —/ ut O ;. (5.56)
e OXE\IE e I;

On Q7° we use Def. 5.4 for uf| o and add a creative zero
L

0—— [ Auswi:/. v'(ufw@o—u%wi:/ u Vw,-+24n/. u
QZ[:E QZ[:E IiE Qi

L

and get together with (5.56)

- / (2 Dinas(u®) + enas(u¥)V - )iy = / utdy; + 247%'/ us.
Eg 8Zi\fi B cR (Xl)

ext

We integrate over time (7; ¢ (t1,t2) Vi € N¢), add up and get the following estimate

t
/22 (X, i) {/ uOy1i + 247’i/ UE}|
, oxe\Ie B i (Xi)

1 e Ne St
<[ ®llcomsx ) <||nAs(Ua)||L°°(Qg) max [Yillcogas) + 53||nA8(u8)||Lw(QES7T) max ||Dt¢i||00(967)> -

to to
éz D(X;, 1) (| UE nAs(ua)] m?XWﬂ + /t /m nas(u) Dy;

1ENE t1

We use (5.52), (5.53) and that, n 4, is uniformly bounded. Let t; = 0, t2 = 7. Then we have
/ Z O(X;, ;) / utOh; + 247"1/ ut y < O &2
ieENE 827,’\17,‘ BRézt(Xi)

with a constant C independent of ¢.

We define now
CC t = 242 TZ X'“rz ))]IBgRi (XZ)(J:)?

iENE ewt

and see with

lim ( /B pee) = AT 2 (X))

for arbitrary ¢ € C§°(R?) that

/ \Ifafdxdt—>4ﬂ'/]l /rfdytdt
Tt JQE : JQ0) JTr

as € — 0 for arbitrary test functions £ € C§°(Q x J;).

We want to pass to the limit in the term

T
/ / Uy dxdt, (5.57)
0 €
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Chapter 5. Rigorous Homogenisation

where both sequences are only weakly convergent, but Ins — I () strongly.

Now we can apply the theorem of compensated compactness as stated in [CD99], Th. 13.10, to
(5.57), where we exploit, that u® is “good” in x, while W€ is “good” in t. Therefore we write
Weu® as scalar product of W& = (¥¢1,1,1)7 and V° = (u%,0,0,0) and consider for the mo-
ment as coordinates (t,r1,z2,73). div W¢ is bounded in L?((0,00) x Z) by 9;¥¢ and the em-
bedding L?(Z) — H~Y(Z) is compact. curl V¢ is antisymmetric, with the only non-zero entries
(curl V)19 = —(curl VE¥)g1 = 0y u°, (curl V)13 = —(curl V®)31 = 0pu® and (curl V)4 =
—(curl V)41 = 0p,u. curl VE is bounded in [L?((0, 00) x Z)]**4 by 2 [5° [,, [Vuf|?. Hence we find

T T T
/ / Vs = / We. Ve = / W .Vy>® = 471-/ ][ / T‘uoothdt
0 € 0 Qe 0 Qe Tt JQ(0) '

and have demonstrated (5.51).
Step 2: The kinetic equation
By suitably inserting the capacity potential ¢; and by integration by parts we get

Vu® v = ISVUE-WZ)Z-:—/ESVUE-V@-—Aua@-

:/ UEAQZ)z */ Aued)l */ uEquz- . I/Jr/ umt(n)VqSl -V
S e ons\I¢ I

= —/ e3(X (u®)(Bpu 4 v° - V) + V - v Z(uf)) i — / uVe; - v
e OXE\IE

It
1

4e
1 — 2e2p;

3
Titint (T7), (5.58)

where in the last step we use (5.19). Let ® € C. We differentiate the discrete distribution w.r.t.
time,

LS a(x;r)
dtz‘eNf
3
€
= 8,@ XZ‘,Ti ’I'“i: 8T<1> Xl',T‘Z' VUE-VdA
iEEN:E ( ) Z.EEN:E ( )47r€6r22X(ri,ﬁf Ue-v) Ji
1
= — 00 (X5, ;i / u*Vo; -vdA by (5.58
2 ) s ) sV v (5:5%)
Uint (T7) 1
> 0p(X, 1
iegl;ﬁ (K )T‘,L'X(T’Z',fjf Ue-v)l—2e%r;
1
-y 0,9(X;, 1) (X (u®) (O +v-Vu') + V- vE))p; de.  (5.59)
z'GEN:s 47”"@'2X(7’i7f7; Us-v) Jes
We estimate the term
1
0,8 (X;, 1) / (X (W) (O + v - Vo) + V - 0 Z(u)) i d
z‘EZNs 47T7°z'2X(7°i’f7§ Us-v) Jes

10, @ coea0 g3 _
< O Jom - sup(max X (10 sy + 16| ) IV a() + max Z o] 2.

ST3m .
4. min X

where we use (5.25). Hence this volume integral vanishes as ¢ — 0. With step 1 and with Lemma
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5.6. Homogenised problem with kinetic equation
5.9, 2) for the convergence of X the equation (5.59) converges with Th. 5.2 and Th. 5.4 to

U — Uiz (T
at/r(b(Xiﬂ”i)th = 7 ar(I)(X%ri)TXooz(:f)()dl/t
forall ® € C and hence the given kinetic equation holds in sense of distributions i.e. in C’.

Step 3: The diffusion equation

Let again ¢ € C§°(J:), ® € C. We test the diffusion equation with (® and integrate the third term
by parts:

0= / / (e3Dinas(u®) + 3nas(u¥)V - 0° — Auf)(¢P d dt
\7t 6

= C{/ (Dinas(u®) + 3nas(u®)V - v°)® + Vs V(I)dw—i-ng/Vu -v® dA}dt.
Tt iEN®

We choose @ s.t. ®|;, = const(i) and get by (5.58)
0= / ¢ {/ 3 (X (u) (Opuf + Vus - v°) + V -7 Z(uf))® + Vus - VO da
T s

+Z (/ umt Tz r@bi(p dA — u® P dA(I)|I¢>}dt
. OB\

iENE

(5.60)

Since uf in L?H' and Igs — Igo) strongly and since Oyuf is uniformly bounded according to Th.
5.4 this converges with step 1 to

0= / C/ Vu® - Vo dr dt — 47?/ C][ / (U™ — Ujpe (1))r® dv/* de dt, (5.61)
T J9(0) Je J9(0) /T,

from where we get

—Au™ + 47T/ (U — Ui (1))drt = 0 Va € Q(0) vVt € Ty,
Ou™ =0 vz € 09(0) Vt € J;.
This yields that u*(¢) does depend on x and t. O

Corollary 5.3 (Conservation of mass and substance). We have nas — n%(1 — 3al), nga —
7%, (1 —3a') and ps — p¥ (1 — 3al) strongly in L°L*> as ¢ — 0. The conservation of As, Ga and
mass is preserved under the limit i.e.

Q)71 - ) = N, (5.62)
200)] 75,0 - T = (1L - X) (5.63)
1200)] 53 (1 — %) = NEM (o). (5.64)

Proof. We see immediately that the global conservation for As, Ga and mass hold for all £ due to
(2.38) and (2.40) or due to (3.71) and (3.72). Note that since Y ~ &” the reference values T 45, Nigq
and pg depend on ¢, too.

This yields | [, nasdz — NEtXo| — 0in L' as ¢ — 0. We know from Assumption 5.3 that nas —
1o, (1 —3tr(VU)) strongly since u® is bounded uniformly by the maximum principle (Coroll. 5.1)
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Chapter 5. Rigorous Homogenisation

and since U exists. Furthermore VU = 3a'. In particular n4s, is bounded and we have (5.35).
By the dominated convergence theorem |Q[7145 = §Xg follows. The other estimates are shown
analogously. O

Assumption 5.4 (The homogenised problem in the dilute scaling regime). For the dilute scaling
regime we expect to find the following problem.

Let for the data hold u® — u, in L?, v2 — ¥ in [C)' as e — O then there exist limits u™ € W,

U and vl as in Theorem 5.5 of the critical regime. They solve the following limit problems.

The homogenised diffusion problem is

Au™ =0 Vo € Q(0) Vt € Tz, (5.65)

Vu>® - -v=0 Vo € 0Q(0) Vt € Ty, (5.66)

i.e. u®° is constant in space and depends only on time and is determined by the next order equation
A& + dr / F(U™ — i (1))t = 0 VreQO)Vte T (5.67)

T u® (-t =0)=ul, vz € Q(0). (5.68)

The Stefan condition translates into an evolution equation for the density, a so-called kinetic
equation,

At + aT(th) =0 Vo € Q0)Vt € T, (5.69)
V=g = ° Va € Q(0). (5.70)

The homogenised mechanical BVP and the homogenised velocity problem, are identical as derived
in Th. 5.6 for the critical scaling, and have the explicit solution

U*®={P—po)z Va € Q(0) vVt € Ty, (5.71)
v =0 Va € Q(0) Vt € J;. (5.72)

5.7. Analysis of the homogenised problem

We do not consider existence and uniqueness for the full problem (5.44) — (5.48) in this study, but
examine a special case later in Chapter 6. A result in a situation similar to this problem is the
result of Niethammer and Veldzquez [NV04]. Under suitable assumptions we can prove a partial
result.

We rewrite the kinetic equation (5.47) in the form
ot + Oravt + a0t = 0. (5.73)

Theorem 5.8 (Existence and uniqueness of solutions v* of the kinetic equation). Given initial
data 1° € CY1(J,) and if u™ is uniformly continuous in t then exists a unique solution v* of (5.73)

in C*(Jr x Ty).

Proof. The kinetic equation (5.73) is linear in v* = v!(r), 9t and §,1%, whereas the coefficients

in front of 9,1 or v!, namely a,: or 0.a,:, are weakly nonlinear, because these coefficients depend
still on non-local terms of the type [, vidr, | 7 r3utdr.

Such a first-order PDE with weakly nonlinear coefficient in front of d,¢ (where in our situation
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5.8. Special initial data for the homogenised problem

the dependence of a,: on v! is the same for all r for fixed t), has as ODE for its characteristic 7,0
emanating from 70, where 0 € J arbitrary,

Fro(t) = a(r,0(t)), (5.74)
rp0(0) = 1%, (5.75)

like in case of linear first-order PDE. The coefficient in front of d;v! is 1, which implies that we
have always noncharacteristic boundary conditions and hence guarantees, that we can continue the
characteristics of this ODE for all times t € ;.

The local existence theorem as proved in the book of Evans [Eva02], p.107, Th.2 and its application
to the linear case in [Eva02], p.110, 3.2.5.a corresponds exactly to our situation.

According to the theorem of Picard-Lindelof (since a,: is smooth and in particular Lipschitz-
continuous in r,0 and uniformly continuous in ¢) the characteristic equations (5.74) and (5.75) have
a unique solution for all times ¢t € J;.

Characteristics also cannot cross (i.e. for finite times), because this would contradict the uniqueness
of the characteristics. O]

5.8. Special initial data for the homogenised problem

At first we consider the critical scaling regime in the case of the discrete initial data from Example
5.1. By our homogenisation we have passed from Problem E, which is a modification of Problem
DCR in regime (DC), with a finite number of droplets at initial time N/ S, to an infinite-dimensional
system in the limit N0 — oo.

Lemma 5.10 (Discrete initial data and the mean field model in the critical scaling regime).
If we have discrete initial data

0 1 X
v (r) = 7 ;@;ﬂr), (5.76)

then the infinite-dimensional dynamical system i.e. the kinetic equation (5.47) and the homogenised
mean field equation (5.44) reduce to a mean field model for regime (DC) in the critical scaling, but
with a different equation for the mean field than (3.78) in the dilute regime. This mean field model
18

LS
Au™ = 47rE ;ri(uoo — Uit (7)) Vo € Q(0), (5.77)
Ou™ =0 vz € 09(0), (5.78)
T = TjXOO(T‘j) Vj e {17 ...,K}, r](t) > Trin, VI € Q(O), (5.79)

for allt € (0,7) together with the initial conditions (3.51) and (5.46).

Proof. We insert (5.76) into (5.47) and test with r7, n a smooth cut-off function s.t. n = 1 for
7 € (Tmin + 0, max; T? +0) and n = 0 for r < 7, and r > max; ’F? + 20, where § > 0 is arbitrary.
By intergration by parts we get for sufficiently small times t < ¢

u(t) — tint(ri(t))
T3 (t)Xoo (ri (t )

at’l“i(t) — =0

for all 4, r; > ryn. Thus the distribution is of the form v!(r) = + “E, Ory() (1) for t € [0, 5] and

131



Chapter 5. Rigorous Homogenisation

by iteration of this form for all times ¢ € [0,7). (5.44) reads now

1 K
—Au™ + 47r? Z ri(u™ — wine(r;)) = 0.
i=1

O]

We now consider the dilute scaling. Our result will be, that we can identify 4* with the @ in our
mean field model in case of discrete initial data, as introduced in Example 5.1, and if we set h* =0
in our “ad-hoc” mean field model from Subsection 3.3.5.

Lemma 5.11 (Discrete initial data and the mean field model in the dilute scaling regime).
If we have discrete initial data (5.76) then the kinetic equation (5.69) and the homogenised mean
field equation (5.65) reduce to the mean field model for regime (DC), (3.70) and (3.78).

Proof. We proceed as in the last lemma and we get for all i with r;(¢) > 7pin

u™(t) — wine(ri(t))
’l‘i(t)Xoo(?”i(t )

6,5’/"1'(75) — ) =0.
Thus the distribution is of the form v!(r) = + YK, Or, () (1) for all times ¢ € (0,7). (5.65) reads

now
K

X 0u (t) + 47% S (1) — wine(r:)) = 0.
i=1

If we identify u® with our heuristically derived mean field @ of the mean field model for regime (DC)
from Subsection 3.3.5 and further identify X*° with X and X* with X, then the infinite-dimensional
system reduces to the mean field model for regime (DC). O

We emphasise, that 4*° depends on ¢ and x.
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Chapter 6.

Analysis of mean field models

Despite our coupled PDEs could be solved numerically by the approximation scheme, which we
used in Section 4.3 to prove existence and uniqueness, this procedure is quite slow and we are
interested in simulations of several thousand droplets, which is a realistic number in experiments,
see Section 3.5. As we considered in Chapter 3 we can exploit the scaling behaviour of our system
and look, what happens if we make the scaling parameter ¢ arbitrarily small. This leads to so
called mean field models, which are first order approximations in € of the full Problems D and DI.

We recall that the mean field models on one hand are received from our Problems D or DI by
formal homogenisation for the dilute scaling regime in Sections 3.3 and 3.4. On the other hand,
in case of regime (DC) in the critical scaling, mean field models from Problem E are obtained by
inserting special initial data into the kinetic equation, which we rigorously derived in Chapter 5,
for ¢, see Section 5.8.

In this chapter we consider the full mean field model including terms with A* derived by formal
homogenisation from the full Problems D or DI in the dilute scaling regime. We consider numerical
simulations for fixed € = g9 = 1071,

According to our discussion in Section 3.5 we would have to consider N0 = Nfey 3 & 4200 pre-

cipitates (see also Table 3.1) and K different droplet radii, if we assume an initial distribution of
radii of the type of Example 5.1. Since it turns out, that we can only run simulations in reason-
able time for small numbers of K we consider only the case of K < 20 and assume that these K
droplets are periodically distributed. By abuse of notation we write in the following N° = K and
N(t) = {Z S {1, ...,K}‘T’i(t) > Tmin}-

In the following we demonstrate, that these mean field models, which are macroscopic models, can
not only be simulated much easier and faster, but the analysis of these models gives also some
insight on the macroscopic behaviour of the system e.g. equilibria and its stability. We consider
the mean field models with variables r; and u i.e. (3.70) and (3.78) for regime (DC) as well as
(2.163) and (3.85) for regime (IC).

6.1. The mean field problems

The systems of ODEs (3.70) and (3.78) as well as (2.164) and (3.85) are autonomous. Our models
lead hence to the analysis of dynamical systems, which we call the mean field problems.
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Chapter 6. Analysis of mean field models

Definition 6.1 (Mean field problems).

7 ()
u(t)

where in the regime (DC)

H(r(t),u(t)) Vie{1,.,.Nt)} Vte (0,7T), (6.1)
G({ri(t) hr<izw, u(t)) vt € (0,7),

_ T ()
TZ‘X(TZ‘) ’
o gpien Ti(T — Uine(1i))
= R @ls{n) )|

while in the regime (IC)

a — ug (U, ;)

H:= ——
Z(ﬂa 7’1‘)
g = —47rEi€N ri (@ — u (i) ?&EZ%

X@)|Qs({rit)}m)|

together with the initial conditions
ri(t=0)=17), Vie{l,.,N°, a@(t=0)=7a" (6.3)
is called the mean field problem.

All other quantities e.g. Rpq are determined in this model by explicit formula.

Remark 6.1 (Discussion of small volume fraction for fixed g¢). The reason for considering |Qg|
instead of || in the denominator of the mean field problems i.e. we do not neglect the terms
e93,en s, is that stable radii exist, which are of order D (see Fig. 6.2), and which have non-
vanishing volume fraction. This means, that terms 59EZEN r3 yield a significant correction for the
particular choice of €9, while other terms are of higher order.

In the following we consider everything in unscaled dimensionful quantities, unless otherwise stated.

The ODEs (6.2) for regime (DC) and regime (IC) have jumping coefficients if and only if a droplet
vanishes i.e. the right hand side is not Lipschitz continuous in r; and @ for all times. Hence we
cannot apply the theorem of Picard-Lindel6f directly, in order to conclude existence and uniqueness
of a solution @ for all times directly. But we get

Lemma 6.1 (Existence and uniqueness for the mean field problem). There ezists a unique smooth
solution (u,r;) of the dynamical system (6.1) — (6.3) for all t € (0,7) \ Ujen(0)Ti which is at least
continuous for allt € (0,7).

Proof. We check that the r.h.s. is Lipschitz continuous in r; and @ as long as no droplet vanishes.

If we reach t = 7; for some i € N(0) we start at time 7;+ again with new initial data and
N(7i+) := N(7;) \ {¢} and get again a smooth solution. Hence the global solution is smooth for
all times ¢ # 7;,7 € N(0) and at least continuous in 7;, i € N(0). O

We assume for the rest of this chapter that for regime (IC) we can approximate

U — g (U, r;) &= U — Wint(1). (6.4)
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6.1. The mean field problems

This can be motivated by the approximation (3.88), if we assume Hj;/Hy, = 1 and inserting therein
the approximation (2.167) for X#. The approximation (6.4) allows in particular to treat the two
regimes (DC) and (IC) simultaneously in this chapter.

In order to compare the mean field w with radii r; we rewrite @ in terms of a radius:

Definition 6.2 (Mean field radius). We define the mean field radius as

T'min ; ﬂ(t) € [Uint(rmin)a —|—OO),
7(t) := u;hjf(ﬁ(t))7 u(t) € (limy—too Wint (1), Uint (Tmin)), (6.5)
400 ;o () € (—oo, imy— o0 Uint (7)].

Since Uiy 2 7 € Tpr — (iMy—s 400 Wint (1), Wint (Tmin)) s continuous and strictly monotone the mean

field radius 7 is well-defined.

This allows to rewrite (6.2) and our dynamical system can now be formulated as

Fi(t) = Ha(ri(t), 7(1)) Vie {1,., Nt} Vte (0,7), (6.6)
7(t) = Ga({ri(t) }r<isa, T(1)) vt € (0,7), (6.7)

where we define for regime (DC)

Wint (T) — Wint (75)

Y - dr =, NTi(umt(?) — Umt(ﬁ'))
Hs = 53 , Go= inl in g= T = = — _
) 2 = Ui (in ()G = L e = s (a1 7))
where we use u},,(r) < 0 or for (IC)
Ho = Uint (?) — Uint (rl) g = An EiEN 7”@'2 (H — Uint (ﬁ))%
? Z@r) O i x@Qsdrn@hn]

with initial conditions

rit=0)=72, Vie{l,.,.N°, 7F(t=0)=7":=u;\@). (6.8)
We do not change notation of X (for (IC)), Z, X and |Qg|, though they are now functions in 7
instead of .
There holds a maximum principle for @ or for the “critical” radius of the dynamical system, which
is 7. We prove the maximum principle in Lemma 6.4.

Remark 6.2 (Mean field problem with approximation of w;,). In Appendiz C.1.2 we show, that
our strictly monotone functions yint or uin: can be approximated for small mechanical terms. By
(C.38) we approzimate yini(ri) ~ 1+ ¢1 + % with strictly positive constants e.g. ¢ ~ 0.05 and

Co ~ R%Zg ~ 0.55 and together with (A.17) we find win(r;) =~ %(61 + %) ~ ]+ % with ¢; ~ 0.1

and co =~ 1.1. This approximation allows later to compare our results with the results of classical
LSW theory. If we assume

C
Uint(r) = ¢1 + 72 (6.9)

i.e. c1 = lim, 4o Uine(7), then T = ﬂfQCl. Furthermore we approzimate X(r;) ~ X(1) =: X, since

this functions depends “weakly” on its arguments. Then the ODEs read for regime (DC)

1 1
T i r X
7= CQHX(W) = CQTZ%XC Vie{l,..,.N(t)} Vvte (0,7), (6.10)
KX FEz‘eN(Tz 7")
= 47— vt e (0,7 6.11
T ®Is((rih) 1) (6.11)
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Chapter 6. Analysis of mean field models

and c1 drops out completely.

For (IC) our approzimations are with Z(u,r;) ~ Z(uint(1),1) =: Z,

11 =
Fi= corm Tt = gyt Vie {1,..,N({)} Vte(0,T)
L. 1T
FEi ri(ri — 7 Xe
7= dg N ( )% vt e (0,7)

X(M)[Qs({ri}, 7]
First we examine the system of coupled ODEs (6.6) — (6.8) analytically.
6.2. Available free energy for mean field models

In this section we work with scales and with dimensions.

For the approximation of the availability by the mean field models holds

Lemma 6.2 (Availability for mean field model).

(6.12)

(6.13)

1) The availability for the mean field model, which we get by plugging in the approximation of u by
ug, of U by W and the corresponding approzimations of the Stefan condition, is for both regimes

(DC) and (IC) non-increasing with time.

2) We have as explicit formula for the availability for the mean field model in the regimes (DC)

= |Q\<Rbd>[po — P+ (L& (1 — Xg) + p4em Xs) (@) (3 — Y )ng (1 —

9Z (et — nisa) (@) (Xs(@) — X1)(3 = Yv)ng

1EN
2D
+ 4 Z PL R,
iEN 3 pS

while in regime (IC)

= |Q|(Rbd)[po =P+ (el (1= Xs) + pied" Xs) (@)(3 — Yy )ng(1 —

92 (g — pde™) (@) (Xs (@) — X1)

iEN
+ (08, (7)) (1 = X}) + v}, (7) X}, — 79)](3 = Yv)ng
2
+ 4”592 7pL R
1EN 3P pS

Proof.

Po—P
)
(6.14)
Po—P
)
(6.15)

1) Follows directly from (A.32) which reads for our mean field problems for regime (DC)

d € 2
th /Qs [Vuyl|* <

For the regime (IC) this reads

d 1 L
%AE = —47‘(2 MAs UA, ’I"i) + 4Gsbi?)2 + ([[#Ga]](UA;Tz‘) + 4G5bi#)2) <0.
S

1EN
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6.3. Stability and instability of a finite number of liquid droplets

2) First consider the regime (DC). With the mean field model the availability (A.35) simplifies to

A® = \Q!(Rbd [po =P+ (HEatYea + pies"Yas) @nd (1 — 3a)]

e’ Z [— (L& Yo + PG Y as) @NG(1 — 3a)
ieEN
+ ((Mgf;"( (1= X7) + pdem (@) X )nd(3 = Yy ) (1 — 3(al, — 6% — hj (r:))) (6.16)
+ 3k (08 + 13 (ry) — ZL (a+b:)))]
S
+4W€92 2PL SR
€N 3PS

and with the definition of X¢ this can be rewritten as

= IQ\(Rbd)[po — D+ (udet (1 = Xs) + pdea" Xs) (@) (3 — Yv)ng]

e c 3—Y % % *
TS ity — e s 2 (1 3a) — X3 (1 - 3(a) - 6%~ 5 1)
1EN
P @030 =+ 6%+ i) = T + 9k + )~ Bt o)
—|—47r€92 ol
1€EN 3PS

By neglecting higher order terms in h and & we receive (6.14).

For regime (IC) we have

= | (Rpa) (o — D) + (1 (Rea) — 92 (HET Yo + PG Y as) @WnE(1 — 3a)
ieEN
e’ Z ((pdem(1 — X7) + pem X 1) (3 — Yv)ng (1 — 3(a + b;) + 3hi(1:)))
1eEN

+ (vGay (71) - v(1 — X@ +vas, (74) - vX] — ) (3 = Yy )n& (1 — 3(af, + 6% — h}"))
+ 3k, (08 + 13 (ry) — %ﬂa + )]

S
2p
+ 47e? z pL oft
€N 3 P S
and in our approximation this yields finally (6.15). O

The explicit formulas for the availability (6.14) and (6.15) allows in principle to determine stable
and unstable equilibria as maxima, minima and saddle points of the availability.

6.3. Stability and instability of a finite number of liquid droplets

A natural question to ask is how the dynamical system deduced from the mean field model evolves
with time. Here we consider the case of a finite number of liquid droplets A0 at initial time. In
this section we classify stationary solutions or equivalently referred to as equilibrium of the mean
field model and discuss their stability. Finally we determine the long-time behaviour of the system.

Definition 6.3 (Stationary solution or equilibrium). We define as stationary solution a time-
independent radii distribution {r{°}1<i<noo, 15 € Ty, a fized mean field U, a fived domain Q> and
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Chapter 6. Analysis of mean field models

Figure 6.1.: Availability [in 10727 N m] versus radii [in 10~ m] for the mean field model of a system
with A'? = 2 and here N{* = 2.39-10~*mol, py = 10°Nm~2. The equilibrium (r; = r2.,,,72 = 2,;,)
is unstable, (r1 =7l 72=0), (1 = 0,72 =1l ,;,) and (ry = 12,72 = r%,,) are metastable saddle
points and (ry = rl,,,,m2 = 0), (r1 = 0,72 = 12, ;) are stable equilibria.

a fized number of particles N°° such that

0 = H(r{°,a>) Vie {1,..N>},

7 0

0=G({r h<icnee,u™),

i.e. we require
. d
ri(t) =0, u(t)=0, £|Q(t)| =0, N = const. (6.17)

We abbreviate the fraction of droplets, which exist at time ¢ or in an equilibrium, w.r.t. the number

of droplets at initial time ¢ = 0 by n(t) := % or 9™ = %.

We can calculate explicitly equilibria {rf°}1<j<pare, T, Q°° and N,

Lemma 6.3 (Necessary and sufficient conditions on equilibria). For both regimes (DC) and (IC)
there holds:

1) We have equilibria i.e. the conditions (6.17) hold with N> € {1,..., N°} droplets, iff

re = u;,i(ﬂoo) =:Tstat Vi € N(t), (6.18)
1 Xo — %UOOTgmtXL(Tsmt)%
u™ = Xg ' ( o)), (6.19)
1 — 4mpooy3  no(rsiat)
3 n stat Né%

oo 2] 1 dr A7

|QR’ | = A0 = pA(ﬁoo) [Mé% - ?noorgtatpL(Tstat)] + gnoorg’mt- (6.20)
S

Therefore we do not make any assumption on the shape of Q°°. If Qo = Bg,,(0) then (6.20) is
equivalent to

/3 1 3
Rgg = E|QOO’ = i/NO(pé(UOO) [EMd{ - noor?tatpL(TStat)] + noorgtat)'
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6.3. Stability and instability of a finite number of liquid droplets

2) If we assume that ™ is concave as function of Tsiar, if we assume that win, is convex in rsq and
if imy 00 Xs(uint(r)) < Xo, then the condition (6.18) has two solutions for the stationary radius
Tstat for sufficiently large N{t,
N®) (N
Tstat € {Tﬁrit ) Tstab )}

3) In the special case N°° = 0 we have equilibria iff

= X' (Xo), (6.21)
1©2°°] Mg
Q] = =2 (6.22)
NO pg ()

Proof.
1) We have due to the Stefan condition (2.153)

U = Uit (15°) Vie{l,.. N}

and because u;,; is continuous and strictly monotone in the radius this holds iff all stationary radii
are identical.

Plugging this into (3.73) and (3.74) together with (3.78) and (3.76) yields the other two conditions.
2) The conservation of As (3.71) simplifies by plugging in (6.18) to

4

47
Né{XO = (N(? - ?TgtatnL (7stat)) Xs (W) + ?noorgtatnL(rstat)XL (Tstat),

that can be expressed, since Xg is continuous and strictly monotone, as

XONO 4‘; noorgtatnL (Tstat)XL(rstat)

Xs(™(rstat)) =
o NR 3 77 statnL (Tstat)

(6.23)

The possible values of 75, can be determined as intersections of Xg(u® (rstqt)) with Xg(wint(rstat))-

Xg(u™>) is concave and strictly monotone decreasing in 7gs4q¢, while Xg(tint(rstqt)) is convex and
strictly monotone decreasing in rgq:, see Fig. 6.2 and Fig. 6.3. Therewith the difference Wp :=
Xg(u>®) — Xg(tjnt) is concave with Wa (rgqr = 0) = Xo — Xg(uint(0)) < 0 and YA (rstar = Tmaz) =
— X5 (Uint(Tmaz)) < 0. The equation ¥ = 0 has hence either exactly 0, 1 or 2 solutions depending
on the sign of WA (ry) where

rq = max Tstat
Tstat€ (Tmin sTmax

We consider the family of concave curves W (7siqt; ¢a) which are continuously differentiable in the
parameter ca := {7 and have the common point VA (Tstat = 05¢a) = Xo — Xg(uine(0)) < 0. If we
0

derive WA w.r.t. the parameter cp we find for fixed rgqs

47 Xo— Xp(r
acA \I]A(Tstat) = ?Tg’mtnL(Tstat) 0 (nsz((lis)mt) 5 <0
(1 3 77 stat Né% )

since X7 > X, according to Lemma 2.4 and X1 > Xo. We have Ua(750150) = Xo — Xg(uint)
which gets positive for a rgq < umt(X g (Xo)) = Twmaez Where we use our assumption Xy >
lim, o0 X5 (ine(r)). By the intermediate value theorem there exists ¢}y s.t. Wa(7stat; ci) > 0 for a
points rsq¢. Hence for ca < ¢y and since the curves are concave we can find two intersection points
i.e. solutions of (6.18), which we denominate with r..;; and T‘Smb where 0 < Tt < Tstab < Tmaz-

By some asymptotics or numerically we see that for % < N{t sufficiently large, which is a

NRa
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Chapter 6. Analysis of mean field models
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Figure 6.2.: Xg(uint(rstar)) and Xg(u>®(rstqt)) Figure 6.3.: Zoom of Fig. 6.2 for small radii,
(red/green line). The equilibria for N> = 1 the intersection gives the critical radius repit.
for the total number of atoms Ny = 20 N{* i.e. In both figures radii are measured in units of
N0 =20, are given as intersections. Ro = 10""m.

reasonable assumption in our model, WA > 0, see Fig. 6.4. We note that, we see from Fig. 6.4 that
we cannot assume vanishing liquid volume fraction in the formulas for Q(t) and %(t), as pointed
out in Remark 6.1.

1|:|”

&
65—

[ —
4
2—
- Frieprrrrprieerp et

u] 25 &0 75
rl

Figure 6.4.: The equilibria 7¢.;; and 7gqp [in 107 m] depend on Ny [in units of 1] for N> = 1.

We remark, that the reason, why we abbreviate the smaller equilibrium radius ré\[; as “critical”
radius, is that, that for a single droplet i.e. N'*° = 1 these droplets are critical in the sense that, if
we disturb r..;; a little bit, the system goes away from this radius, see the plot of r; against r in

Fig. 6.5.

Precisely this instability is due to change of sign from — to + in the Stefan condition at 7., while
for 74qp the change of sign is from + to —, hence 74 is stable for N = 1.

3) Is a special case of 1) and 2) where (6.18) is no condition since N(t) = §) and n°>° = 0. O
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6.3. Stability and instability of a finite number of liquid droplets

0.5

d/dt 11

10 20 30 40 50 a0
1l

-0.5

Figure 6.5.: Plot of a typical Stefan condition of regime (DC) for N (t) = 1 i.e.
7; in units of [1 nm (107% s)7!] as function of 7; in [1 nm] in case of Ny =
2.39 - 10~ mol.

Remark: If there exists no intersection at all, then 7; < 0 i.e. the system reduces the number
of droplets until at least one intersection exists or until N'*° = 0. If there exists exactly one
intersection i.e. rgsqr = Terit = T'stap then the Stefan condition has no change of sign and hence 744¢
is unstable, a “saddle”.

Note that this cannot be enlarged at once for N > 1. But for many droplets we will prove in the
following rigorously that r..;; stays critical. For the moment this can be motivated numerically by
the fact that r..; is almost independent of A'*°, but what can we say about stability of rgq,?

We use in the next theorem the definitions of instability, asymptotic stability and stability as
defined by Walter [Wal00].

Theorem 6.1 (Stability of equilibria of the mean field problems). We consider N°° droplets and
work in this theorem with typical material data as given in Appendiz D and with the stated approz-
tmations of X, Z and X .

Critical radii (rerip =~ 0.2 - 10_10m) are always unstable.
Other stationary radii are unstable for N°° > 1 and asymptotically stable for N°° = 1.
For N°° = 0 the system is stable, but not asymptotically stable.

We emphasise that this result holds for both regimes (DC) or (IC). Hence we cannot decide from
the equilibria if we are in regime (DC) or (IC) or a combination of both i.e. regime (DC & IC).

Proof. We want to apply the theorem of Poincaré-Lyapunov (see [Wal00], S. 278/9, Sdtze VII +
VIII) i.e. we examine the stability of the dynamical system {G, H} by linearisation around the
stationary radii rgsqy.

We introduce the abbreviations
di ==1; —Trstat Vi E N, E:ZF—Tstat.

Furthermore we write

wlfridien, 7(6) = 1 FI0s({rid, Pl
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Chapter 6. Analysis of mean field models

In this new variables {d;}icn,d the linearised system is for (DC)

. ! sta d— d; — = .
@:WM”ﬂ( )+d&f@m Vi € N, (6.24)
Tstatx(rstat)
= 1 - Tstat 2
d= —— = — ood—— d;) + o(d;, a ,d;d 6.25
u;nt (Tstat) W(TStat) lGZN ) ( )

where we use U = wint(T'stat). W(Tstar) here is just short for w({r; = Tstat ieN, T = T'stat)-
The system (6.24) and (6.25) can be written in the form
D= AD

with A an (N + 1) x (N°° + 1) matrix which represents the coupling of the liquid droplets via
the solid matrix mean field. The entries of the N + 1 vector D are the N'*° distances of the
equilibrium to the radii r; and to the mean field radius 7. More precisely

(A)Lj = (SijAl Vi, j € N, (A)i"/\/’oo+1 = —A Vi € N,
1 . o
(A)Noc+l,j = _/\WAQ VJ c .ZV7 (A)NOO+17N00+1 = —77 f127
where
Ay = Uiy (Tstat) , = —stat (6.26)
TstatX(Tstat)’ ' w(rstat) ’ '

For (IC) we can argue as for regime (DC), but we have instead of (6.24) and (6.25)

. ! sta d— d; . _ ‘
dz‘ — iLmt(T t, t)( ) +0(d?,d2,did) Vi e N,
Z(uint (rstat) ) rstat)

= 1 - sta X in stat )y 1 sta
dzgfggfa:_rftfwt&tﬁr“)“w_gfzyi o(d2,d’, d;d).
Uint (Tstat) w(rStat) Z(uint (Tstat)a Tstat) iEN
and instead of (6.26)
Ay = — u;;mg (Tstat) (a - dz) — Tstat X(uznt (Tstat)a Tstat)

)

Z(uint(rstat)’ Tstat) w(Tsmt) Z(uint(rstat)a rstat) '

Due to the special structure of the matrix A we can prove by induction over N, for N > 1
det(A — Marp1) = AA + 7245 — A (A, — VL

For N*° = 0 the only eigenvalue is 0.

Hence the spectrum of A consists of eigenvalues 0, A; — n®°As and N> — 1 times the eigenvalue
Aj. Since ujy; is monotone decreasing A; > 0 and since

1—-v . p 4m

W(Tstat) = 7[M0 - ?77 TgtatPL(rstat)]P,(Uint(Tstat)) >0

together with our assumptions on X for (DC) or on X and Z for (IC) we have Az > 0.

Due to definition of n°>° we have

A1 > Al —T]OOAQ > A1 —AQ.

142



6.3. Stability and instability of a finite number of liquid droplets

We have sign(A; — n®As) = sign(—ul,, (rstat)w(Tstat) — 171240 X(Pstats Uint (Tstat)) for example
for (DC). By plugging in concrete values for rgq we see that Ay — Ay > 0 for rgq = rerie and
Ay — 1Ay < 0 for rgqr = Tsap for typical material data in case of both regimes.

We conclude that A has at least one strictly positive eigenvalue A = A; unless N' = 0,1. Hence
T'stap i unstable if N'°° > 2, and r,.; is always unstable.

The theorem of Poincaré-Lyapunov gives us no information about stability if maxy Re(A) = 0. But
for N*° = 1 we already know that 7, is asymptotically stable and for A’*° = 0 the system is also
stable, since droplets cannot appear in our model and hence w = const, but not asymptotically
stable.

Critical droplets are maxima of the availability, other stationary radii (N > 1) are saddles and in
the special case of N' =1 or N/ = 0 we have minima of the energy. The case of no droplet is a
absolute minimum, but it is not clear if the system can go to the global minimum, since it would
have to pass a “barrier of critical radii” which has relatively high energy. This depends on the
initial energy. O

We remark, that the choice of considering the mean field problem (6.6)-(6.8) with an “artificially”
introduced ODE for the mean field radius enabled this form of the proof. Otherwise it is in general
difficult to calculate the eigenvalues.

Remark 6.3 (Availability of equilibria). Alternatively we could prove the last theorem by deter-
mining maxima, minima and saddle points of the Lyapunov function A.

The initially given value of the availability A(0) allows to determine which equilibria are possible,
i.e. these are equilibria with available free energy Aeq < A(t) < A(0).

We emphasise that we work here contrary to Section 6.2 in a notation without . For equilibria the
equations (6.14) and (6.15) simplify by using in particular (6.20) in our approximation as

M(XO) NER Po—7p

A=) O | BTk

+ (:U“glae;n(l - XS) + M%?seSmXS)(uint(rsmt))

47 P _

+ 51 al(1 = Z5)(po — D)
Ps

+ ((MCG}L;?(uint(Tstat))(l - XL(Tstat)) + Mféﬁegn(uint(rstat))XL(Tstat))

- %(Hgfgn(l — X§) + pA X s) (wint (rstar))) (3 = Yv))ng]

gﬁL )O’R.

+ 47”7007“3mt(1 - 3%

Another representation of this formula is more suitabel to compare with the result in [DD0S]. By
starting from (6.16) together with (2.56) and (2.57) and with the further approximation % ~ 1 we
get

A = |Qs|(Rpa, {7 }ien) (Gas Yaa + tass Yas)(@)nE(1 — 3a)

S 03 (i, (1)1 = ) + g, (8) X (1 — 8(a — b ()

iEN
47 <> 47
. 2
+72T?IJ'US y]]i+f2riaR
3 : 3 :
1EN 1EN

where A corresponds to the formula stated in [DDO0S8], eq. (8.13).
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Chapter 6. Analysis of mean field models

6.4. Convergence to equilibria

Unfortunately we do not have in general some monotonicity of the mean field in time, but we can
state some positivity result for w.
Lemma 6.4 (Maximum principle and monotonicity result for the mean field). Assume N > 1.

1) If u < ming, (uint) then u > 0. In particular @° > ming, (i) implies @ > min g, (uine) for
all times t € (0,7).
)

2) If © > maxy (uins) then U < 0. In particular ©° < max g (uins) implies T < max g, (Uins) for
all times t € (0,7

Proof. We start from (6.1) which we rewrite as

w(t)
where w(t) = X(u(t))|Qs(t)|, s(t) ==y vi(t,u(t))@(t) — wine(ri(t)) with strictly positive weights
v;. For regime (DC) we have v; = 47r; and for regime (IC) we have v; = 4wri%. The

denominator w is strictly positive for fixed 7 due to estimate (5.18) for the 3rd moment of the radii
distribution. We examine the sign of s.

If @ < ming, (uine) all summands are nonpositive and hence 7 > 0 until @ > min;e () (Uint) by
continuity of 7. Analogously, if @ > max (ui,;) all summands are nonnegative and hence 1 < 0
until w > max;e N (t) (umt) ]

Hence we can assume w.l.o.g. @ € (ming, (tint), max gz, (wint))-

Lemma 6.5 (Intersection of characteristics). We interpret the mean field radius T(t) = 150 as
a characteristic for the ODE (6.7) emanating from 7(0) = 7°. Consider r;(t) = 7,0(t) as the
characteristics of the ODEs (6.6) with starting point 79 respectively.

1) Two characteristics of radii, r; and r;, i # j do not cross unless r) = 7“9. In the last case the

characteristics coincide.

2) We consider the approximation i, (r) = c1 + co/r. If there is only one droplet left, w.l.o.g.
droplet 1 and droplet 2 has vanished at time T2 and T(12+) = 1r1(72+), then the characteristic of
the mean field radius T(t) approaches the characteristic r1(t) in infinite time or r1(t) vanishes
in finite time.

Proof. Part 1) follows as for the infinite-dimensional case. We show 2). We work with (6.10) and
(6.11) for (DC) and (6.12) and (6.13) for (IC) i.e. in our situation of only one remaining droplet
the ODE system is for (DC)

. =T - 4 ?(Tl B F)
MN=03=, =4T———F—"—
27X X (7)|Qs(r1,7)|
or for (IC)
. Fri(r —7)Ee
"M =Cc0——, T=4T—"——"".
T2 X(7)|Qs(r1,7)]

This yields for (DC) and (IC) the same relation between radius r; and mean field radius
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6.5. Typical time-lags, within droplets vanish

.G X (™) |Qs(r1,7)| -
= 4—?%
g riTXe
We abbreviate f; := %%' We consider dy = r; — 7 and get for both regimes
1 C
. L1 ‘
di=(fa—1r= E(fd = 1)ry. (6.27)

Let dy > 0 then 7 > 0 and 71 > 0 by the Stefan condition (6.10) or (6.12). For sufficiently large 7
and r; we get that f; — 0 and hence d; < 0 and finally r; — 7 — 0.

Otherwise let d; < 0 then 7 < 0 and 7 < 0. For sufficiently small 7 and 7 we get f; > 1 and d;
gets smaller until 71 = 7 unless r; has vanished before. ]

W.l.o.g. we can assume r‘f > ... > r? > ... > r?vo Vi € N. Due to the last lemma 6.5 characteristics
do not cross and the ranking of droplets is preserved with time i.e. 71 > ... >r; > ... > 1y Vi €
N Vt € J; where droplets with the highest indices vanish next, which is practical for a numerical
algorithm.

Remark 6.4 (Convergence to equilibria). The last results suggest that we have the following qual-
itative behaviour of the droplet evolution. Droplets with r) < 70 vanish at first. If there are only
droplets with 'r? < 7 all droplets vanish. If there exist droplets with 7“? > 7 then the mean field
radius is changing faster than the radii (see Remark 6.6) and is expected to run to a radius close
to a new “metastable” equilibrium

- i Wint (13)Ti
= En) %%: ri by (6.9) (6.28)
for (DC) or
i (7Y po2 Xint (7),mi)
F=u} i tint (1) Z(u,ri) ~ Xili
ot 2 X(wint (7).r:) 2

i T )

for (IC), where the last approximations is corresponding to Remark 6.2.

The droplets which are crossed by the mean field from below shrink. This succession starts again
after a droplet has vanished, until only one droplet is left, unless we get stuck in a metastable state
e.g. run “occastonally” into a critical radius. Then the mean field goes into the stable equilibrium
7 = r1. Our numerical simulations, which are documented in the next section, exhibit the behaviour,
which is described in this remark.

Remark 6.5 (Self-similarity of the mean field problem and stable radii). If we assume X and Z to
be constant in the mean field models, then the candidate for the re-scaling for self-similar behaviour
would be t ~ €2 and r; ~ e, for regime (DC) ort ~ e, and r; ~ &, for regime (IC).

But due to the existence of stable radii we cannot expect to find self-similar solutions which hold for
all times. However, we emphasise that the existence of a stable radius is only ensured for N° < oco.

6.5. Typical time-lags, within droplets vanish

For given diffusion coefficient D or bulk mobilities B” and B! we found for our original system
in Section 3.5 as time scale of Problem D, for the regime (DC), 75 = 107% s or as time scale of
Problem DI, for the regime (IC), 7§ = 10712s.
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Chapter 6. Analysis of mean field models

Remark 6.6 (Time scales of the mean field problems). For regime (DC) the typical time scales in
the mean field model in the equations (6.10) are

2

|
L 0 Vi€ N,

_Xe mi 1
Cco ’TZ‘—T"RQ

Ti =

while for (6.11) we find as typical time scale

1 R},
=[R2 0
C2|EieN(7“i - 7“)| R

T,, =Y

For regime (IC) we have as approximation for the time scales of (6.12)

7. rr; 1
T/ =2 Tl e N

7

e |ri =7 R
or for the time scales of (6.13)

1 R}
T{n = —= %Té.
ca|Xien Ti(ri — 7)<

Nl

From (3.79) we find approximately as time scale for the change of volume i.e. for the change of
Ryq for regime (DC) or (1C)
Ty < e 2Ty or Tid o< e_ng,

that shows again, that in both regimes the change of the outer boundary takes place on a time scale
which is of order 2 slower. This allows for the rest of this section to approzimate Ry ~ Rpq(0) =
103.

For regime (DC) we consider a droplet r; which is going to vanish i.e. r; < 7 and assume that
the mean field radius is close to the initial mean value of radii, 7 ~ Rj; and that all of the other
droplets are not about to vanish or vanish much slower, =, 7; & Rar. Then the radius 7; changes

2
Ry . . e s v1i_N 10
RZ 0, while the mean field varies within times of Y ez Rar—r; RZ, T0- We
Y N ~ 105 N

XCRI\I TJQ- Rm 7'32-

e X,
within times of o5 Rt

slower.

see that the mean field is by a factor

This allows a rough estimate for 7; i.e. for the time until first droplets vanish. We approximate
Ty R — e Rv=ri  \We consider droplets with Ry = 1. We solve the approximated ODE for the

Xe RIVITJQ- ’
initial condition 7;(0) = 79 ~ 0.9Rx = 0.9.

We cannot solve this ODE analytically, but a solution of this ODE has to fulfil

F(r5()) — F(ry(0)) = 24, F(r) = RM(%H + R + R2 In(Rag — 1))

which yields

X, 1 Rar =13
7 = (F(rmin = FUIN 570 = ~Rar (G(05)° = rmin)® + R (15 = rimin) + Ry I =)
~9.944-107" [107% g],
(6.29)

if we assume ¢ ~ 1. If R = 100 then we have 7; = 9.976 - 10°[107%s]. We recall that these times

are measured in units of 7y = 1076 s.
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6.5. Typical time-lags, within droplets vanish

f Ze Ry Ty
c2 Ry—r5 Ry

Analogously for regime (IC) a vanishing droplet changes within times o To, while the

mean field changes on the time scale éﬁ%m and we get for a solution of the ODE
M—Tj i

o Co Rm—ry

Ty~ Ze Rmmj
c
G(r;(1)) = G(rj(0) = Zt, G(r) = Rar(r + RarIn(Ray — 7))
and thus
Ze Rar — 1Y
i = (G(rmin) = G(r?))g - _RM(T? = Tmin + Rt ln(RM — Tm]m (6.30)

~ 1.379 [10712 5]

if we assume % ~ 1. For Ry = 100 we find 7; = 1.402 - 10* [10~!2 g].

We see that, in the (IC) regime it takes longer until droplets vanish, if we had the same time scale
i.e. 70 =7, see also Fig. 6.6 for different Rj; around 1. For larger Ry the regime (DC) yields a
longer time-lag 7;.

1.0 125 15 1.7% 2.0

[
n
o
[=]
S
[=]
=~
w

_— tauij) (Regime IC)

tauf]) (Regime DC)
Figure 6.6.: Time-lag 7; of a droplet with initial radius r? = 0.9R 5y versus initial mean radius
Rar) for regime (DC) and (IC). For smaller R, we have larger time-lags for (IC), for larger Ry

for (DC).

But if we take the time scales as calculated in Section 3.5 than clearly the (IC) regime is important
for smaller times around 10~!2s, while the (DC) regime is dominant for larger times 1079 .

In experiments larger times 7; are observed. Steinegger [Ste0l]| considers exposure times of the
wafer under heat treatment between 600s = 10min and 7200min = 5d and in this span of time
droplets of radii size of about 10~"m are observed to vanish. The reason to consider droplets, which
are a factor 100 larger, is due to the fact that it is not clear if too small droplets can be detected
at all in experiments.
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Chapter 6. Analysis of mean field models

If we considered regime (DC) for D = 107%m?2s~! then we would get 79 = 10~2s and according to
(6.29) that 7; = 9.976 - 10%s ~ 2h57min for ) = 100.

For regime (IC) we conclude that for ) = 100 we get 7; = 1.402 - 10*s ~ 1d14h39min if 7§ = 1s or
BT =9.8-107*'mol nm~2s~1.

We recall that the scale Ry is fixed by the critical radius and the minimal radius, which are about
Inm.

We consider the behaviour of vanishing droplets by numerical simulations of the mean field mod-
els in the next Section 6.6 for D = 107'2m?s~! as before, while for (IC) we consider B! =
25~1 which is a factor 10° larger than the interface mobility computed from (3.93),
since the latter value gives a time scale far away from times in experiments.

10~23mol nm~

An ansatz of a quasi-stationary mean field radius i.e. assuming

FZE Ti,

1EN

approximates the situation T! < Tg) well, but not the situation TZ(-I) > Tg). This shows that
we cannot work with a quasi-stationary version of the mean field equation (6.2) neither in regime
(DC) nor in regime (IC).

6.6. Numerical simulations of mean field models

We analyse the system of coupled ODE (6.6) — (6.8) for regimes (DC) and (IC) numerically in order
to get more insight into the qualitative behaviour of our effective equations with time. Analogously

we could simulate numerically the system of coupled ODE (6.6) with initial conditions (6.8), where
the mean field radius is determined by (3.71) or alternatively the system (6.6) — (6.8) and (3.74).

The mean field model is an approximation for the full problem. We consider typical material data
as given for T'= 1100 K in Appendix D for our numerical simulations of the evolution of radii r;(t)
and the critical mean field radius 7(¢) and keep track of the outer boundary Rp4(t), too.

An aim of our simulations is to compare the regimes (DC) vs. (IC) and to decide by the typical
values for times 7;, when droplets vanish, whether the physical processes are in the regime (DC)
or (IC).

Data which has large influence on the simulations are Né%, which yields with other parameters the
initial value 7, further the mobilities B or B and the surface tension o. Furthermore we see a
large influence of the shape of the initial radii r?,i € N(0) on the evolution.

The next simulations are due to an implementation in MATLAB. The following numerical simu-
lations, see Fig. 6.7 — Fig. 6.9 examine the influence of the regimes on the times 7;, where we
have taken N = 1.267-107!%mol, in order to be able to consider larger stable droplets, and initial
radii between 350 - 10™?m and 390 - 10~?m for (IC) AN° = 3 and (DC) or between 350 - 10~%m and
390 - 10~%m for (IC) and A° = 20, equidistantly distributed with a slight stochastic perturbation.
Surface tension and other material data are chosen as given in Appendix D. For (DC) we have
simulated with bulk mobility B = 3.7 - 10~®mol m~'s~! (which corresponds to D = 10~?m?s~!).
For (IC) we have taken B! = 107?*mol nm2?s~! instead of the value from (3.93).

Remark 6.7 (Criterion for (DC) or (IC)). One notices a difference in the behaviour of the mean
field radius between regime (DC) and regime (IC). For the first regime T shrinks, while a droplet is
about to vanish and for the second regime T grows in this case, which is probably due to the different
powers r; in the mean field ODEs (3.78) and (3.85). This gives another criteria to decide, which
of the two regimes corresponds to erperiments.
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Figure 6.7.: Simulation for regime (DC) with A = 3 and Nf = 1.27 - 10~ %mol.
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Figure 6.8.: Simulation for regime (DC) with Ay = 20, NF = 1.27 - 10~ %mol.
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Figure 6.9.: Simul. f. reg. (IC) with N* =3
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and N0 = 20, Nt = 1.27-10"%mol.
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Chapter 6. Analysis of mean field models

Since the database is insufficient, see Remark 3.4, we cannot exclude one of the regimes by the
time-lags ;. But in principle, if a value for D or B! is known within a smaller range, it might be
possible to decide, in which regime the experiments take place.

For the influence of the initial distribution see Fig. 6.10. If the variance of the initial distribution
¥ is small, the resulting times 7; are larger.

If Nt is large enough or the initial radii are small (e.g. around 0.25-107!° m) all droplets can
vanish, which is not possible with a quasi-stationary version of a mean field problem % = 0, see an
example in Fig. 6.11, where we remind that 0.2 - 10~°m is the minimal radius.

rii), tMaan [10E-2 m]
w 1
s ]
s 3
|
= N
[
g
/
(il Mean [10E-G m]

sl tHs] .
Figure 6.10.: Simulation for regime (DC) Figure 6.11.: Simulation for regime (DC)
with AV = 20 and N&¥ = 1.27 - 10~ mol, with Ay = 20 and N = 1.27 - 10~ %mol.
initial droplets concentrated around 135+ All droplets vanish. At 0.2 nm is the min-
1 nm. imal radius 7,y

For the relation of time scaling and radii scaling in the mean field model for regime (IC) see Fig.
6.12.

(¢

time, t

Figure 6.12.: Simulation for regime (IC) with Ay = 20 and Nf* =
1.27-10~%mol, plot of 7; against droplet number i on a log-log scale.
All but one droplet vanish.

A simulation with MAPLE 11 with close up of the “swinging-in process” of a mean field within
shorter times than vanishing of a droplets is shown in Fig. 6.13. The initial data consists of
NV = 20 equidistantly distributed droplet radii, which are bigger than the mean field radius of the
system 70 := u; 1 (@) at initial time. The mean field radius is critical in the sense, that radii which
are smaller at time ¢ shrink at time ¢, while bigger radii grow. Droplets r? which are smaller than
7 would vanish almost immediately.
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[h o S S s s L A LN B B e e
[} 250 500 750 1.000

t

0 5.000 10.000 15.000

Figure 6.13.: Evolution of radii r;[10™?m] and mean field radius 7[10~m] (inverse mean field) by
time ¢ [10~%s] for initial number of droplets N0 = 20, Nff = 2.39-10~*mol and B = 22nm~!pus~!.
Left hand side: At the beginning the mean field goes into a meta stable state. Right hand side: At
larger times droplets smaller than 7 vanish, while bigger droplets grow until a droplet disappears.
If a droplet vanishes the mean field and equivalently 7 has a jump.

Our numerics suggest that our dynamical system exhibits two different time scales, a short and
a long time behaviour, see the discussion at the beginning of Section 6.5. Our simulations are in
agreement with equilibria as determined in Lemma 6.3. Furthermore our simulations are consistent
with the stability result Theorem 6.1, with Lemma 6.4, with Lemma 6.5 and with the Remark 6.4.

Remark 6.8 (Numerical implementation of the algorithm). Our algorithm implemented in MAPLE
11.0 (Release Feb 2007) runs relatively “slowly”, although some improvised adaptivity was used. Our
implementation in MATLAB 7.6.0 (R2008a) which uses odesolve45 as solver for the coupled ODE
system is faster.

The speed of the algorithms could be improved by amelioration of the algorithm e.g. by exploit-
ing further adaptive controls of time steps or by implementation in a more suitable programming
language e.g. C or FORTRAN.

We emphasise that the focus of this work is mot the numerical treatment but the analysis of the
problem of precipitation in solid crystals. Numerics are only used in order to check the relevance of
our model, where we compare main features like qualitative behaviour with time, values for equilibria
and the stability of equilibria.
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Chapter 7.

Conclusion

In this thesis we have derived a free boundary problem from a thermodynamically consistent model
for precipitation in crystalline gallium arsenide, which consists of PDEs and ODEs with a small
scaling parameter € — a nonlinear parabolic problem, an elliptic mechanical problem and ODEs
for the free boundaries. This problem corresponds to the diffusion-controlled regime of interface
motion. Furthermore there is another regime, the interface-controlled regime of interface motion,
which consists of coupled ODEs. We have shown that for both regimes there are different interesting
scaling regimes and we have examined the dilute and the critical scaling regime.

For sufficiently small € we proved global existence and uniqueness of the coupled problem in the
diffusion-controlled regime for the critical scaling. Under suitable assumptions on the dependence
of the geometry on € we homogenised the coupled problem and obtained for discrete initial data
the mean field model, a system of coupled ODEs.

For the dilute scaling we derived for both regimes of interface motion a mean field model by formal
homogenisation. The analysis of the mean field model, which we considered in the dilute scaling,
allows further insight into the evolution of the liquid droplets. We have given necessary criteria for
equilibria and discussed stability issues. An important result is that stable states of the mean field
model are only possible for one or no droplet.

We remark, that the assumption of working on a spherical domain ) is no restriction, since by
using suitable mappings our results can be transformed to any other smooth and simply-connected
domain.

At first we compare our result with known classical models, which are presented in Section 1.2, like
the Mullins-Sekerka model, the Lifshitz-Slyozov-Wagner model and thermodynamically-consistent
generalisations of these models. Then we interpret our results in the experimental context in Section
7.2.

7.1. Relation to classical results

7.1.1. Comparison with classical sharp-interface models

The availabilities of the sharp-interface limits (1.8) or (1.9) look similar to the available free energy
(2.43) in our situation. We recall that the derivation of the equations (2.173) — (2.183) in this work
relies on the available free energy (2.43), which is, expressed in our unknowns u, U, {r;} and Ry,
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Chapter 7. Conclusion

of the form

Alw U rid i) = [ ps(U)s(u(a), U ) de
Z/ L(UL(2)yL(UL(x),r; dx+2/ o dx + po|Q(Rpa)|

€N 1EN

with pg = pg(1 — tr(VU)) and pr, = o1 (1 — tr(VUL)).

Our model for fixed € can be considered as a generalisation of the Mullins-Sekerka model in the
following sense. The (MS) model is the sharp-interface limit of the Cahn-Hilliard equation, while
our model is a sharp-interface model, which is derived from a thermodynamically consistent free
energy and additionally includes bulk stresses in case of pressure control. One can expect that our
model can be derived from a phase-field model similar to the Cahn-Larché equation, see (1.9).

We recall, that the availability (2.43), which has been used in our model, is deduced from first
principles [DD08]. In this study we put the model of Dreyer and Duderstadt in a mathematical
form, including in particular the introduction of a suitable total chemical potential u in (2.91) so
that we could prove existence and uniqueness of Problem E.

The main differences of our model to (MS) are, that in the classical model there exists no minimal
droplet radius r,,,, the outer boundary is fixed and the volume of droplets is conserved. Fur-
thermore we deal with a more general boundary condition on the interfaces (2.177) instead of the
Gibbs-Thomson law (1.5).

7.1.2. Comparison with classical Lifshitz-Slyozov-Wagner model

We compare our mean field model for (DC), which is the homogenised model (5.44) — (5.48) in
the case of specific initial data (5.76), with (LSW). Unlike (LSW) our model is derived from a
thermodynamically consistent sharp interface model and for the situation of constant external
pressure and not for constant total volume. Our Stefan condition has an additional factor X in the
denominator, which can be approximated by a constant only for relatively large radii, r; > Tmin.
The incorporation of mechanical stresses in our model, while in classical LSW theory only surface
tension is considered, has influence on X and hence on the dynamics and the stability of the system
of differential equations. The fact that the outer boundary is a free boundary has no influence on
the homogenised model, since Rbd —0ase— 0.

By neglecting mechanical bulk stresses, i.e. setting U = (0,0,0)7 everywhere and setting [[p]];, = 1,
which corresponds to consider only one substance and not two substances as in our case, we find the
(MS) model, where we extend u by uy, into the liquid. In the limit of vanishing scaling parameter
and considering the quasi-stationary version of the ODE (6.2) for regime (DC) we find the formulas
of the classical (LSW) theory.

We point out the differences and similarities of our scaling to the classical limit (MS) to (LSW) as
considered for the dilute scaling in [Nie99] and [Nie00]. In these articles one scales w;y(r;) = r; * ~
E% and ¢ = 1 and later rescales u. This is due to the fact that in the classical Mullins-Sekerka
model there exists no minimal radius r,,;,, but in our model the chemical potential on the interface
Uint does not explode for r — 7,,,;,. If we re-examine our results with neglecting the mechanics we

find, as expected, agreement with her results [Nie99).

Later Niethammer and Otto derived the limit (MS) — (LSW) for the critical scaling elegantly
by exploiting the gradient flow structure of the classical (MS) model [NOO1]. However, for our
situation it is not clear, whether the homogenisation can also be proved by means of a gradient
flow.
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7.2. Consequences for experiments

We emphasise that the applicability of our analysis to experimental situations relies on the assump-
tion that the length of the wafer Ly, typical particle distances Dy and typical radii Rg are related
to each other as

Lo ~ 561D0 ~ 8637?,[) or Lo ~ Eal'Do ~ 8647?,0 (7.1)

for some €9 < 1. We remark that our scaling of radii r; ~ £* is the dilute scaling i.e. we find
Au® = 0 in the homogenisation limit and the boundary values of the radii enter in the next order
equation for 9u™. The critical scaling is r; ~ €3 and yields an inhomogeneous Laplace equation
for 4 in the limit.

We recall, that we have considered the dilute regime in our numerical simulations, which seems to
fit well to experiments. From the exact determination of the length scales one could decide, if one
is in a critical or dilute or another scaling regime.

7.2.1. Regime (DC) or regime (IC)

We recall that it is unclear from experiments, if the evolution of our droplets takes place in a
diffusion-controlled regime of interface motion (DC) or in an interface-controlled regime of interface
motion (IC) or a combination of both, regime (DC & IC). Our theoretical considerations led to
macroscopic equations, which we have simulated numerically.

Let us assume that (7.1) is fulfilled for our original experimental problem. A criterion to decide
between (DC) and (IC) is given in Remark 6.7: We see that the evolution of the mean field @ and
the corresponding 7 with time has a qualitatively different behaviour as seen in Fig. 6.7 and Fig.
6.8 of simulations for a (DC) regime compared with Fig. 6.9 of a simulation in the (IC) regime.
This might be possible to decide by measurements.

If we believe in the value for the diffusion constant given by Steinegger, see (3.91), the too small
vanishing times 7; of droplets suggest that the (DC) regime has to be excluded. This means that
diffusion-controlled motion happens on a faster time-scale than experiments and only the (IC)
regime remains as a possibility.

Another model for precipitation in crystalline solids is a model of Becker-Déring type, as derived
in [DD06] and analysed mathematically in [HNNO6]. But comparison of the time scales on which
droplets vanish in a Becker-Déring model, suggests that diffusion models are more appropriate to
describe the precipitation in GaAs observed in experiments.

7.2.2. How to enforce droplets to disappear?

The results of Chapter 6 suggest that for 7 large enough at most one droplet remains, depending
on the initial data, but in practice the necessary 7 might be too large.

The model considered in this study suggests that the main “adjustment screw” for experiments
might be the outer pressure pg and the temperature 7', at which the heat treatment takes place.
Almost all material parameters depend significantly on T'. However, the influence of pg is marginal
since it enters only at O(h) in the resulting dynamical system (6.1) and (6.2) for regime (IC). So it
remains the possibility to find a suitable T s.t. the time scale for the evolution of droplets T; gets

as short as possible or that, in light of equation (2.62), B! becomes maximal.

The idea of limiting the precipitation to a homogeneous droplet distribution, in order to get a
better GaAs waver, seems not be promising on a long-time scale, since only one or no droplet is
stable.
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However, if one knows, how to enforce droplets to disappear, then the mechanical properties of the
produced galliumarsenide waver might be ameliorated.

7.3. Outlook

In this section we compile some open tasks and further ideas.

7.3.1. Generalisation on precipitation in other crystalline solids

One can hope to generalise the models in this paper to other semiconductors or semi-insulators, in
particular compounds of the group III and V of the table of elements e.g. AlAs, InP and compounds
of GaAs and AlAs.

We would like to consider the more general case of precipitation in an arbitrary crystalline solid
and ask under which assumptions our mathematical model of coupled PDEs and ODEs, which was
derived so far for GaAs, could describe this situation as well.

Therefore we recall the main assumptions, which hold for GaAs:

* We assume constant temperature, which seems to be always appropriate to the experimental
situation of a relatively thin wafer.

The cubic anisotropy of the crystal is negligible.

* In the Freiberg model Ga atoms appear only on one sublattice. In the crystal each sublattice
has the same number of lattice sites, confer (2.4).

* TFor the mobilities of vacancies the inequalities By >> B and B%/ > Bf;ls, Béa both hold. Thus
vacancies are in quasi-stationary equilibrium.

The chemical potentials {145, }acas, 1Gan s HAs, » HGa, have some monotone behaviour w.r.t.
their arguments, see Appendix A.3.

The mean value Xy is prescribed in order to guarantee semi-insulating behaviour.

Displacement gradients are sufficiently small such that we can work with the theory of linear
elasticity.

The other main assumptions of our model are:

* We assume a misfit situation with (2.109), 7y, < Tig, and that an argument, which is similar
to the Eshelby argument, like (2.112) holds.

* We restricted our analysis to the case of spherical droplets.

We recall that in Assumption 2.4 we restricted us to consider arsenic-rich liquid droplets. From
the production of stoichiometric GaAs crystals out of a gallium-rich melt, it is suggested that it
would be interesting to consider also gallium rich liquid inclusions in our framework, see Kiefling
et al. [KATT08].

However, the question, whether there is another semi-insulating crystal with two different sub-
stances for which these assumptions are fulfilled, remains open.

7.3.2. Different modelling of the surrounding gaseous phase

Our approach allows us to consider inhomogeneous distributions of droplets. For example in ex-
periments more droplets are initially present at the upper part of the crystal, where it is in contact
with a gas atmosphere, than in the rest of the crystal.
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In this study we have assumed that on its outer boundary the GaAs crystal is only in contact with
an inert gas. If we assume that there is a net exchange between the crystal and the surrounding gas,
then it is necessary to drop the global conservation of mass and substance. Then the homogeneous
Neumann boundary condition (2.178) on the outer boundary is replaced by

U = Ut (t) on ON(t) YVt € (0,7),

where uq,: is a given time-dependent function. This allows a control of the system by choice of a
suitable ugyz.

7.3.3. Further analysis

Since the homogenisation for the interface-controlled motion of free boundaries i.e. for regime
(IC) is not proved rigorously, this remains an open task, but we expect, that the proof could be
developed along the lines of the proof given in this thesis for (DC).

In this thesis we refer several times to results from regularity theory for elliptic and parabolic
equations. Unfortunately there do not seem to be any existing regularity results, which fit well to
this special case of coupled elliptic equations for the displacement (4.1) and a nonlinear parabolic
equation for the chemical potential (4.4), where the time derivative of the displacement enters
into the parabolic equation as a convective term. Application of stronger results would allow a
generalisation of the obtained results and the avoidance of the Assumption 5.1.

In order to model the vanishing of a liquid droplet in the solid crystal we have introduced a
minimal radius of the droplets, see Subsection 2.6.7. In experiments the external pressure, the
surface tension and the minimal radius are usually of such a size that displacement gradients are
small enough in order to work with linear elasticity. It might be interesting for the future and for
still higher precision or for more general situations to also allow large displacement gradients. This
requires the theory of nonlinear elasticity. Since similar results as in linear elasticity exist [Cia98],
we expect that some of the results given in this thesis may be extended to the nonlinear case.

The concept of Kohn-Otto bounds [KO02] is that, if certain inequalities and differential inequalities
for an energy and a generalised length scale hold, then exists a fastest possible decay rate of the
energy with time. This is applied to the classical LSW model and an LSW model with degenerated
mobility. An interesting question is, whether for our more complex available free energy A and for
a suitable generalised length scale their result could be applied to our mean field model.

The homogenised model for smooth initial data is an infinite-dimensional dynamical system includ-
ing mechanical stresses. Further analysis of the full dynamical system (5.44) — (5.48) for smooth
initial data is consequently important to understand. The convergence to equilibria and the depen-
dence of the long time behaviour on the initial data for the infinite-dimensional system is another
open task. The hope is that this can be done by means of the thermodynamically consistent Lya-
punov function A rewritten for the homogenised model. For the LSW model, rigorous results in
this direction have been obtained by Niethammer and Pego [NP99], [NPO1].
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Appendix A.

Further details of the modelling

In this appendix we give auxiliary calculations for the modelling explicitly and we check that some
assumptions of Chapter 2 are fulfilled for the reduced Freiberg model by plugging in material data.

A.1l. Global conservation laws

Lemma A.1 (Global conservation laws and side conditions). The side conditions (2.29) — (2.31),
(2.35) — (2.87) and the local conservation laws (2.17) — (2.20) imply the global conservation laws

(2.38) — (2.40).

Proof. Calculation of the conservation of total mass yields by applying the transport theorem

Ly e i
dt Joy” ™ Jaw " T Joow” 10

= L 2= 000 = [ Wl = [l v by (2.20) A1)

Analogously checking of conservation of As gives

d
dt /ﬂ(t) s = /Q(t) Omas + o0(t) st I(t)HnASHw e
B /n(t) A /an(t) nas(w = v) v - /z(t)([[nAsH“’ —[[nasv]]) - v by (2.17)
= (=7 +nas(w —v)) - v - / (=[] + [[nasllw — [[nasvl]) - v by Gauss’ th.  (A.2)
a9(1) 1)
We see that (A.1) and (A.2) are zero if we assume (2.37), (2.31), (2.35) and (2.29). O

Remark, for a radial symmetric single droplet problem and with Fick’s law we find

Ry = vlaaw) - Vs Ovulan = 0. (A.3)

A.2. Reduction of concentrations by chemical equilibrium

We prove Lemma 2.2, which we state here again:
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Lemma A.2. Fory € J, := (0,(), where ¢ := min{(y € (0,%)\(1 — )02 — (C1(1 + C3 —
203) + 302)C2Yy — (C1(1 — Co)(C3 — Cs) — 3C2)(Yy)? — C3(Yy)?), %} we can express uniquely
Ya,a € ag \{Asy} as rational functions in y which are well defined i.e. y, € (0, ?i), a € ag\{4s,}.

For typical experimental data we have the estimate { < 3%

Proof. Written for relative lattice occupancies the equations (2.96) — (2.98) give together with

(2.82)
YAsg YAs, YAsg Y
YL yveyv, = 1, = : =—.
W W. Y Yy,

Since we do not know exactly Y, for all a € ag, we can also exploit (2.96) — (2.98) to get some
estimates between this constants, which rely on our model. We point out that the modelling is
built up on the reduced Freiberg model, where as mentioned above « is the gallium-rich sublattice,
B is predominantly occupied by As, while 7y is almost empty i.e. Yy,,Yas, < Yga,, Yv; < Yass,
Y < Yy,. Since we have

C1=YyYy(1-Y),
YT,

Cy = Cwivy, T ~YYy,(14Y +Yy, YY)+ O Yy, (Y + Yy, - YY),
O = g gy ™ g (4 T + O T,
typical values for the constants C;,i € {1;2;3} hence fulfil
0<(C1<1,01 <03, 0<(Cyx1 (A4)

and with the additional assumptions Yy, < Yas,, Yy, < Y, which fits to experimental data, we
finally get
<1<yl 0<(C<Cyx(Cs. (A.5)

We remark that for typical temperatures Y = O(107%), C; = O(1073%), Cy = O(10~) and
C3 = O(10%) are upper bounds.

We introduce some abbreviations in order to avoid too long formulas:

E(y):=1-Yy, A(y):=Co+(1-C)Yy,  Gly):=Co+ (C3—Co)Yy,
G(y) == C3E(y)* — C1A(y)G(y)
= (1 —C1)C3 — (C1(1 + C3 — 2C) + 3Co)CyYy
— (C1(1 = Cy)(C3 — Cy) = 3C3)(Yy)? — C5(Yy)*.

At first we reduce the absolute lattice occupancies to one independent variable, for experimental
reasons we have chosen Y = Yy, .

(2.95.1) = Yy, =1-Yy=E(y),
: 1-Y E
(2.05.2) &% v, = =Yy CE)

- Cy+(1— C’g)?y Aly)

(2.96) Ci(Ca+ (1—Cr)Yy) CiA(y)
e Y = — = R

Ve Co(1— Yy)2 CoE(y)?
(2i—5'>2) Yas, Yy Yy

TG+ (1-C)Yy Ay
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(2.98) V.. — C1C5Yy(Cy + (1 — C2)Yy) _ C1C5Y yA(y)
Asa C2(1-Yy)? C2E(y)3
(2.95.3) _ C3E®y)® - CiA(y)Gly) _ Gly)
= Yea, = C3E(y)3 - C2E(y)*

By inserting y = 1 we get the formulas for the reference values Y,, a € ag, and so we get the
reduction of the relative lattice occupancies just by division.

_1-Yy E(y)
Ty T EQY
L L=T(Ct (1-CoY) _ EwAN)
A=Y+ (1-Cr)Yy)  E(1)A(y)’
G+ (1=C)Yy)1-Y)*  A(y)E(1)?
e T G+ - C)Y)1-Yy?  AE@R)?
y(Cy+(1-C)Y)  yA(1)
YA = (G r (1= Co)Yy)  Aly)
y(Co+ (1 - Co)Yy)(1-Y)*  yA(y)EQ1)?
Moo T G+ (1-C)Y)1 - Yy ADE@)?
_ (C3E(y)® - C1A(y)G)E()?®  Gy)E(1)®
Yoa = (BB — CLANG))EW? ~ G(1)E(y)?

We now discuss the three polynomials E, A and G’, considering at first y € Dg. We denote partial
derivatives of a function f with respect to y by f/(y).

E is linear, strictly monotone decreasing with E’(y) = —Y. The range is (0,1) and particularly E
has no zeros in Dy.

A is linear, strictly monotone (increasing) under the assumption from above that Co < 1 with
A'(y) = (1 — C)Y. The range is (Ca,1) and A has no zeros too.

We consider now G. Due to the estimates for the constants (A.4) and (A.5) we see immediately
that the first coefficient is positive, the second and the forth one are negative. Furthermore by
assuming e.g.

C1C3 > 603, (A.6)

that is Justlﬁed since we have typically Y 45, > ?2, we get that the third coefficient is negative.
Unfortunately G has one or three zeros in (0,1/Y) as we can see by change of sign of the continuous
function G for instance by evaluating G for y — 0 or y — 1 JY:

lim G(y) = (1 - C1)C2 > 0, lim_G(y) = —C1C3 < 0.
y—0 y—»l/Y

A negative lattice occupancy ygq, makes no sense in our model.

If we consider the first and second derivatives of G,

G'(y) = —(C1(1 + C3 — 2Cs) 4 3C,)CaY — 2(C1 (1 — Cy)(Cs — Co) — 3C3)Y 2y — 3C3Y "y
G"(y) = —2(C1(1 = C2)(Cs — Ca) = 3C3)Y " = 6C3Y y <0 Vy,y > —1/Y.

G is strictly monotone decreasing for all Y € (0,1) and since G is concave we see, that there exists
one and only one zero in Dy. Hence chemical equilibrium can be realised only for small values of
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YGa, Or y. From now on we work with y € 7, := (0,¢) where ¢ := (y € (0,1)|G(y) = 0).

We can make a rough estimate of { by using the fact that the tangent of a concave function always
lies beyond the function itself. By using (A.5) we get

(1-C1)C, 1 1
(< =< —=.
C1(1+C3—202) +3C2Y — 3Y
O
Since Y4, and 3 — Yy appear several times in this study, we give explicit formulas:
C1C3YyA(y)? + C3E(y)*Yy(1 + A(y))
Yas = Y, = , A7
Eapo CFAWEW? it
C1A®y)* + C2E(y)*(Ca + A(y))
Yy = Yy = : A8
v g Y CaA(y)E(y)? (4.8)

A.3. Monotonicity of chemical potentials and of the mole fraction of As in the solid

We show in this section in particular that v and Xg are strictly monotone in y. In this section we
use the notation of Section A.2.

Lemma A.3 (Monotonicity of chemical potentials in the solid). W.l.o.g. we assume (2.88).

1) uhe™ as defined in (2.90) has range in (0, RT ln(lf?c))’ is continuous and strictly monotone
iny on Jy.

2) ugem as defined in (2.89) has range in (—oo, RT ln((l_cl)giﬁ(lm(l))), is continuous and strictly

monotone decreasing iny on Jy if (A.4) holds.

3) u as defined in (2.91) has range in R, is continuous and strictly monotone iny on J, if i > %

and (A.4) holds.

Proof. 1) We have

chem Y yE(l)
pas ™ (y) = RT In( ) = RT In( )
4 yv, (y) E(y)
and we see that u™(0) = 0 and p§™(¢) = RT ln(lfh?c) < RT ln(%). We calculate
L Y L,
HrHAs\Y) = — T 5 = )
RT"™ vy Ely)  yE(y)
1 A 1
wherey < (< L < I < L.

2) There holds

RTHGa yv. (1) G(1)E(y)A(y)

and lim,_o pdem(y) = RTln((lfcl)giﬁ(l)A(l)) > 0 and lim,_¢ pde™(y) = —oo. With (A.4) we

have G(y) > 0 and G'(y) < 0 according to the proof of Lemma A.2 and find

1 chem(y): YGaq _ln(é(y)E(l)A(l))

1, G,~G'>0 Y A/(y) _ 1—-2Cy —2(1— CQ)?:I/
RE'CW) < EG) T AW) T A=Y G+ =Gy
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A.3. Monotonicity of chemical potentials and of the mole fraction of As in the solid

for y € Jy.
3) We have u(y) = RTIn(S(y)) according to (2.93) with S as defined in (2.92). From 1) & 2)
follows lim, o u(y) = 0 and lim,_,¢ u(y) = 4+o00. 1) & 2) yields directly for the sign of derivative
1 1. Y 1
Aly) =Mn(Sy) =-+(1—-2)— + =
(y) = (In(S(y))) y( u)(y)u

(1 - 02)? Cg;(?/)) > 0. (A9)

( —
A(y) (v)
O
Lemma A.4 (Monotonicity of chemical potentials in the liquid). We assume L1 > 0 and Lo+3L; <
0, which holds for typical values for Lo and Ly, see Appendiz D. Then with (2.88)

1) uQem™ as defined in (2.85) has range in (O,RTIH(%L) — (Lo + Li(1 — 4X 1)1 — X1)?), is

continuous and strictly monotone in Xy, on Jx, = (Xr(1—h),1).

2) uCGhan‘ as defined in (2.84) has range in (—o0,0), is continuous and strictly monotone decreasing
in X1, on Jx, -

3) uy, as defined in (2.94) has range in (RT ln(%)—(L0+L1(1—47L))(1—YL)2, 00), is continuous
L
and strictly monotone in Xy, on Jx, .

Proof. The statements about continuity and range are seen directly.

Under our assumptions on Ly and Ly we get by calculation that

RT
pchem (X)) = — T 2(Lo+3L1) X, — 121, XE <0, (A.10)
— AL
RT
e (X 1) =+, ~ 2(Lo+3L1)(1 — Xp) +3L1.X1(5 — 4X) > 0. (A.11)
L
Hence uy, is strictly increasing and we check that it has range as given. O

Lemma A.5. Xg as defined in (2.7) in the solid has range in (Xo,1), is continuous and strictly
monotone in y on Jy.

Proof. At first we have a closer look at Xg(y):

_ CiC3YyA)* + C3E(y)*Yy(1 + A(y))
C1C3YyA(y)? + C3E(y)3Yy(1 + A(y)) + G(y)A(y)

Yy C1C3A(y)* + C3E(y)* (1 + Aly))

-~ CoE(y) CLE(y)*Yy(1+ A(y)) + C2E(y)2A(y) — C1A(y)?

Xs(y) (A.12)

To verify the monotonicity of Xg we declare some abbreviations

U(y) = in particular U(y) > 0.

(YAS + YGaa)Q '

YISY aa_Y SY/aa Y, sY aq Ylg Y/aa :
We get Xg(y) = A(YiS+YG:a)2G (YA?+YC;‘0.@)2 Sovie YZ& ) =U(y)(In(7(y)))". So the sign of Xg(y)

depends on In(7(y))’. We reduce first the fraction

_ Yy(thA(y)z + C3E(y)* (1 + A(y))

T Gy)Aly)
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and use then standard calculus for logarithms

(In7(y)) = (nYy) — (InA(y)) + (In H(y)) — (InG(y)) (A.13)
_l_ (1_02)? n o HA /
A ) - () (A14)
_ Co H'(y)G(y) — H(y)G' (y)

TG i)Yy HypGl) (A.15)

where we defined

H(y) := C1C3A(y)* + C3E(y)* (1 + A(y))
= C2(14 C1C5 + Cy) — 2C5(Cy(1 + C1C3 + 2C3) — C1C3)Yy
+(C1C3(1 — C2)* + 6C3(T)Y 'y +203(1 — 202)Y 'y — C3(1 - )Y '
CA+CiC+Cy) (L L)
(Co(1+ C1C3 +2C3) — C1C3)Y ~ "3Y 47

>
~0 WYy<
=5
and so the latter “<* is fulfilled if y € J,. We consider

H'(y) = —2C5(Ca(1 + C1.C5 + 2C) — C1C3)Y + 2(C1C5(1 — Co)2 + 6C3) Yy
+6C3(1 - 2Co)Y°y? — 4C3(1 - Co)Y'y.

We note that the coefficients of H and hence also of H' are of same order, that justifies to consider
only the first terms of the development.

Let hy, the coefficient in the polynomial H in a expansion w.r.t. y*, k € Ny. It is a priori not clear,
what is the sign of 2h; := —2C%(C(1 + C1C3 + 2C3) — C1C3), which appears as first coefficient in
H', i.e. the sign of H' for small y. If the coefficient h; is nonnegative we are already finished with
(A.14) since G > 0 and G’ < 0 for y € J,. We now examine, what happens if h; < 0 (that holds
for numerical data). Then

AN

Co(14 C1C3 +2Cs) — C1C3

H/
) C105(1 — Co)2 + 6C3

Cs
0 WVy< =
I=7

and compute now

H'(y)G(y) — H(y)G' (y)
= C3(C1 + Co(1 — (1 = 2C1)Ca) + C1Ca + C1C3(3 — C1) + 2010205 + CICHY
4 2C3(—C3C3 4 C3C2 — 201CoC3 + C3CyC3 — C2C,C3 — 3C103C3 4 3C3 — C1Co+
+201C5 — 5C1C3 — 3C2) Yy
— Cy(—2C3CyC3 + 2C1C3C3 — 2C1C3 — C3C3C3 — 200,Cy + 203C5C32 +10C,C3+
+ C20y + C2C205 — ACLC3Cs — C2C2 — 1503 + 5C1C5C5 + 15CH T2
— 4C3(Cy + 5C1C2 +5Cy — 5C1Cy — 5C2 — CLCyC3)Y 'y
+ C2(1 — Cy)(—10C1C2 + 15C2 + 6C1CoC5 + 5C1Cy — C1C3) Yy
+2C2(1 — C)(C1C2 — 3C2 — C1Cy — C1CyC + C1C5) Y yP
+CH1— )Y o5
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A.4. An approximation of terms of the diffusion problem for small lattice occupancies

It follows in linear approximation H'(y) > 0 since the coefficients in order 1 and y are positive.
The positivity of the second coefficient follows (by using the additional assumption (A.6)) from:

1 1
C1(Cs — Co) + C1(Ch(5 — 3C3 + C1(—1+ C3(1 — Co)) + Cy) — 5C%) + 5(C1C5 — 6C3) +3C35 > 0.
Hence H'(y)G(y) — H(y)G'(y) > 0 on J, and we get X%5(y) > 0 from (A.15). O

Since X is continuous this allows us in principle to express y € J, uniquely as a function of Xg.

A.4. An approximation of terms of the diffusion problem for small lattice occupancies

In this appendix we calculate explicit approximation formulas in case of the reduced Freiberg
model by using in particular Y < 1. These approximations are important for quantities of the
homogenised model since in the limit Y — 0. We assume in the following that y < conste® < (.
The approximations are needed for approximations used in Subsection C.1.2 and for the formal
homogenisation but not anywhere else in this study.

We make a development of the nonlinearities X and A of the diffusion problem in y and consider
only the dominant terms of X and A.

At first we make a development of A(y) = In'(S(y)) in Y = yY. We start with (A.9)

1 v 1 (1—Co)Y B Y é/(y)
A=yt 5 tECaw Bw e

We use Co < Yy < 1 and Oy < Y? and get the following Taylor series

1 1 _ _
— =14+Yy+0((Yy)?
= e = LTy OV
1—Cy 1 1 Co C?
Ay T+ —2 ) vy G-y o amy?
Y Yy (1—Co)vy Y 2 Y 2 Yy
1 Oy
~— +0O(—=
Yy ((Yy)z)
and
G'(y)

G(y)
—3C3Y E(y)? — C1(1 - ()Y G(y) — C1(C3 — C2)Y A(y)
C3E(y)? — C1A(y)G(y)
(3C2 + C1Co(1 + C5 — 2C5))Y + (—=3C2 + 2C1(1 — Co)(Cs — C2))Y y + O((Yy)?)
(1—C1)CF = (C1(1 4 C3 — 205) 4 3Co)CoYy + O((Yy)?)
Y (302 + C1Ca(1 + C5 — 202))T + 2(Ci(1 — Co)(Cs — Cy) — 30T 2y)

O e ) + O((T)
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where we used that CL£C3—2C2)+3C5

EE=enen ~ 3 in order to justify the approximation (*). This yields
& (y)
G(y)
_302 + 01(1 +C5 — 202)?
(1 — 01)02
_ ((302 + C1(1+ C3 —2C9))?2 +2(1 — C1)(C1(1 — Co)(C5 — C3) — 3022))?2
(1—C1)2C3 Y
+0((Yy)?)
_302 +C1(14+C5 — 202)?
(1—-C1)C
B (3022 + 4010y + 203 + 40103 — 207Cy + 203C3 + (207 4 4C1C2)C3 4 C7C3 7y
(1-Ch)%C3
+0((Yy)?).
We put this together
1 Y 1,1-C)Y  G')
Ay) == — (5 = Do+~ +5
W=y G e TR aw e
1 1 11 1302+01(1+03—202) S p—
=(=-(=-D+-=-—-= +0(Yy))Y
(Yy (u ) iYy [ (1-C1)C )
1.1 14024-01(14-03—302) — —2
=1+=)-—-(= - 1Y +0Y
(1427 - (G ¥ +0(y)
1.1 4
1+=)-=(=— Y+(9Yy A.16
( M)y (M ) (Y7y). (A.16)
The dominant term turns out to be (1 + ;;);1/
We use (A.16) in order to give an approximation for the total chemical potential u, too
I 4 — 2
u(y) = n(S) = [ A = —F ) = (= DV (y—1) + 07y
147 4 — —2
— Sy =y~ exp(—(ﬁ —)Y(y—-1)+0(17y))
Lip 4 - -2 1ip -
=y 1= - DYy =D+ 0y) =y 7 +0(Yy).
This implies in O(Yy) if y € D
1+pn
uly) = — = In(y) (A.17)
and _
y(u) = exp(—=u),
which yields
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A.4. An approximation of terms of the diffusion problem for small lattice occupancies

We proceed as above, now with X (y) := ps(y)P'(Xs(y))Xs(y). We have the Taylor series

Xs

—~

y)
YyH(y)
YyH(y) + G(y)Aly)
=Y (C2(1 + C1C3 + CQ) — 202(02(1 + C1C3 + 202) C’ng)?y + (0103(1 — 02)2 + 60223)

x (Yy)?)/(C5(1 = C1) + C3(2 = 3C2) (1 — C1)Yy — Ca(Ca(5 — 2Cy) + C1(1 — 4Cs — 3C3)) (Yy)*+
+ C(Ca(3+2C2) + C1 (1 — 2C2 + C3))(Yy)*)

+0((Yy)*)

Crelryy’ 6{2(03(1 + 105 + Cp) — 2C5(Ca(1 + C1.C5 + 2Cs) — C1C5) Yy +

+(C1C3(1 = Co)* + 6C5)(Yy)?)/
/(Ca(2 = 3C3)(1 — C1) — (Ca(5 — 2C2) + C1(1 — 4C5 — 3C3))Yy+
+(Ca(3+2C2) + C1(1 — 20, + C3))(Yy)?)
Co
Yy)
1
PR (e
1+ C1C5+4 Cy —2(1 + C1C5 + 2Cs — Cg)Yy + (0105( — )2 +6Co)Yy?

_ (C2(5-2C2)+C1(1-4C2—3C3)) 77 (C2(342C )+C (1—-C2)?) /37
ooy - VYt Gracnoy (YY)

+ O(

+O(52)
1 1 —2Vy + G5 (Vy)? oy
21 e Yy + (ERGERIER vy: TY
= (5= TVu+ ST+ 5T+ LT+ O
=5+ G — T o) (A1)

In the expansion for Xg we considered terms up to second order since we will also need Xg(y),

1— 0103 1 02

Xs(y) = ZY + (T% - Z)Y Y+ O(Y y2)'
We substitute the development (A.18) for Xg(y) into
, - i - i 2
PRSI = 5 v it~ %02~ Ga+m+sa—pver T @
40 1—-f— _
~ e~ T+ O((T)?)

Finally with
ps = ps(1 —tr(VU))
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we get

X(y) = ——psP'(Xs(y) Xs(y)

My
1 _ 1 1—j— C1C5 — = Cy
= 1—tr(VU 1-— Yy) (14 (4 - 1)Yy)Y + O(—=
310 = VD) (U= T V0 g — DV)Y + 0(zs) (A19)
1 _ 1 0105 2 7 N\ 02
= 1—tr(VU))——=(1+ 4 ——Yy)Y +O0(= .
370 = VD) i (14 B = VY + 0(ss)
For the derivative we get
1 7 1 0103 2 —2 3
X’ = 1-+¢ U 4 — Y oy 0 A.20

where the strict positivity follows from Assumption 2.1 and (A.6).

For illustration, the approximated mobility is

B~ B(l+30) (1+a)?°1
S ag(Yas+iYg) B Y

Furthermore we give an approximation for n, for small Y. We start from (A.7) and keep leading
order terms in Y and assume Cy < Yy
Yao(y) ~ 01037y(02 + 7y)2 + 022(1 — 3?3])??/(1 + Yy)
A ~ pr— pr—
’ C3(Ch + Yy)(1 - 3Yy)

C105— — — _ 1 _
~ | (1323Yy(02 +Yy)? + (1 -3Yy)Vy(l + Yy)]7(1 +3Yy)
2 )
Cc.C — = —
~ (1}223(1—1-3Yy)(Yy)2—|—1+Yy
0O
~1+Yy+ 2 (Yy)?,
C12

which is strictly monotone in y. We have

_ - (105
Vs = Yas(1) = 147 + 272
C;
Analogously we find 3 — Yy = 2+ Yy + O((Yy)?).
Thus in our approximation we find
nas(y) = Yas(y)iic = 1+ Yy)ng = (1 +Y(y — 1))7as. (A.21)

A.5. Boundary conditions on interfaces

We can prove Assumption 2.4 in case of a single droplet problem (SDP). Numerically this assump-
tion seems to hold in general. We motivate Assumption 2.4 for a formal asymptotic expansion,
which reduces for sufficiently small € to a superposition of many single droplet problems.

Lemma A.6 (Well-posedness of boundary conditions on interfaces). We assume (2.130) to hold.

1) If i > Tmin > z@;ﬁ; Xp > %, 1 >0 > % and m > 1, then exists a unique solution

to (wint, X1) € (1, const(rmin, h)) X Jx, of the interface conditions (2.128) and (2.129) for all
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A.6. The denominator of the Stefan condition

parameters r; € Jp = (Tmin, Tmaz) and solutions U of the mechamcgl BVP (where in particular the
data of the mechanical BVP has to be in our approximation of O(h)).

2) wint and X, depend smoothly on r; and on ||U|| g1

Proof. 1) As first step we summarise the monotonicities of chemical potentials.

Due to Lemma A.3 and since the proof works analogously if we replace fi by m and S by S, we
have that v and analogously @ clearly have range in R, are continuous and strictly monotone in y
on Jy if ji > % or m > % Thus w is invertible on R.

is proved in Lemma A.4 and follows analogously for @5™.

2) We now consider (2.133) and (2.134) i.e.

The monotony of uChem

e (rr) = (@) [ (X () — ]
NAs TT
(r=a%m%X¢vn>7ihiféf“m@ﬁ%chLv»>
+ 2L 0 (X0 1) = an (X0 (). 71, Uy (VUi )).

The first equation can be solved if the second yields a unique Xr. We define

1
2£ _ achem (u%hem (XL (7"1))

NAs TT

®(XL(r1), 71, Uip, (VU )y)) = @™ (X1, (r1)) —

+ TR 0 (X)) - au(Xalrr). 71, Uy, (0)i).

and prove by the intermediate value theorem that ® has for all of the parameters a unique solution.

By means of the asymptotic expansion of Chapter 3 we can prove this. Then the problem reduces
to consider a single droplet problem, for which we refer to Appendix C.1.2. O

A.6. The denominator of the Stefan condition

In this section we show that X as defined in (2.156) can be rewritten in the approximation of small
displacement gradients as (2.157). We demonstrate that X is strictly positive for all arguments and
motivate that X is strictly monotone decreasing in r;.
In Section 2 we derive (2.160) and assume then, that we can write 0;pr, = Oy, pr7 and Oinas, =
O, As, - We show this in the following by algebraic considerations in our approximation and state
(2.157).
First we calculate explicit formulas for d;ar and 9;Xy. Since aj is a function in r; and U}M,
according to (2.111), we have

v’ U

8ta L = M g/[’l'“i
ri

i
but Ufw still depends on d;py, and hence on d,ar. Due to (2.134) for the rest of this proof we can
consider X, to be a function in 7; and ay, and thus

Xy = 8”XL7'“1' + 8aLXL8taL.

We calculate

vl uU:. . _ PL.3 . OwprL Ut .
Oipr = —3pL0war = —3p, | M — My ) = - 1 - 2=y 2p o 3= M.
tPL prLotar PL < s r? z) pL( Ps)n i P 2 i)
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where we plug in (2.159) in the last step. We solve the equation for 9;pr, and get

_ Ut 7 Ui
- -y g U g
ps ps
— Ui —
(38L —1)=M — 32LgR 3
= PS T PS o
=—pr(1+ - % )Tim by (2.111)
or in our approximation
— UZ' —
(3L —1)=M — 3ELGR .
_ Ps i Ps 1
drar, = (1+ o ) (A.23)
Ps

On the other hand if we calculate
atpL = 8tnLM(XL) + TLLatM(XL) = —3ﬁLM(XL)(ataL — hj‘;’@tXL) + nLMAs(l — ﬂ)atXL
and we get with (A.22) and with

1 Mas(1—f)

hp'(XL) =— A.24
P =T M) .
that
< 2 Uj PL SR .
3(XL—XL) - (3%_1)% — 30k T
Xp=—"—"0ar,=3(X,—X1)(1 —hi)(1 g L PS )t (A25
XL 1—3aL+hzataL (X —Xr)(A+3ar —hp)(1+ - ). (A25)
S
whereas in the last step we use (A.23) and our approximation in O(h).
We get
NAs
atnAsL - iatPL
ps
= —3WLXL(8tCLL — h*L’BtXL) + ﬁL(l —3ar, + 3h*L)8tXL + 37;A5ﬁL8taL
S
_ 1 Mas(1—p) 3(Xp — X)), _ L 3(X L — X))
= [-3n.X(1 — 1-3 3hy) ———— =
3L XL g e T (xy) T —8ag 4 hy ) T el Ban Sk ) T
n S —
+3-2p,]0ar,
ps
M(X — P
= BWL[—XL(l + (1 + 3ar, — 3h2)(1 — (7L) )) + (1 + 2hz)(XL — XL) + na M(XL)]E)taL
M(Xp) ps
— Y NAs ~ _ _ NAs_
= 3”L[XL —2X1, + > M(XL)]atCLL = —3[2nLXL —NAsy, — 7pL]ataL
S S

by (A.24) and (A.25) and using several times our approximation.

Then 5
. ®T JCI’L o,u
v X(T,‘, UJZVI)
where
_ PL Uy PL SR
X(TZ', U]ZW) = —nAsp; +nas — [QWLXL — ﬁAsL — %ﬁ[/](l + (355 1) 7"1'7 3555 )
P+ Ps 1-2L

Ps
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and in our approximation, where we can not exclude the case p =1 — p 2L~ O(h) (this is plausible
for our material data, which is given in Appendix D), this simplifies i 1n our approximation to

_ 2Ui4 R
; p- . o Tas =30
X(ri,Upyy) = —nas— +nas — 20 X1 —Tias, — —pp](1 + ——)
P+ Ps ¢
= (eY a5 — nGYAs)% + (np —np) X +70L(Xp — X1)
S

oY _gsR

—[rp(2X, — X1 — XS)]“T
ol _ 35k oY _ g5R
=ng(3-Yv)[(Xs — Xs)p* + (X - X)) ’T) + (Xs — XL)#]

S

which is (2.157). With X; — X = O(h'/?) and y—1 = O(h'/?) eq. (2.157) is in our approximation

_ Uj R Uj R
e T PL + 25030 2530
X%nG(s_YV)[(XS_XS)ﬁ +(XL—XL)(1— t ’ )+(XS—XL) L

S

which is bigger than i and strictly positive for typical material data i.e.

_ - 3R
X>nc(B-Yy) (X, — Xg)— , ~0(1) >0

since always X1 > Xg.

2 R 2
By plugging into (2.157) the ansatz y — 1 = ¢l + % and X — X = ck + %‘ (see Section A.5)
with positive constants ¢k, c%, ci and ¢} we get
QULM —35R 2U7}'M

— c 2 : — — 368
R Tig(3 ~ V)= X0k + )2 o (e + Sy - T2 4 (X -y T
S 7

which is monotone in r; since ¢, ek, Ui, = O(h), &,c3 = O(1), & > 0.1, & < 9 and 0 <
Xs(y) < L.
Hence

0< ﬁg(g — ?V)(YL — Xs)g(;R(l + O(ib)) <X< X(Tmm, U]ZW(TZ = ’I”mm)(l + O(il)) < Q. (A26)

A.7. Proof of the availability result

Theorem A.1 (Lyapunov function). Assume Problem B or BI has a smooth solution and assume
in particular that 0 and I; for alli € N are spheres. We assume the Helmholtz energy density pi
to fulfil the relations (A.28) and (A.29), we use local conservation of substance and we assume all
assumptions which we made so far on material parameters to hold.

Then the availability is decreasing in time i.e. there holds
d .
%.A <0 Vt#m,ie N(0) (A.27)

where the availability is modelled at ; as in (2.171). The therin appearing “availability of two
single atoms” A¢ as defined by (2.172) is well-defined.

171



Appendix A. Further details of the modelling

The availability is bounded from below and by adding up a suitable constant we can achieve that
A=0
for a equilibrium. Hence A is a Lyapunov function in sense of [Wal00] w.r.t. this equilibrium.

We prove 3) for regime (DC) and prove 1) & 2) for all regimes.

Proof. 1) We derive (2.45) w.r.t. time for arbitrary t € (0,7) \ U;\i(lo)n and apply the transport
theorem which reads for closed surfaces A as % Jyda=2 [, kyw-vida

d d d ;.
A= gioss) +3 A Pt

+ / (pstbs +po)v-v+ Y / (PLo)s — psibs + 20kn)w - vy
0% 1EN I;

With the help of the continuity equation (2.20) this is rewritten as

d o o
—A= / Dy(psips) — Dipsths + / - Di(ppvr) — Dipivy,
dt Qg Qi

iEN
+ [ (psws)w—v) +pow) v =3 [ (lpwlhw ~ [lpwol] - 20karw) - vs.
o0 ieN i
We introduce the common notation A : B = tr(ATB) = ?73‘:1 AJ'BY for two matrices A, B €

R™ ™ here always n = 3.

Due to several identities from mechanics, e.g. the Gibbs-Duhem equation (2.44), there holds (see
[DDO08], eq.(A 4))

Dy(psts) = Z taDing — ﬂDtps +o0g: Vv (A.28)
acag Ps
and oL
D(prvr) = Z aDing — —Dypr, — prl: Vur,. (A.29)
acay, PL

Together with the definition of the specific free enthalpy g := ¢ + % we obtain

d
A= [ 3w - gDip -+ 55 Vo

S a€ag

+) /1 > taDing — gDyp — prtr(Vur)

iEN L ag€ay,

+ [ oss)w —v) 4 pow) v = 3= [ (v~ [lov] — 20kasw) -

1EN "~

We consider the mechanical contributions and exploit the mechanical BVP (2.51) — (2.55),

/ os: Vv — Z / prtr(Vor)
Qs i

1EN

:—/ (V'Us)'U—FZ/_vpL'UL-F/ Usv'V—Z/(05’U+—|—pLU_)-I/+
{ls ieN 9L o0 ien 7L
— — vV —

/mpo Z

| (osllo) + 20k v
ien /i
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A.7. Proof of the availability result

where we used on 9Qg
osv-v=og((v-v)v+(v-T1)T1 + (v-T2)T2) - v =0sV-v(v-V).

Hence
d

/ > paDing — gDip+ > / S baDing — gDyp

Qs acag iEN Qy a€cay,

+/ (pstbs + po)(w —v) - v
=3 [ Wl = vl + orslo]) = 20kas (0= 0-)) s

iEN

With the Gibbs-Duhem equation (2.44) g = p>,ca, Haa, b € {5, L}, local conservation of sub-
stance (2.17) and (2.18) and local conservation of mass (2.20) and the definition of the diffusion
fluxes j, we find, since we assumed chemical equilibrium i.e. no chemical reactions take place,

Z paDing — gDgp = z Ma Dtna - 7Dt/0 z HaV * Ja

acag acag acag

and an analogous formula in the liquid. We get

/ Y 1aV - ja - Z/ > HaV- ]a+/ Hama) (W —v) - v

Qs acag iEN L a€ay, a€ag
fz/ (3 pana = 3 pana =05
ieN I acas acay,
<>
Z HaTqV4 — Z HaNqV— — Og Jui)) vy
acasg acay,

where we further used the Gibbs-Duhem equation (2.44) under the surface integrals and again
(2.51) — (2.55) and (2.16). Note that in particular

[Ip]] = ps — pr = v05 " vy — 20k (A.30)

Assuming a homogeneous spherical liquid droplet, which allows to use Gauss’ theorem, with use
of w = r;v and together with the interfacial conditions (2.56) and (2.57) where we consider at first
both regimes (DC) & (IC) simultaneously, we have

/ Z ,LLaV Ja — Z(IU’ASS/ jAsL “Vy + UGas /I jG’aL Uy

Qs acag 1EN I
1 .
_(77[1/4_-0'5 V+ZM Z w)na)/ja.u_,_)
Ps J1i a€ay, aEaL i
Z :uana - U V4 Z / HAssT Asy, + HGasMGar,
o0 a€ag iEN
+(1—p—f)][1/03 V+—|—Z n—z,uanaw vy
Ps I aEaL a€ag
7
+( Z HaTaV+ — (HAsgMAs, + HGasNGay, )V— — (V4 — @U ) ][ V- U?.>V+) "Vt
aEas pS I;
- Z n2U_ vy
acay, a
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Appendix A. Further details of the modelling

and with (2.24), (2.25), B! =: n,B! and the definition of u, (2.91),

d ) RT 1 1 .
dt - / Z ’uav Ja — Z( mt/ JAsp, " V4 + ?/ (UASL - ﬁvGaL - (1 - ﬁ)w)]AsL . V—i—)
Qs acasg iEN i i
(S mana)w =) v+ 3 [ (2 panal—w+v2)
? acas ien“1i acag
<> L
— (Hasgnas;, + BGagNGay ) (—w + v_) +][ vy 05" vp(w — vy + =FH(—w+v2)) vy
Ii pS

];?((UAsL —w)nas, + (VGa, — W)NGay ) (V- — w)).

We now exploit chemical equilibrium to express > ,caq HaTa as a function of the total chemical
potential u, first (2.95), then (2.96) and finally (2.97) and (2.98).

Z HaTba = (,UGaaYGaa + ,UASQYASQ + MAS@YASﬁ + ,LLAS»YY + ,UVaYVa + NVgYVﬁ + ,UV,YYV»Y)nG

a€ag
= (1Gan YGan + HAsa Yase T Has;Yasy + 1ias,Y + pv, (1 — Yas, — Yaa,)
+ pv (1= Yas,) + v, (1 = Y))ne
= (HGao = 1) YGao + (Base = 1Va)Yase + (Hass =ty )Yass + (Las, — pv,)Y )na
= (11Gas YGan + 1AasgYAs)NG = UGagNGas T HAssNAsg- (A.31)

Therefore with (2.26), (2.96) — (2.98) and finally with (2.24) there results

Z :uav : ja - MGaav ' jG’a + MASQV : jAsa + MA35V . jA35 + ,U/As—yv . jAs,Y

acag
+ v, Vo (Jas, +Jvy — Jase — JGa) + vV - (Jas, +Jv, — Jasg) + 1v, V- v,
= (UGan = W)V JGa + (Base — IVa)V  Jase + (asy — 1)V - Jasy
+ (MASW - NVW)V " JAs,

1 . .
= (_EUGGLS + p1asg)V - jas = uV - jas.

We have now

d .
*A:_/ uv‘]As_ znt/ jASL ’
dt Qs zGN

RT
+ 57 [ (@any, = 0)(was, = v )nas, + (060, =) (06, = v-)ni,)

+/ (MG&SnGaS + ,UAsSnASS)(w — ’U) -V

+ Z/ HGas(=[[ncallw + [[ncavl]) + pass (=[[nas]lw + [[nasv]])

iEN
I “S " (Lol — [[oul]) - v

/ Vasy — Wnasy + (VGa, — W)ngag)(v- — w)).
zEN

We can simplify further by applying conditions for the change of interface (2.158),
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A.7. Proof of the availability result

B Vu+ jas, ) - K
][w.y _ G i Vetdan) v fllnadllve o vie N foraa, e (0,7),

[[.4s]] [[.45]]
and (2.31) which translates into

][ (CRRZERE [['([)[U]]]] on I;(t) Vie N(t) fora.a.te (0,7).

We find

d
Rally/ V- jas —
A /qu ja

Z(uZnt/ jASL CV4

ieEN i

+ / (MGaSnGas + MASSnASS)( ) v + Y Z / quas + NASS)VU Vi

RT

+ Z/ ~IUGaS + MASS)JASL ' - BI Z/ |UA5L - ’IU| NAsy, + |UGaL - w‘ nGaL)
1EN * 4eEN

and we obtain by further using Fick’s law (2.59) and since the terms with j4s, cancel out, that

d B
aA = RT 0 UAU+/69(HGCLSRGGS +MASSTLASS)( VJF o Z/ mtvu Vy
s
Z/ ’NASP_‘_ ‘NGaP)
>£ ieN NAsy NGay,

and finally by integration by parts where we use (2.178)

d
GA= g 190+ [ (eusncactuagna) w0 v—RT Y [ (5 B Wl W),

iEN

chem ‘ 90 = mech ‘69

If we assume n4s|gn = const (that implies 4" = const, while p'j'¢ = const since plag =
po) and ngg|on = const with w-v =v-v+O(& ) according to Lemma 3. 1 there results with further
exploiting (2.28)

d 2 1 I Mas <50 I Mga _<..>\2
- _ B Vu S [ (B (lpas 0577V + B, (([hca o5"7)?) <0,

ps
(A.32)
which is always nonpositive. In the regime (DC) the last term vanishes while in (IC) the first term
is zero (after suitable rescaling of time).

This can be rewritten as

d ,_ B |NA5|2 Naal®
%A_ﬁ uAu+Z/ ul,, 74X TZ,][U +

€N ZGN nAsL NGay,

).

2) We use the formula (2.45) for A in order to consider the availability at time 7;. With (A.31)

A = / MG(ZSnGas + )uASsnASS + bo — Ps

+ Z/ HGarNGay, + HAs; TV Asy, + po — pL + Z/

iEN iEN
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Appendix A. Further details of the modelling

By plugging in the mechanical parts of the chemical potentials and the assumption of spherical
homogeneous droplets and (2.79) for pr, in we have

A= | G+ p s 0 D

+y / BT NGy, + HA e A5, + 3kL(hL —hr)+po—D+3kp(hy —hi)+ /
1EN 1EN

that simplifies in our approximation to

= [(po — P) +/ MCGhae;nnGas + FLASS NAsg Z / Mg‘lszlnGaL + MzcélseLmnASL + Z /
€N iEN

With the modelling of a dissolving droplet as in Subsection 2.6.7, where we indicate functions at
time 7;+ by an index + and at time 7;— by an index —, we have

+ + _
Ag = A(TZ+) - A(Ti_) = /Z (:U’CGh;;n nga MCGh;T nGaL) + (Mf‘l]‘bse;l nis :U’i{lseLm )nAsL - /I g
L 2
(A.33)
(A.33) shows that A? is finite, depends only on the time 7;4 and varies in terms of order O(h) for
each droplet 3.

If we neglect the regularisation for n44(7;+) as in (2.168) and for the resulting ng, (7;+) and assume
nas(Ti+) = nas, (1i—) and nas(mi+) = nas, (1i—) we get

+ — + —
Al = Alri) = Alrim) = [ e — e nga, + G = na, — [0 ()
L [

Clearly the last term is negative. Numerically we see that the other terms are expected to be also
negative, but this is not important for the rest of the study.

3) We calculate explicitly A as expression in the variables u, U, {r;} and Rp4.
We start from (2.45). With (A.31) together with the interfacial conditions (2.56) and (2.56)

A= / UGasNGag + AssNAss + Do — DS

RT
+Z/ (HGag — oL V+0'5<~ i ++ﬁ(”GaL — W) V4 )NGay,
€N
MA RT
+ (HAsg — 5 —viog” ++ﬁ(UAsL— w) - v )nas,) +po — pl) +Z/
S * iEN

By plugging in the mechanical parts of the chemical potentials and the assumption of spherical
homogeneous droplets we have

A= / (HEem(1 — Xg) + p4" X g)ns + ps — b+ po — ps

. L RT . . .
+y / (W (1= X1) + W X, + o (06, (1= XE) + 00, X — w) - viny
zEN *

ol
+ 2L (ps =P —vio§ T ve) + po — pl) +Z/
pS €N
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A.7. Proof of the availability result
Now we exploit (A.30)

A= [ (= Xs) + sl Xsns + o~

. RT . . .
+) / (s (1= X1) + g "Xk + S (e, (1= Xp) 4 vas, Xp — w) - veng
ZEN *
1 -, _ 2 p}
+(CF =D)L —D) +po =) +4r > ri(1- 7)o
Ps iEN Ps
and with (2.115) together with some rearranging
A= / Po —ﬁ+/ (HEEMY o + LY as)nG
. . T . . .
+) / (e (L= X1) + pGea" X1 g, + BT (vGa, (1 = XL) 4+ vas, X7 — w) - vyny
iEN
U-v . 2 i
- 3kL('iiL - 1)(L —OR —np (X)) +an S rP(1— 2P,
Ps T4 iEN 30

Eliminating ng and nyz, by (2.75.1) and (2.112) and Wlth
our approximation

«42/2?0—13
Q

+ / (Y G + B4V p I (1 — tr(VU) + 3h")

U-v
(1- 33%— +36% 4 3tx(VU)) in

3
as

chem 7 chem y~1 vd JLU v
+3° [, (= X+ e X6 = Vo - 57

+ 3h7))
ieEN T
RT ; ; 1,U .y
o (06, (1= X§) + vas, XE —w) - vyl — 3k (P2 (e — 5% — iy (X1))
B* Ps Ty
2D
+ar S 21— 2,
i€EN 3Ps
The (IC) term is bounded where we use |7;| < k. We let this term now — 0
Finally with dependencies on variables u, U, r; and Rpqg
= | (Rpa)(po — D)
+ (B Vg0 + ™Y ) (w)n B (1 — (Y U) + 3h* ()
Qs(Rpa,{r:i})
4m chem ) chem vyt v ‘{7, U-v *
+3 ord (e (1= X1) + pds Xp) (rand (3 = Yy ) (1 — 3 —— +3hp(Xp(ri))
iEN v
R | g%y PL 27
1€N S

or alternatively
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=010 )+ [ (L~ (VU) 430 ()

i})
471' chem N JL U v *
o S e 6 - Vo)1 - 37 3k (Xu(r))))
iEN v
+/ [(—pdi + pdsi™) X sl (wnd(1 — te(VU) + 30" (u))
Qs(Rpq,{ri})
Am chem chem ) N JC U-v *
o S G X (r)n(3 - Vi) (1= 37 4 3k (X0 ()
iEN t
‘ 2D
+ 3k (0% + 1 (X3)) +4m 3 12—k 2L ][ U-v+1- 200
1€N 3 Ps

chem

The last could also be written by formal extension of ug!“™ constant onto the liquid and by means

of notation of extended h, h* and X and n. :=ng/, as
= [Q(po — +/ peremn (1 — 3h + 3h*) +/ (—p&em + pem™ Xnf(1 — 3h + 3h%)
2p
+ 4 Z r?kL((sR +hy)+4n Z T [—ka—L f U-v+(1- ,fi)g]
ieN ieN Ps /I 3Ps

We use (A.35) in order to show that A is bounded. Due to 1) & 2) it suffices to give a bound from
below in the case that a solutions exist.

We can estimate the mechanical terms in ng if we are in approximation of small displacement
gradients and if n& = O(1).

AZ IR0 =9)+ [ T+ i Yan) (1 + O(R)
bd>\Ti

i})
4m chem 7 chem Evd
+3 Do (e (1= X1) + pd X 1) (rnd(1+ O(h) (3 = Yv)
1EN
. D 2D
+ 3k (6% + 1 (X3)) +4n 3 r2 [~k LE 7[ U-v+(1- 5%)0].
S J1; S

1EN

The first term is strictly positive since we have |Q2| > 0, also the first term with X > X 1. The last
term of the last line is bounded below and if ¢ > 0 and p; < %ﬁs) then this term is nonnegative.
L0 b T (X1),h"(Xs)}

The term f; U - v has no sign, but it is bounded by 3k, max{ﬁg_k

3k rmzn
This leaves with kg, < ks, Yien |1i] < [Q] and h* < A% ’
A> (HE Yo + AT Y as) (u)ngs(1 + O(h))
Qs(Rpa,{ri})
Am chem 7 chem vt 7 v T
iy (e (1= X1) + pds Xp) (rand(1+ O(h) (3 = Yv) + 4w Y rP|O(h).
iEN 1EN

The first two terms with chemical potentials are nonnegative since X7 < Xy <l and 1 <y < (.

Hence
A>A4r > ek |O(h)] > 0> —o0.
iEN
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Appendix B.

Transformation on fixed domain

B.1. Construction of a transformation on fixed domain

We construct explicitly a transformation ® of the type, which we used in Section 4.2.

Therefore we split 25(¢) in spherical shells around the droplets, ¥5(t) = Bepi 1) (Xi) \ Besr, (1) (Xi),
a boundary layer shell of thickness of order ¢ around the free outer boundary defined by X¥§(t) :=
Br.)(0)\ Br,,@ Bpr,,1(0), and denote the rest by F§(t) := Qg(t) \ UM X¢(t). In this section we use
again the notation of Section 4.2.

We assume that R?,(t) are small enough resp. Ry (t) is large enough such that up to time 7 neither
spherical shells X5 intersect each other nor the boundary layer shell and any other shell intersect.
Further 7 should be small enough that both the boundary layer shell and the other shells have
strictly positive thickness.

Now we transform the X5 onto the fixed domains X5(¢t = 0) := B_pi (0) (Xi) \ Bos,o(X;), i € N°¢
resp. X5(t = 0) := Bpg,,1)(0) \ Bg,,(0)(0) and analogously we rescale Q%(t) onto Q5(0) := Q(t =

0) \ UY, B,o(X;) by means of

2= X =z , z€F5(t=0),
(., t): 4 2 zi=qllz])g , ZzE€X5(t=0),
2 ai= X+l - Xa) =%, 2 € X5t =0)Vie N°,

z

where ¢, is a function which fulfils ¢ ( Ry (0)) = Ryi(t), q:(Rpq(0)) = Rpq(t) and where p; is a function

which fulfils p;(e37)) = e3ri(t), pi(eRL,,(0)) = eRL,,(t) s.t. q resp. p; are continuous.

In principle we could assume existence of such a transformation ® since all boundaries are smooth
and by decomposition of unity we could locally map balls of the original domain onto the time-
dependent domain, analogously we proceed at points close to the boundaries and then put these
maps together to get the sought-after ®. But since ® is time-dependent and we need in the following
0¢® to be continuous on Q%(0) we construct explicitly the transformation. We calculate

5 , z€F5(t=0),
el (59 - 59) + 02T, 2 € T5(t=0),
(D®(z,1))i = | pellz=XaD) (i _ X)X,
|z—X;] X\zle\Q N
+0pp(|2 — X)) BRI e v = 0) Wl € N

where 1 < i,j < 3, hence for continuity of D®, 9,¢:(Rp(0)) = d,pi(eRL,,(0)) = 1 VI € N-.
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Appendix B. Transformation on fixed domain

Remark: this yields for the metric tensor

5 , z€Fs(t=0),
DAY - )+ ( pqtuz\))??fg 2 € T5(t=0),
Gij = (ptfli;?jl\))?(dz,j (zi—[X1]s )(le‘ [Xily) )
+(0pi(|z — Xi)))? Zi*”ﬁfj)ﬁag X)L e ne(t = 0) Vi e N°
Furthermore
0 ,z € F5(0),
(Opae(|2]) — HER) (6992, + 6702 4 ¥z — 32228 oy
+0p, th(‘Z‘)ZZZ]Zk .2 € 35(0),
Ohs =032 @,pu(|z — Xif) — P (69 (2 — [Xili) + 5% (2 — [X1])
i zi—[X1]:) (25— [X1]5) (2 —[ X
46k (z — [Xi);) — 3 i [Xi)( \Jz—[Xﬁ%)( | l]k))lz—g(lP
+0p (|2 — X|) B G L) G X 2 € X5(0) VI € NF,
where 1 < i, 4,k < 3, hence we need 9, ,q:(Rp(0)) = 0, ,pt(eRL,,(0)) = 0Vl € N=.

We ‘introduce as abbreviations for the thickness of the shells \(t) := e(R.,,(t) — €2ri(t)), A} =
e(Rige(0) — 217), A(t) == Rpa(t) — Rui(t) and AJ == Rya(0) — Rui(0).

We achieve that ® is C? in space by taking Newton’s interpolation with polynomials up to order
3, and get finally

0
() = Raa®) = S5 (Ria0) = )1+ (57 = 30 = Fu(O)(1 = 350 = Fu0)

resp.

ME(t) 1 1 :
¥ (0) = p)(1+ 57

R

pi(p) = e¥ri(t) + (R (0) — )]

A
where we can take p € RT.

We remark, that in principle for 1 < k < oo we achieve that ® is C* in space by taking Newton’s
interpolation with polynomials of order k+ 1, with qgl)(Rbl(O)) =0 and p§ )(5Remt(0)) =0forl> 2.
We check, that for suitable small e, we have that D® > 0.

Furthermore we want to have 9;q:(Ry(0)) = Ry(t) = 0 and 9sps(eR:,,(0)) = eRl,,(t) = 0 i.e.
Ry (t) := Rp(0) resp. Reyt(t) = Reqt(0) in order to guarantee that the time-derivative of @ is at
least continuous in space and as smooth in time as Rpg resp. r;. We have even that Of@, k> 0 are
continuous in space

Q , z€ F5(t=0),
O ®(z,t) :={ Roa(t)Or,,na(lz]) 5 , 2z €X5(t=0),
74 () 0y, (0ype (|2 — Xi]) ljj§%|, z€X(t=0),i¢€ N°®

7

that simplifies to

0 , z€F5(t=0),
(z,t) = | BaRED)P . 2 e Xt =0),
,zi(t)(ERm(O) £y3

z
,Xi _ .
" ‘;X , z€Xi(t=0),1i¢e N°.
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B.2. Transformation of a stress tensor

If we want to exploit any specific properties of the transformation ® we will work in the following
with q; resp. p;.

Remark: By convolution with suitable mollifiers we could improve the regularity of ® up to C'*°. It
suffices for our purposes to assume that ® and analogously ®~! is C? in space, because this implies
that Christoffel symbols are C°, and ® to be as good in time as R.

B.2. Transformation of a stress tensor

Now we derive briefly the transformation formulas of the reduced Cauchy stress Gg to arbitrary
curvilinear coordinates, which are given in detail in [Cia00]. In order to determine the transforma-
tion behaviour of this Cauchy stress tensor, we recall its definition:

54 (VU?) i= K ey (VUF)

where the components of the stiffness tensor K are defined by (2.78), which transform contravari-
antly and in our new coordinates they read

Kkl — Asg¥g l-l—us( ik Jl'i‘g i )
Hence with (4.24)
52 (VU®) = Asg" ey (VU®) ¢ + pus(g™ e (U°) g7 + g ey (VTU®) g7F) (B.1)
for components, or rewritten
55(VU?) = Asg ™ (e.(VU?) : g71) + 2us sym(g e .(VU%) g~ 7).
Hence the components of the reduced Cauchy stress tensor transform contravariantly, i.e.
55(-) = DO G5(-) DY,
or written in components we have
540) = lal'ed Olgs.
B.3. Derivation of the transformed problem for the velocity

Here we derive in details the derivation of the problem for the velocity after transformation on
fixed domain, given in (4.30) — (4.32). We do not assume here (2.13) i.e. v = 9;U and start with
the definition v = (I3 4+ VU)9,U. We will see at the end of this section that ;U = O(||VU]|) hence
we can always work in our approximation of small displacement gradients with

’Ua == 6tU5.

We examine the dependence of the mechanical BVP in time in order to get a problem for the
transformed barycentric velocity field

° = 8,U° + DO TVU DO Y(9,U° — §,D)

or

(0] = QuU°)" + [g" (2)];05 519" ()50 [U°]" — 0,2%)
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Appendix B. Transformation on fixed domain

in the approximation of small displacement gradients.
Therefore we consider difference quotients w Then we can exchange the V and the
difference quotient and for letting h — 0 we assume that the limits of the right hand sides exist.

Hence we can differentiate (4.26) — (4.28) w.r.t. time and find the following problem for 7 := 8,U°®.

55l1.(Vn) = —(div (9,65)(VU®) + 9,T;,;6% (VU?)

+ 0T 5 (V)

+ O, f + 3kg[n*" (@) DO~ TVaE 8, u°

+ ¥ (@)[0; D® T Vi + DO 19, Vi in Q5(0),
G5(Vn)v = (—(0:55)(U%) + 3ksh* ()0 v on 09(0),

5 3k (< (8,5) (VT + [ kL ey 29
(V) = o (10 = (0O + =S of (0% -

i %

— 3kph} (ri) + 3ksh™ (Wing (1)) Uy (ri)]7)v on I£(0) Vi € N,

wnt
where
(0:65)7(VU®) := As[0rg” exn(VU*) ¥ + g7 (0pe)iyn(U%) g™ + g7 ey (VUF) 0™
+ ps[0ug™er (VU) ¢! + g™ () (TF) g7 + g% ey i (VUF) Oug”"
+ 09" e (VU®) g% + g (01)1 (UF) o7 + g™ e (VU?) D197
and

We see that the r.h.s. of the problem for the velocity depends on data, which is in O(h) if dyas
and 7; are bounded pointwise in space. Hence we have © = 0;U® = 7 in the approximation of small

displacement gradients and hence we can work with v = 0;U¢ in our approximation.
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Appendix C.
Single droplet problem

Here we consider a problem of type (SDP) as defined in Section 2.1. We recall that this means
Q(t) = Bp,,1)(0), N° =1 and X; = 0. Regarding the notation we write 77 = r1 and I = I;. We
define r = |z — X;| = |z|.

C.1. Single droplet problem for regime (DC) — Problem A

We consider the regime (DC) i.e. Problem B, where we replace (2.178) by
u="T(t) Vz,|r|= Ry(t) Vte(0,7) (C.1)

with %(¢) a given function, which is smooth in ¢ and with given time derivative .

Furthermore we set here Rpq(t) = Rezt fixed in time. For this two modifications we have in mind to
get a formal homogenisation of the many droplet Problem D by coupling single droplet problems
together, which communicate only by a mean field @. This is in done in Section 3.3, in this appendix
we derive as far as possible explicit solutions of the single droplet problems. Our single droplet
problems play the role of the “cell problems”, which are used in standard homogenisation theory,
see e.g. [CD99]. We refer to (3.23) — (3.33) in this case as Problem A.

Since the data is spherically symmetric w.r.t. the origin, all quantities are here in spherical sym-
metry, too. In the whole of this Appendix C we exploit the spherical symmetry. In particular
the mechanical BVP (3.23) — (3.25) can be solved explicitly then. We follow the solution of the
mechanical single droplet problem in [DDO08] closely, but we do not assume from the beginning,
that r7/Rezt — 0.

We work with 72 -~ ¢t as in Section 3.1, i.e. we consider the dilute scaling regime, and assume
exr

w.l.o.g.
rr < 674Rea}t- (02)

Furthermore we use the scaling of h* with °.

C.1.1. Explicit solution of the mechanical BVP

Theorem C.1 (Mechanical BVP for a single droplet in spherical symmetry). In the case of spher-
ical symmetry we can give an explicit solution formula for Ul in our approximation of small dis-

placement gradients.
£

Ul(r)=a°r+ 7% + 5 (r)r, (C.3)
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Appendix C. Single droplet problem

where
(4G5 +3k)((4Gs + 3ks) Bl + 4Gse”h” (1) + W J et 3R (u(2))D.u(z)dz)
cT (4G5 + 3hs)(~(4Gs + 3kr) + 1 4Gs(1 — £2)
LT i "f 7L (4G's + Bks) 372 (22 — 3k (6% + 1y (rr)) + (4Gs + 3k1)e? W (wins (7)) -
(4G5 + 3ks)(—(4Gg + 3k1) + 5; 4Gs(1 — &) ’ |
b = 5%, (C.5)
(4Gs +3ks) (32 — 3k (6" + hi (rr)) + (4Gs + 3kL)eh* (uint(rr))) (C.6)
(4G + 3ks)(—(4Gg + 3ky) + St T LGS (1 - rL))
3(ks — k1) (4G + 3kg) B2 + 4G359h*(ﬁ) + % St 3R (u(2))D.u(z)dz)
- (4G5 + 3hs) (—(4C's + 3kz) + el 4Gs(1 — B2) ’
ci(r) = ijﬂ_}i]msg(h*(u(r)) — 7"% /a:m zgh*/(u(z))u’(z)dz). (C.7)
The pressure in the liquid is then
pr =D — 3kp(a® + b5 + c5(r) — 6%). (C.8)

Proof. In spherical coordinates og is diagonal. By assuming radial symmetry of U, ie. U; =
(UZ(r),0,0)T we rewrite (2.119)
AT,T 2 T Ug
Og (Ue) = (ks — gGS)(arUg + 2*) +2Gs0,U]
. . 2 - UT ur
02@((]&) = 2'79(U5) = (kS - gGS)(a U +2— ) + QGSf
&g¢(Ua) = 5g6(U8) = 62’9(U5) =0.

We plug this into (2.173) — (2.175) and get

ATT 2 ATT PN *

0:6%5" (U2) + ~ (6§ (U:) = 657(U:)) = Bkse’h™ (u)dru vr € (€'rn, Rear),  (C9)
&?7@5([]‘5) — Ag’e(Ug) Vr € [547“17Remt]7 (ClO)
5'g¢(Us) = 5’?9(U5) = OA'?G(UE) =0 Vr e [64TI’ Rext], (Cll)
65" (U:) =P — po + 3kse’h* (1) r=Rew,  (C.12)

AT,T Us 20

Gg (Ue) — 3kp—= — = 31{3L(<S + hi(rr))

rr 7"]

+ 3kS€9h*(uint(rI)) r = 547“1, (013)

We abbreviate gg =P — pg and g1 = 3—3’ — 3k (6% 4+ h% (rr)). Our problem simplifies to

Or v UL
92, UL +2 —E = 3kse”h*' (u)0u Vr € (7, Reat), (C.14)

U’r‘
(ks + Gs)8 Ul +2(ks — ng) = go + 3kse'h* (@) r = Rext, (C.15)

and
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C.1. Single droplet problem for regime (DC) — Problem A

ur ur
(ks + Gs)a U 4 2(kg — fGS)— - 3kLT— g1 +3kse?h* (wine (r7)))r = etr;. (C.16)
I

Note that with taking (C.3) as ansatz

12,..3 T 5127?

U
UL = =il 4 i () + (), 25 = aF + b 46 ()

where ¢5(r)" = 402]‘:#53,@% iy, 23€°h* (u(2))8,u(z)dz. Tt follows that ¢ fulfils the following ODE

4
(ks + gGS)(c’j(T)"T +4c5(r)) = 3k359h*'(u)6ru Vr € (7“1,5_4Rem)

and see that (C.14) is hence fulfilled in our approximation. From the boundary conditions we get
the following linear system of equations for the coefficients a® and b°

8127’3

R3

ext

3(%5 - k‘L)(f — (4GS + 3k‘L) T=91+ 3k559h*(umt(m) — 3(kg - kL)C§(€4T[)).

3ksa® — 4Gg—=Lb5 = go + 3kse”h* (W) — 3kgc5 (Rext) — (3ks + 4G s)¢5 (Rewt) Reat,

With
3kg
4 .
3ks 1 Reat
15 9 * (=) 37 %/
7 (Rext) = 746’5 3 (h*(u) 7 L, 2°h* (u(2))0,u(z)dz).

and ¢’ (e?ry) this yields the linear system of equations for the coefficients a® and b5

12,.3

etor 4Gy
€ _4 Ipe e 9 *
3kga Gg—5— Rext b = go +3/€54G +3kS h*(w)

—2Gg+ks 1 Rext o0 o
18k h* Lu(z)d
+ 18 S5 1 3hs R, o, z2°e”h* (u(2))0,u(z)dz

4Gg + 3kp, 9
(ke — k — (4G 3kr)bT = 3kg—=————c"h*
3(ks — kr)a® — (4Gs + 3kp) g1+ 3ks 7 1Gs 1 3hs"

(tint(r1))

which has as unique solution

(4Ggs + 3kr) (g0 + 3k54G5+3k eVh*(m) + 18/{:5%3% [Hert 390* (u(2))0,u(z)dz)

87"]
a = —

—3ks(4Gs + 3kr) + e ’”f 12G5(k5 —kz)

12,,,3 %
;;Tt"le(gl + Bks oS ae O h* (wini (r1)))
—3ks(4G's + 3kp) + oL 112G (ks — k)

3ks(g1 + 3ks 3551325 9h*(um,5(m))

—3ks(4Gs + 3kp) + e TI 12Gg(ks — k1)

3(ks—k:L)(go+3k:5m59h*( )+18kS%R3 JHeat IR (u(2))Du(z)dz

E TI

_l’_

5
I

—3ks(4Gs + 3kr) + 12G5(k‘5 —kr)
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Appendix C. Single droplet problem

which simplifies to (C.4) and (C.6). By (C.8) we have a unique formula to determine pr.. O

We calculate with the help of our result the densities in the solid

ps = Ds(1 — tr(VU)) = (MgaYaa, (1) + MasYas(1))n8(1 — 3a%) (C.17)
and in the liquid, respectively,
pr=pp(1 = 3ag) = M(Xp)ni(1 - 3a;) = (Maa(l — X1) + MasX1)(3 = Yv)nd(1 - 3(a° + b)),

We see that under the Assumption 2.1 the displacement gradient VU, is of order (’)(ﬁ) and hence
consistent in our approximation.

With assuming as in the mean field model that v =~ @ far away from droplets, see Subsect. 3.3.3,
we have

T

|ri3 /5; 230 (u(2))0u(z)dz| < 7013/5 2|0 (u(2))d.u(z)|dz

4”
4 T
< ET T e ey B B
3 Jedy, z
4 8,.2
e*rrl e°r .
<——351- 55) sup R (u(2)]([T = wine(2)])
r r z2€(e*rr,Rext)
< e*Const for r > e'ry.

Together with the assumption (C.2) our formulas (C.3) — (C.6) simplify in leading order in &, where
we keep for the moment the A* terms, to

512T3
U'(r)=ar+bs 2 Ly cr(r)r
where
a= p%spo + 4G:(j_53k559h*(u) (C.18)
b 3(ks —kr)Bg® — 22 4 3k (0% + by (rr)) + 3(ks — kL) s b (W)
b= e = 4G + 3k;,
_ 3RS op () (C.19)
4Gg + 3kg ’

cr(r) = —F5 9t (u(r)) — L / B () (2)de). (C.20)

4Gg + 3kg 3 Jerz,,

In leading order in € we find

T]r T‘[

65" = —4Gsbr 3 —4Gsby, (C.21)
ps = (MGaYGaa( )+ MASYAS(I))ngO —3a) (C.22)
pr = M(X1)(3—Yy)nE(1 - 3(a+bp)) (C.23)

which will be needed for the formally homogenised problem. We find according to (2.111)

(4Gs + 3ks) B2 — 22 — 4G 56" + 3kph}, (m))
4GS + 3kr,

ar, =a+br +cr(ry) — ot = (C.24)
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C.1. Single droplet problem for regime (DC) — Problem A

Hence the leading order terms in ¢ are identical to the formulas in [DDO0S].

C.1.2. Boundary conditions on interfaces for single droplet problem

We consider (2.133) and (2.134) in case of a spherically symmetric single droplet problem,

~Cchem\— ~cnem 1 20-
Wy (rr) = (@) ag ™ (X (rr)) — . (C.25)
~Ccnem 1 20_ ~cnem cnem
0 =a"™(X(rr)) — —— hem (g™ (X1, (rr))
As T (C.26)

?’kLlﬂ(hL(XL(rf)) — AL (X1 (rD), 1,8 uSe (1))

nr

We explicitly solve (C.26) for X (r;) in our approximation. In particular we have (X — X) =
(’)(hl/Q) and approximate X7 ~ X in the term h} — ar. We approximate

ag,(Xp(rr),r1,0, ugy(r1)))) = ar(X 1, 71),

with ay, as defined in (C.24). Furthermore we use twice k¥ = 0 for X; = X, and thus the h} term
drops out in ar. Hence we approximate by

1 20 ~chem (, chem
— — X e . 2
e & (u" "™ (X1 (rr)) — ar(rr)) (C.27)

0= af*“™(Xp(rr)) -

We follow our arguments given in Appendix A.5 and use the spherical symmetry. This allows us
to give an approximation in leading order in € of X and w;,:. We prove

Lemma C.1 (Well-posedness of boundary conditions on interfaces for a single droplet).

Let
1 20 SkLl—,u

— = ——ay(ry)) > 0. C.28
N As 7"1 nL p (rz)) ( )
1) If rr > Tmin 2 4@52%, X > 5, 1>n> % nd m > 1, then exists a unique solution to
(Wint, X1) € Ju X Ix,,, as defined in (2.125) and (2.124), of the interface conditions (2.128) and

(2.129) for all parameters r; € Jy := (Tmin, 00).

2) wint and X1, depend smoothly on r; and are strictly monotone decreasing in ry in our approxi-
mation from Assumption 2.1.

We see that the assumptions of the lemma are fulfilled for typical values of the material data, see
Appendix D.

The statement of the lemma corresponds to the numerics in the study of Dreyer and Duderstadt
[DDO08], who consider different temperatures.

Proof. We define the function

— =M (M (X)) — —=—ar(r C.29
e (ugp ™ (X1) — L(rr)) (C.29)

O(Xp;rp) = 4™ (Xp) —

and show by means of the intermediate value theorem, that ® has a zero.

We calculate now that ® is strictly monotone in Xy. By deriving ® w.r.t. X we get
3kp1—p
nL

Ox, ®(Xpsrp) = ag ™ (Xp) — a™ (ug "™ (Xp) — ar (r))ug ™ (X1). (C.30)
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Appendix C. Single droplet problem

According to (A.10) and (A.11) we have ,u,ffsem/(y) > 0 and ugfml(y) < 0. For ease of presentation
we introduce ,
C(U — _MGa(y(u))
T /
Has(y(w))

where the inequality is due to (A.9) with i < 1. We calculate

> 1,

@ (y(uw) 1+ Le(u)
Wyw) 1+ de(w)’

achem/(u) _ ﬂchem/(y<u))y/(u) _

that can be bounded if m > i > 0 i.e.

1+ L n+1f
i < +C(u) < achem! (y) < milp (C.31)
1+ ﬁc(u) p+1m
. 9 1+%c 0
since “Trie < 0.
We use the estimate (C.31) in (C.30)
O, B(Xpsrr) > achem!(x,) — T LI ehemr x v < (C.32)
r ’ p+1m ’
which follows from the definitions of "™ and u$*™ and m > 1.
We consider the range of ® and start with plugging in X,
_ 1 20 3k 1—fi
(X pirp) = ——— — g (=2 _Bar (), C.33
(Xz571) " (=%, p (rr)) (C.33)
where we use uf*™(X 1) = 0 and 45" (X 1) = 0. We point out, that the argument of @"™ is of
order O(h). We insert the expansion of 4™ around u = 0, @™ (u) = uA(y) (see (A.9))
— 1 2 3kr 1 —fi
O(Xpiry)i=—— 2 4 LTl ) <0, (C.34)

MAs 7T L f
due to our assumption (C.28).

Since —In(1 — X1) — oo as X, — 1— we can estimate for some fixed r; and ¢ sufficiently small

RT RT
®(1—6;r7) > ——In(0) + — In(d) + const
m fi
where the constant is independent of §. Since i < m this is strictly positive for small enough 9.

Furthermore @ is strictly monotone in r;. We use (C.24)

11-4 3k )20—

p)
T

1 ~chem chem 3kr 1 — fi
— e (yghem (X ) — LT R () —

r(I)X; == —
Ors ®(XLimr) (nAs nr nL i 4Gg+ 3kp

>0, (C.35)

where the estimate follows by (C.31) and (C.28).

By the implicit function theorem applied to ®(X;r;) = 0 we find smooth dependence of the explicit
function X7, on r; and since 0,,®(Xr;rr) < 0 this yields the monotone decreasing behaviour of X,
w.r.t. r7 by the chain rule: We have on one hand

d

d—”<I>_1(<I>(XL;rI);n) =0,,1=0,
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C.1. Single droplet problem for regime (DC) — Problem A

on the other hand
6,,I<I>*1(<I>(XL; 7”[); 7”[) + BXL<I>*1(¢>(XL; T[); T'[)arlq)<XL; 7"])
and this implies with (C.35)

O, @ N (®(Xp;rp)irr) = —0x, @ H(®(XL;77))0r, B(XL;77) <O.

We have furthermore lim,, oo X1(r7) > X1 — h and lim,, o0 Uint(17) > u(y =1 — h). O

Our lemma focused on arsenic-rich droplets i.e. we consider Jx, = (X1(1 — h),1). We remark,
that also gallium-rich droplets with X < % exist for a suitable choice of material constants.

Finally we give approximate solution formulas for X; and wu;,: by Taylor expansions around
the reference conﬁguratlon and compare it with the classical Gibbs-Thomson law. We assume

,achem/(u) — 1+

which holds for sufficiently small Y, and we linearise (C.27)

1+ 1 9
_ 1 2 _
0= ﬂihem(XL) (XL . XL) chem/(XL) — ﬁ . ﬁchem<ucLhem<XL>)
NAs T'T
1+ 4
— (Xp = Xp)—uf ™ (X 1),
1 + L
what yields with "™ (X ) =0
X < 4 1 1 20
L — L 1 -
- 1+
chem/(X ) _ 1+g uihem/(X )) NAs TT
This is of the form 5
— o
XL(’F[) :XLJrCl;, (C.36)
with the constant ¢; = 11 T Note, that the constant c; is strictly positive.
~chem/ (Y + chem/ nAS
ur (Xr)— 1+l ur (XL)
From (C.25) we find
20
Uint(r7) =u(y =14+ 0171) (C.37)
or 5
o
ymt(rj) =1+ ClE. (038)

Note that the classical Gibbs-Thomson law wu;,; = i—‘; (Uint =~ 1;’1 In(yine)), see (A.17)), which is
considered up to a factor in the Mullins-Sekerka model is just an approximation of a first order
Taylor expansion of the general case. Note that we do not make use of this expansion at all.

C.1.3. Stefan condition for single droplet problem

We emphasise that we consider the single droplet problem for fixed external radius Re;:. From
(C.3) we get an explicit formula for v,

12,.2
v = QU (r)e, = [0 +(atbm+3bm)5 Ty o (e, (C.39)
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Appendix C. Single droplet problem

With the abbreviations

12 3
V(r,r1,7) = 8,05 + 365 L + 8, ¢ (r),

5127“3
B(r, 1, ) = Do + O T+ Oaci (1),
we can rewrite (C.39) as
v=(Y(r,r,w)ir + Z(r,r, 0)U)re,. (C.40)
On the interface this simplifies to
vl - er = [0, b7 + - b[ + 0r,c7(r))ir + (0ga® + Ogb7 + Ogci(r))ulr;

= [Y(r =rr,rr,w)i + Z(r = e a)ulry. (C.41)

C.1.4. Diffusion problem for single droplet problem

Under our assumptions for a single droplet problem we can simplify (3.26) — (3.33) and get as the
diffusion problem of Problem A

eX (u(r,t),rr,u) x (Opu(r,t)
+(V(r,rr, w7 + Z(r, v, w)u)ropu(r, t))
—(%aT + 02, Ju(r,t) = 0 Wr € (hrr(t), Rowt) VE€ (0,T) (C.42)
u(rr(t),t) = wine(rr(t)) Vi e (0,7), (C.43)
w(Rext, t) = u(t) Vit e (0,7), (C.44)
u(r,t =0) = u’(r) Vr € (e Reyt)  (C.45)

with free boundary 77(¢). The motion of the free boundary is determined by the ODE

_ Dl (1)1
X(rr)
r(t=0) =rf. (C.47)

vt € (0,7), (C.46)

Since in case of the geometry (SDP) we can solve the mechanical BVP explicitly for given r; and
u, we have plugged in U and v in leading order term in € into the diffusion problem, the boundary
condition on the interface and the Stefan condition. We now solve formally the diffusion problem
(C.42) — (C.45) coupled to the ODE (C.46) for the radii by transformation on fixed domain and
an ansatz of an asymptotic expansion.

We remark again that we seek solutions of the diffusion problem 7 where the time 7 has to be
chosen such that r,,:, < 7 < Ryt i.e. neither the droplet nor the solid vanishes.

In order to get rid of the difficulties with the time-dependent domain we transform our problem on
fixed domain. We proceed similar as described in Appendix B.1.

We rescale Qg(t) = Bg,,,(0)\ B, (0) onto the fixed domain Qg(0) := Bg,,,(0)\ B,, () by applying
the dilation
Rext — 647‘[ (t)

0 (p— €4T?)

. - — 4
”¢t P i= wt(p) =& T[(t) + Rezt _ 547"[
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C.1. Single droplet problem for regime (DC) — Problem A

with
Rext — 54’/"[ (t)
=——— = = A(¢).
Opin(p) = "Ly = A
We get as transformed problem
eX (@ (p, 1), rr, W) (A )0y (p, t)
4,.0
~c 4 PTET]
—0pu°(p,t)((—¢ Rewt — 470
—(V(p, 1, )7’1+3(an r1)u)p)))
( B + 05 )T (p, 1) = Vp € ('], Rewt) V€ (0,T),
(TIa ) = znt(rl( )) vt € ( )7 (048)
" (Reat, t) = u(t) vte (0,7),  (C.49)
@ (p,t = 0) = u%(p) vr € (6%, Reat) (C.50)
The function r7(t), which enters as parameter in the PDE, is determined by the ODE
A=0,af (rr(t),t)
. 4 P 3
Tr X0 vt e (0,7), (C.51)
rr(t =0) =Y. (C.52)

The existence and uniqueness of a solution @ € C1C?,r; € C! of (C.48) — (C.52) for all t < T
follows from Th. 4.8 for initial data u°® € H?.

For a formal solution we try an ansatz of an asymptotic expansion in &

@ (p,t) = ta(p,t) +eip(p,t) + 0(62)‘

According to our asymptotics for X in Appendix A.4 X is smooth, bounded and has bounded
derivatives w.r.t. u. Hence we develop X around @4 as X (i +ciip) = X (ti4) +etupX’(iia)+O(e?).

We plug u° into (C.48) — (C.52) and get by neglecting higher order terms in

2
(;8,) + 82 )ia(p,t) =0 Vp € ("9, Reys) YVt € (0,7),
Ua(r], t) = wine(rr(t)) vt € (0,7),
fLA (Reacta t) = ﬂ(t) YVt € (0, T),

where ¢t € (0,7). The solution @4 of this standard problem is

Repiu(t) — 54T(I)umt(r1(t)) u(t) — wint(rr(t)) Rext€4r?

T B
UA(/O7 ) Reyt — 647’(1) p Reyt — 64T(I) (C 53)
() — A= “;"t(”(“) £+ O(Y).

Since the time derivative drops out on our time scale, the initial conditions does not enter in the
problem for @ 4. The initial condition can be fulfilled by asymptoting matching, but we are here
only interested in times t of order €. Let us assume that

B Repiu(0) — 54r9umt(r(}) B u(0) — umt(r?) Rezts‘lr(}

Regt — 54T(])

. C.54
P Rezt — 54T9 ( )
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Appendix C. Single droplet problem

Since in the problem for @4 time enters only as a parameter we can transform the problem back
on time-dependent domain and calculate an explicit solution there, too.

We put (C.53) into (C.51) and get in leading order in ¢

_a(t) = uine(ri(t)) Reat () — wine (r(2)) .
T = 19X (r7) Rewt — cr1(t) X (1) +0(e%) vt e (0,7). (C.55)

In next order in € we have to solve the following problem for g

C0,+ 02 )n(p.0) = Falp.t) Vpe () Ru) VEE(OT)  (C56)
ﬂB(r?,t) = up.int(r1(t),a(t)) vt € (0,7), (C.57)
@(Ret, ) = 0 Vit € (0,7), (C.58)

where we use (C.54) and where

fB(p.t) = AO)X (@alp,t), 11, 0) (Dpitalp,t) + A~ (8)Dptialp, ) (V(p, 71.3))ir)

— X(@ ()] elry _ — Wt (1) 4 0, N
X(UA(p’t)’TLu)(uznt(rf(t)) P rr P € Tj(y(p,r[,u))r[)—i-(?(e)

is given since @4 has been determined by (C.53). Furthermore we remind that @ ~ °.

g solves a standard elliptic problem with smooth data, which is further independent of €, ipg is
smooth and bounded uniformly in . Since in the problem for 4p time enters only as a parameter
we could transform the problem back on time-dependent domain and calculate an explicit solution
there.

Since we found a simple Laplace equation with homogeneous Dirichlet boundary conditions we see
that there exists a unique v for each time ¢ € (0,7).

If a droplet shrinks or growths depends in first order on the sign of ua () := w(t) — wine(rr(t)). We
see smooth dependence of solution 44 on r; and .

C.2. Single droplet problem in regime (IC) — Problem Al

The diffusion problem in regime (DC) is easily solved since we find u = u(t), which is constant
in space. The mechanical boundary value problem is solved as for regime (DC), unless that the
coefficient ¢ or ¢y can be simplified to

=< dae s g ) (C.59)

cr=c¢;

and hence does not depend on 7, which is contrary to regime (DC).
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Appendix D.

Nomenclature

Here we give a compilation about the most important symbols, abbreviations, physical constants
and material data, which we use. Unless otherwise mentioned all material parameters and param-
eters in experiments are given for 7' = 1100 K.

Symbol Declaration

Geometry

x Eulerian coordinates of Qg(t) C R3

X Lagrangian coordinates of 5(0) C R?

z Coordinates of Q5(0) C R3, which are linked to = by the transformation &
t € ]R(J)r, time

T maximal time ¢, until which the model is considered

T point in time, when droplet ¢ vanishes

N(t) Index set of all liquid droplets, which exist at time ¢

N(t) = |N(t)|, number of liquid droplets existing at time ¢

Open bounded time-dependent domain in R? representing the GaAs wafer
Simply connected open subset of 2, solid part

Open subset of €, liquid part

Connected open subset of 2, the liquid droplet with index i € N ()

= OQiL, interface between droplet ¢ and the solid

Union of all interfaces I;(t), i € N(t)

Fixed centre of droplet i € N(0)

External radius if €2 is spherical

Radius of interface I;, i € N(t) if Qf, is spherical

Fixed external radius around a droplet centre, modelling its “influence”

The characteristic function of a set S, whichis 1if x € Sand 0 if z ¢ S
=6, 1< 14,5 < 3, identity matrix in 3 dimensions

Outer normal of a surface

Tangential vectors of a surface

:= —div v, mean curvature of a surface
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Appendix D. Nomenclature

Symbol Declaration

Operators

O Partial derivative w.r.t. ¢

% Total derivative w.r.t. ¢

\Y := (Oz,, Oz, Ouy ), the Nabla operator

A =33, 8%1_, the Laplace operator

Dy := 0y +v - V, the convective derivative, where v is a velocity of transport
tr = Z‘?Zl A% trace of a matrix AY, 1 <4,j <3

Variables and some dependent quantities

U Mechanical displacement in Lagrangian coordinates (for the definition see (2.10))

U Mechanical displacement in Eulerian coordinates (for the def. see (2.10))

0 Barycentric velocity in Lagrangian coordinates

v Barycentric velocity in Eulerian coordinates

U “total” chemical potential, i.e. a linear combination of chemical potentials in the
solid defined in (2.91), which appears in the diffusion fluxes j45 and jgq

A Available free energy (or availability) of the system

os Cauchy stress tensor

P Pressure

ay, scalar factor of the elastic deformation gradient matrix in the liquid, which is a

multiple of T
h* scalar factor of the inelastic deformation gradient matrix in the liquid/solid, which
is a multiple of I

N As Mole density of As atoms in the solid

Xg Arsenic mole fraction in the solid

Xr Arsenic mole fraction in the liquid

SL Subset of sublattices in a solid GaAs crystal

ag Subset of species in the solid GaAs crystal

ay, Subset of species in a liquid GaAs droplet

T Mole density of atoms of species “a”, a € ag U ar,

:=n/y,(u), appears in the diffusion equation, when we consider n 45 as function of u
:=nas(u), appears in the diffusion equation, when we consider n 45 as function of u
Abbreviation of the denominator of the Stefan condition for regime (DC)
Abbreviation of the denominator of the Stefan condition for regime (IC)

N M [ o

Natural constants

R = 8.3145 Jmol ! K~! universal gas constant
Ny = 6.0221 - 10%® mol~! Avogadro’s constant
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Symbol  Declaration

Material data (cf. [DDO08])

Mg, ~74.922 ¢ mol™!, mole mass of arsenic
Mgq ~ 69.723 gmol !, mole mass of gallium
o(T) Surface tension of liquid GaAs, we use o ~ 7.5- 1072N m~! as guess as in [DDO0§]
Gs(T) Shear modulus of crystalline GaAs within the isotropic approximation,
G~ 3.5364 - 10" Nm~2 for 7'~ 900 K — 1200 K
ks(T) Bulk modulus of crystalline GaAs, ks ~ 7.5 - 101 Nm~2 for T~ 900 K — 1200 K
kr(T) Bulk modulus of liquid GaAs, kr(T = 1100 K) ~ 6.25 - 10° N m~2
Lo(T) = (—25485 — 44T K™ ') Jmol™!

L, — 5174.7 J mol " } Redlich-Kister coefficients

The arsenic-rich reference standard system (cf. [DDO08])

Xo ~ 0.5+ 8.2-107°, mean mole fraction of arsenic for semi-insulating behaviour
X(T) ~ 0.9386, mole fraction of As in the liquid for the reference standard system
Xs(T) mole fraction of As in the solid for the reference standard system,

can be calculated with Y, a € ag from Xg(y = 1)

Y (45)(T) = 1.0710- 1074, lattice occupancy for interstitial As

? (T) ~ 2.1225- 10717

?Va (T) ~ 1.0300- 1024

Y45, (T) ~8.2193-1077

Y (T) =Y 4esr Yv, & 1—1.0710- 1074, concentration of vacancies w.r.t. to sublattice
places for the reference standard system

pr(T) density of liquid GaAs, p, (T = 1100 K) = n;, M (X ) ~ 5.220 - 103 kg m 3

ps(T) density of pure crystal GaAs, pg(T = 1100 K) ~ 5.351 - 103 kg m 3

na(T) ~ 37000 mol m~—3, number density of sublattice places for the reference standard
System

np(T) ~ 70000 mol m~3, number density of atoms in the liquid for the reference
standard system

SE(T) misfit parameter, calculated according to (2.110)

p(T) ~ 1.7471 - 10 N m~2, pressure in the reference standard system

Typical experimental data

Do ~ 10" Nm~2, typical outer pressure used in experiments

D ~ 10712 m? s71, diffusion constant, as given by Steinegger [Ste01]

B(®) ~ 3.7-10"® mol m~! s~!, mobility of interstitial GaAs in the bulk

B! ~ 9.8 - 10 mol m~2s™!, “common” interface mobility corresponding to (2.62)
~ 10723 mol m—2s™!, as used for simulations in Section 6.6

NE typical number of atoms in a box with side length Dy,

Nt =42((Do/2)? — RY) 2ng + TR ~ 3.9 - 107 mol
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Appendix D. Nomenclature

Symbol

Declaration

Auxiliary quantities

=Yy, Yy, Yy, ~ 21857104
=Y (as)Y v,/ (Y1, Y 45,) = 52775 - 1072
=Y 45, Y v,/ (Y, Y as,) = 1.6937 - 10!

= %—Z"‘Z ~ 0.9309, relation of mole mass of gallium to arsenic

= "FS o 4.3683, a parameter that appears often e.g. in Subsection 2.6.3

=1— 2L 2435721072, useful for comparing [[p]] against O(h)

Typical scales

€0

SRS

Lo
Dy
Ro

Dum
R m

Quantities

XieNs
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scaling parameter

= 1073/2 (critical regime), = 10~" (dilute regime), scaling parameter which
corresponds to original system

= €9, scaling of the initial outer boundary Rgd

= ¢, scaling of the mean value of initial distances between droplet centres d;;,
i,j € N(0)

= &3, scaling of the mean value of initial radii r?, i € N(0)

between 3.16 - 107* m and 10~ m, typical length of the initial outer boundary R(b)d
in the original system

= 1075 m, typical length of all initial distances between droplet centres d;j,

i,7 € N(0) in the original system

= 107 m, typical length of all initial radii ¥, i € N(0) in the orig. system

mean value over d;j, i,j € N(0) of a distribution v}, with dimensions
mean value over r, i € N(0) of a distribution v¢, with dimensions

in the homogenisation
=3 NQ 3 ene, a sum over droplets normalised to the initial number of droplets

Distribution of droplets for fixed e
Limit distribution of droplets as ¢ — 0

Mean field of u of the formal homogenisation
Mean field of u of the rigorous homogenisation
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