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Abstract
Transparency of GaP due to the large indirect bandgap energy and its small lat-

tice mismatch with Si make GaP an interesting candidate for optoelectronic devices

in visible wavelength. This thesis is an investigation on the structural and optical

characteristics of (Al,Ga)(As,P) heterostructures grown on GaP (001) substrates.

The influences of the PH3 flux and growth temperature are studied on the crystal

and surface quality of AlGaP/GaP heterostructure. The results indicate the narrow

growth window of PH3 = 2.7 sccm and growth temperature = 490oC as the opti-

mized conditions. To overcome the inefficient light emission of indirect GaP, direct

bandgap GaAs was grown as the quantum structures in the GaP matrix. The QD

formation is driven by the 3.7% lattice mismatch between GaAs and GaP for GaAs

nominal thickness above 1.2 ML. The optical measurements show two peaks in the

range of 1.7 to 2.1 eV and the luminescence up to room temperature for 2.7 and

3.6 ML samples. The high energy emission is attributed to indirect carrier recom-

bination in the thin quantum wells or small strained quantum dots, whereas the low

energy red emission is due to the direct electron-hole recombination in the relaxed

quantum dots. The influence of the Al content on the band alignment and electronic

structure of (Al,Ga)As quantum structures is studied. The optical spectra illustrate

the blueshift of the radiative emission with increasing the Al content and the high-

est emission energy of 2.17 eV is observed for the (Al,Ga)As/GaP system that is

related to the indirect type-II radiative recombination.

Keywords: III-V semiconductor, GaP, AlGaP, GaAs, AlGaAs, growth tempera-

ture, PH3 flux, quantum structures, lattice mismatch, luminescence.
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Zusammenfassung
GaP ist ein Halbleiter mit einer großen Bandlückenenergie und infolgedessen

transparent im größten Teil der sichtbaren Wellenlängen. GaP hat außerdem die

kleinste Gitterfehlanpasung zu Si (weniger als 0.4%). Das macht GaP ein interes-

santes Material für monolithische Integration zu III–V Lichtsender auf Si. Diese

Arbeit ist eine Untersuchung über die strukturellen und optische Eigenschaften von

(Al, Ga) (As, P) Heterostrukturen auf GaP (001) -Substrat aufgewachsen. Die Ein-

flüsse des PH3 Fluss und Wachstumstemperatur untersucht auf dem Kristallqualität

und Oberflächenqualität von AlGaP/GaP Heterostructure. Experimentelle Ergeb-

nisse deuten darauf hin, dass eine Wachstumstemperatur von 490 oC und ein gek-

nackter (engl. cracked) PH3 Fluss von 2.7 sccm zur besten AlGaP Qualität und

gleichzeitig zur guten GaP Qualität führen. Um die ineffiziente Lichtemission von

GaP zu überwinden wurde GaAs in der GaP-Matrix gewachsen. Die Entstehung der

Quantenpunkte wurde durch die 3.7% Gitterfehlanpassung zwischen GaAs und GaP

für GaAs Nenndicke über 1,2 ML. Die optischen Messungen zeigen zwei Peaks im

Bereich von 1,7 bis 2,1 eV und die Lumineszenz auf Raumtemperatur für 2,7 und

3,6 ML-Proben. Die hohe Energieemission wird der indirekten Rekombination in

den dünnen Quantentröge oder kleine gespannte Quantenpunkte zurückzuführen,

Während die niedrige Energie Emission ist aufgrund der direkten Elektron-Loch-

Rekombination in der entspannten Quantenpunkte. Die Wirkung von Al wird un-

tersucht auf die energetische Bandausrichtung und auf die elektronische Struktur

der (Al,Ga)As Quantenstrukturen. Die optische Spektren zeigten einen blaue Ver-

schiebung (engl. blue shift) mit wachsendem Al-Inhalt und die höchste Emission-

senergie für die (Al,Ga)As/GaP-Heterostruktur war 2.17 eV die zum indirekten

Typ-II-Rekombination zusammenhängt.

Stichwörter: III-V Halbleiter, GaP, AlGP, GaAs, AlGaAs, Wachstumstemper-

atur, PH3 Fluss, Quantenpunkte, Gitterfehlanpassung, Lumineszenz.
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The optoelectronic devices can function in applications such as data transporta-

tion, displays, information storage, etc. In principle, the optoelectronic devices such

as photonic crystal cavities, lasers, and light emitting diodes convert and transmit

the achieved signal as the photonic waves. Design, growth, and investigation of the

optoelectronic devices based on the III–V semiconductors on GaP (001) substrate

are the main goals of this thesis.

GaP is an indirect semiconductor with a large bandgap energy [1, 2]. The large

bandgap energy of GaP makes it a transparent semiconductor in most part of the

visible wavelengths. This, in turn, can cause the easier extraction of the emitted

light from the optoelectronic devices based on GaP in the visible range. On the

other hand, several attempts were done on monolithic integration of III–V optoelec-

tronic devices with silicon. Among the III–V semiconductors, GaP has the closest

lattice constant with Si (lattice mismatch is less than 0.4%). This small lattices mis-

match may lead to the growth of the high-quality GaP on Si. Therefore, GaP can

be considered as a promising material for the monolithic integration devices with

Si. Several investigations were done on the heteroepitaxial growth of GaP on Si and

recently, fabrication of optoelectronic devices such as solar cells and light emitting

diodes on GaP/Si were reported [3, 4, 5, 6]. The indirect bandgap energy, how-

ever, makes GaP an inefficient light emitter. The challenge of high–efficiency light

emitter based on GaP was approached by exploring the use of epitaxial quantum

structures embedded in this material. Direct electron–hole recombination within

the GaP matrix using III–V nanostructures permits high quantum efficiency.

The growth of high-quality structure of semiconductors on GaP, therefore, is an

essential point for the fabrication of high-efficiency light emitters based on GaP.

Among the several growth techniques [7, 8, 9], I used gas–source molecular–beam

epitaxy (GSMBE) to grow the desired structures.

This thesis is divided into 8 chapters. This chapter is an overview of the all dis-

cussed contents in this thesis. Chapter 2 includes a brief introduction about MBE

crystal growth method and particularly, GSMBE growth technique. GSMBE is ap-

plied in an ultra high vacuum environment that provides the possibility of the in situ

monitoring of the surface during the growth. The possibility of in situ monitoring
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reduces many guess works and allows a faster optimization of the growth condi-

tions. The different parts of the Riber–32P GSMBE, the fundamental processes

occurring on the surface of the substrate inside the growth chamber, the different

growth modes, and the self–assembled growth of the quantum dots (QDs) will be

brought up in the next section.

The growth of the desired heterostructures is the first step of the fabrication of

the optoelectronic devices. The second step is the characterization of the features

of the grown heterostructure. In chapter 3, the experimental characterization meth-

ods that I utilized to investigate the grown structures will be explained. In that

chapter, the characterization methods are sorted into two categories of structural

and optical methods. The reflection high–energy electron diffraction (RHEED),

high–resolution X–ray diffraction, atomic force microscopy, and scanning elec-

tron microscopy are the utilized characterization methods to investigate the struc-

tural properties. The optical properties of optical devices are the key points that

must be studied and methods such as cathodoluminescence, photoluminescence,

and time–resolved photoluminescence were used in this thesis to study the optical

properties. These techniques will be introduced briefly in chapter 3.

To analysis and interpret the results of experimental characterizations, a knowl-

edge about the theoretical concepts is needed. Therefore, in chapter 4, the theoret-

ical concepts of the crystal structure and electronic structure of the III–V semicon-

ductors, the heterostructure definition, and its electronic structure will be discussed.

Strain and its influence on the characteristic features of the heterostructures, and the

theoretical models to determine the band alignment of the strained heterostructures

will be introduced. Afterward, the different quantum structures and the effects of

the quantum confinement on their properties will be explained.

Chapters 5, 6, and 7 include the data analysis, and interpretations of the ex-

perimental and calculation results of the studied samples in this thesis. Photonic

crystal cavities are one of the optoelectronic devices with the application such as

information processing and data transportation. The so–called photonic bandgap of

a photonic crystal is determined by the refraction and reflection of the light from

the different interfaces. A photonic crystal, therefore, can be designed and con-
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structed with a defined photonic bandgap [11, 12, 13]. GaP is introduced as a good

candidate for the photonic crystal cavities with the photonic bandgap at the visi-

ble wavelengths. The membrane of GaP can be produced using a sacrificial AlGaP

layer. The quality of the GaP membrane, however, depends directly on the quality

of AlGaP layer [14]. Therefore, optimization of the growth conditions to improve

the crystal quality of the AlGaP layer is a key point for the enhancement of the GaP

membrane crystal and surface qualities, which can lead to a higher Q–factor. I will

bring up the results of the investigations on the influence of the growth temperature

and phosphine (PH3) flux on the structural properties of the epitaxial growth of the

AlGaP layer on GaP (001).

The incorporation of photonic crystal cavities with light emitters, and particu-

larly with single–photon light emitters based on QDs is an interesting topic for the

investigations [15, 16, 17]. LEDs are, on the other hand, the useful optoelectronic

devices that have applications such as data transmission, information storage, and

visible displays. The transparent GaP permits the high efficient extraction of the

emitted light. Therefore, the self–assembled growth of QDs of the direct bandgap

semiconductor is a conducive idea to overcome the inefficient light emission of GaP

for applications such as light emitters. GaAs is a well–known direct bandgap en-

ergy semiconductor. The lattice mismatch of GaAs with GaP (001) is about 3.7%.

Therefore, the self–assembled growth of the GaAs QDs on GaP is expected due to

the strain driven by the lattice mismatch. In this thesis, I studied the growth of the

GaAs QDs on GaP (001) substrate and investigated the structural and the optical

characteristics of the GaAs QDs embedded in the GaP matrix. The results of these

studies will be discussed in chapter 6. Here, the controllable growth of GaAs QDs

that emit light in the range of 1.7 eV to 2.1 eV depending on the size of the QDs

will be shown and the light emission of the GaAs/GaP up to room temperature will

be presented. The results of my investigations on the influence of the growth tem-

perature and the nominal thickness of the grown GaAs layer on both morphology

and optical features will be discussed and I will propose a model to interpret the

experimental results based on the theoretical calculations. The results of the initial

efforts to fabricate the LED based on the GaAs QDs as the active region in a p–i–n
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junction of GaP:Be–GaAs QDs–GaP:Si will be explained in chapter 6. I will in-

troduce the grown structures and the optical emission of the fabricated LED in the

range of 1.83 eV to 1.96 eV.

The highest emission wavelength that is achieved from the GaAs/GaP system is

at about 2.06 eV and it is attributed to an indirect type–II system of a thin GaAs QW

embedded in GaP matrix. Therefore, the emission wavelengths of GaAs/GaP sys-

tem is still far from the so–called green gap for light emitters. This green gap is still

an ongoing challenge. Among the III–V semiconductors, AlAs has the closest lat-

tice constant with GaAs and, therefore, the formation of AlAs QDs is expected due

to the strain driven by about 3.7% lattice mismatch. The bandgap energy of AlAs is

larger than GaAs and consequently, the shift toward the lower wavelengths (higher

energies) is expected for AlAs/GaP system. AlAs, however, is an indirect semicon-

ductor with low emission efficiency. AlxGa1−xAs, on the other hand, has a direct

bandgap energy for Al content ≤ 0.45. Therefore, AlxGa1−xAs/GaP can be an al-

ternative for shifting the bandgap energy toward the higher energy range. In chapter

7, the results of my attempts to engineer the band structure of AlxGa1−xAs/GaP to

achieve the higher emission energy than 2.07 eV will be summarized. The bandgap

energy of the bulk AlxGa1−xAs can be tuned by the content of Al and it increases

with increasing the Al content. In chapter 7, I will present the growth, structural,

and optical characteristics of AlxGa1−xAs quantum structures embedded in the GaP

matrix. The radiative emission of AlxGa1−xAs/GaP is related to a thin AlxGa1−xAs

QW and it varies in the range of 1.98 eV to 2.17 eV for the nominal content of Al

in the range of 0.3 to 0.5 and nominal thickness of AlxGa1−xAs between 1.2 ML to

2.7 ML.

Finally, the conclusion of the investigations will be brought up in chapter 8.



Chapter 2
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The first required step to fabricate an optical or electronic device is the proper

and high–quality growth of the designed structures of semiconductors. During the

last decades, epitaxial growth methods such as molecular–beam epitaxy (MBE),

liquid–phase epitaxy (LPE) [7], chemical vapor deposition (CVD) [8, 9], and va-

por–phase deposition (VPD) [10] have been developed and enhanced. These devel-

opments lead to the possibility of the simple and accurate growth of well designed

low–dimensional semiconductor heterostructures.

In this chapter, I describe briefly some features of the growth of heterostructures

using MBE. Next section includes the general discussion of MBE. Different vacuum

regime is defined in section 2.2 and the description of gas–source molecular–beam

epitaxy (GSMBE) is given in section 2.3. Section 2.4 is focused on the fundamental

processes in the MBE growth chamber. Finally, in section 2.5, the self–assembled

growth of QDs using the MBE method will be explained.

2.1 Molecular–beam epitaxy
The successful fabrication of the single heterostructure laser of GaAs/AlxGa1−xAs

in 1969 [18, 19, 20, 21] using the LPE method was the initial motivation of many

studies and investigations on the physics of the epitaxially grown thin films and

development of new devices.

The molecular beam epitaxy method, however, was realized initially at Bell

Labs and it has been expanded during the last decades of the last century. The par-

ticular advantage of this method compared to the other vacuum deposition methods

is the possibility to control precisely the growth conditions and the beam fluxes.

MBE is known as a growth technique for nanostructures, such as quantum well

(QW), quantum dots (QDs), and quantum wires of semiconductors (III–V, IV–VI,

nitrides, and oxides), metals, and insulators [22]. In this technique, the growth of

the thin crystallized films or nanostructures occurs through the reactions between

two or several molecular or atomic beams on the surface of a heated crystalline

substrate within an ultrahigh vacuum system. One monocrystalline or so called one

monolayer (ML) is denoted as an epilayer. The growth of the epilayer is associated

with the physical and chemical reactions between the atoms or molecules of the



Chapter 2. Gas–Source Molecular–Beam Epitaxy 10

constituent elements with the substrate atoms. In MBE method, the relative arrival

rates of the constituent elements and dopants are responsible for determining the

composition and doping level of the grown epilayer. The arrival rate of the molec-

ular or atomic beam, in turn, is specified by the evaporation rates of the appropriate

sources [21, 23]. MBE method is usually classified based on the difference of the

applied sources for the elements and it might be classified into four essential groups

of solid–source MBE (SSMBE), gas–source MBE (GSMBE), metal–organic MBE

(MOMBE), and hybrid–source MBE (HSMBE).

Since MBE growth is done within the high vacuum environment, the growth

conditions are far from the thermodynamic equilibrium. Consequently, the kinetics

of the surface processes govern the growth. The surface kinetic processes are de-

fined as all the possible reactions between the impinging beams and the outermost

atomic layers of the crystalline substrate. In contrast to the non–equilibrium growth

of MBE, the other growth approaches, such as LPE and VPD, are carried out at

near thermodynamic equilibrium conditions. The diffusion processes, which occur

in the crystallizing phase surrounding the crystalline substrate, control the growth

using VPD and LPE growth [21].

The high vacuum environment provides the possibility of the in situ monitor-

ing of grown surface in MBE method. Surface characterization methods such as

reflection high–energy electron diffraction (RHEED) [21, 24, 25, 26], Auger elec-

tron spectroscopy (AES) [27], ellipsometry [28], and optical reflectance anisotropy

spectroscopy (RAS) [29] are used to control and analysis the grown surface. The

ability to control and analysis the structure during the growth can eliminate many

of guesswork in MBE and, consequently, enable the fabrication of the high–quality

structures using this technique.

2.2 Ultra–high vacuum environment
The vacuum systems, in which the growth of the thin film is carried out, can be

sorted into two categories:

• High vacuum (HV), where the residual gas pressure is in the interval of

1.33×10 −7 ≤ p ≤ 1.33×10 −3 Pa (10−3 − 10−9 Torr).
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• Ultra–high vacuum (UHV), where the residual gas pressure is less than 1.33×10−7 Pa

or 10−9 Torr [21, 23, 30].

A combination of several types of vacuum pumps whit different pressures working

range is required to achieve the UHV condition. Fig. 2.1 shows the performance

range of different types of pumps [31].

Figure 2.1: Performance range of different pumps in UHV system. A combination

of several pumps is needed to achieve the UHV regime [31].

In the standard MBE growth chambers, the molecular beam is generated by

the effusion cells or gas inlets. The produced molecules must travel approximately

0.2 m, which is the distance between the effusion cells and the substrate. Therefore,

under the low vacuum environment, the molecules can encounter to the residual

molecules and scatter. Consequently, the pressure of the residual molecules in the

growth chamber (Pi,max) for the low growth rate (1 µm/h) is needed to be less than

1.7×10−9 Pa. This means that for the low growth rate, MBE growth must be carried

out in an ultra–high vacuum environment.

In the MBE vacuum system, the residual gas pressure, which can be achieved,

is in the range of low–10−8 Pa to mid–10−9 Pa [21]. These values increase during

the growth due to the heated effusion cells and substrate. Although, the achievable
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pressure is higher than 1.7×10 −9 Pa but, it is still possible to produce highly clean

thin films using MBE. The small sticking coefficient of the residual gas species on

the heated substrate is the origin of this fact [21].

2.3 Gas source MBE
The gas source for the group V elements was a striking innovation in the path of

the evaluation of MBE technology in the 1980s. The first and simplest form of the

GSMBE or HSMBE method was introduced in 1980. In this method, similar to the

conventional MBE, the atomic beam of group III elements are generated using the

evaporation of elements in the effusion cells, however, the elements are replaced

by hybrids as the group V sources. Thus, decomposition of Arsine (AsH3) and

Phosphine (PH3) generate the group V elements [20, 21].

I used a Riber–32P GSMBE system to grow the structures. This system consists

of two UHV chambers (Fig. 2.2). The first chamber is called the intro–chamber

(IC) where the mounted substrates on the molybdenum holders are loaded into the

system. Here, substrates are baked at a temperature about 200 oC to evaporate the

water molecules. The second chamber is named the growth–chamber (GC) and the

important parts of MBE growth are located in this chamber. These parts are:

• Beam sources (cracking cell and the Knudsen–effusion–cells) and their indi-

vidual shutters.

• Sample holder with the heater.

• RHEED system, which consists of the electron gun and the fluorescent screen

• Quadrupole mass spectrometers

• Ion gauges to control the pressure of chamber

• Pyrometer

The five Knudsen–effusion–cells are connected to GC. Three of them contain

the elements of group III (aluminum (Al), gallium (Ga) and indium (In)), and the

other two contain the dopant elements, silicon (Si) from group IV as the n–type
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Figure 2.2: Scheme of the Riber–32P gas source molecular beam epitaxy. Growth

chamber, intro chamber, Gas lines, cooling system, and vacuum system is shown.

dopant and beryllium (Be) from group II as the p–type dopant (Fig.2.2). AsH3 and

PH3 are the sources for the group V elements and they are cracked by a low–pressure

high–temperature cracker to produce the pure elements. The cracking efficiency is

higher than 90% when AsH3 and PH3 are cracked with the temperatures equal to

830 oC and 850 oC, respectively [20]. The growth chamber and the effusion cells

are surrounded by a liquid nitrogen cooling system to have the minimum residual

molecules in the environment. The pyrometer has been calibrated for GaAs and
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it measures the substrate radiation temperature. To improve the uniformity of the

grown structure, a motor is responsible for rotating the substrate holder during the

growth.

2.4 The physics of MBE growth
Fig. 2.3 illustrates the fundamental parts of an MBE growth including the ef-

fusion cells, the heating block, and the substrate. The growth environment can be

divided into three zones in which different physical phenomena occur.

Figure 2.3: Different zones inside GC of MBE. Dash line zone is the molecular

beam generation zone, the red zone illustrates the vaporized element mixture region,

and the blue zone over the substrate is the crystallization zone.

1) The mixture beams zone that is located close to the effusion cells. It is also

called molecular beam generation zone. Here, molecular beams are generated un-

der the UHV condition using the Knudsen–effusion–cells [20, 21]. Temperatures of

these cells are controlled precisely using the proportional–integral–derivative con-

trollers (PID) and thermocouple feedback. This provides a flux stability of better

than ±1% [20, 21, 33].

2) The vaporized zone, in which a mixture of vaporized elements is formed

and a particular gas phase is created over the substrate. Since, the mean free
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path of molecules of different intersecting beams are longer than the distance be-

tween the sources and the substrate, no collision or interaction exist between the

molecules and, therefore, the occurring physical phenomena in the second zone is

not well–known [20, 21].

3) The crystallization zone is located on the substrate where the crystallization

processes take place. Later, the occurring physical phenomena in this zone will be

discussed.

The uniformity in the thickness and also in the composition of the grown film

using MBE, depend on the beam fluxes uniformity and the configurations of the

substrate and sources. It is often very difficult to have a proper configuration of

sources–substrate. Therefore, to have a better uniformity, the substrate is rotated

around the axis normal to its surface with a constant angular velocity. The substrate

rotation significantly optimizes the uniformity of the thickness and composition of

the grown film [21, 34].

2.4.1 Surface and epitaxial growth

The crystallization of the grown epilayer in MBE occurs on the surface of the

substrate. This is the third zone of the three fundamental zones of the growth pro-

cesses that were introduced in the previous section. The first important processes

that occur on the surface during the MBE growth is adsorption of the constituent

impinging atoms or molecules on the surface of the substrate. Then, the migra-

tion of adsorbed atoms or molecules happens on the surface. Afterward, atoms

or molecules incorporate to the crystal lattice of the substrate or already grown

epilayer, and finally, thermal desorption of the molecules or atoms, which did not

incorporate to the crystal lattice, occur [21]. The crystal surface is composed of the

crystal sites that are formed by the vacancies or dangling bands, step edges and etc.

Fig. 2.4 shows the interactions between the impinging atoms or molecules and the

surface of the substrate through the crystal sites [21]. To explain the surface pro-

cesses qualitatively, it is necessary to define the kinetic parameters. The impinging

or arrival rate (r) of the atoms or molecules to the surface is a kinetic parameter that

determines the number of atoms or molecules reaching the unit area of the surface
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per second. This rate depends on the temperature of the source, Ti, mass of the im-

pinging particle, M, and the vapor pressure of the impinging element, pv. Therefore,

the rate can be written as below [21]:

r =
pv√

2
πMkBTi

(2.1)

Figure 2.4: The physical processes over the substrate surface in the MBE growth

chamber. The impinging atoms can incorporated with the lattice site of the sub-

strate, diffuse over the substrate, or evaporate from the substrate [21].

The particles arrive at the substrate with the energy distribution proportional to

the temperature of the effusion cell, Ti. This temperature is usually higher than the

temperature of the substrate, Ts. Therefore, the particles can re–evaporate while

carrying the energy corresponding to the temperature of Te. The arriving molecules

or atoms may also exchange energy with the atoms of the substrate until they reach

the thermodynamic equilibrium with the substrate. Thermal accommodation coef-

ficient can describe this process quantitatively as [21]:

aT =
(Ti−Te)

(Ti−Ts)
(2.2)

In fact, accommodation coefficient defines how the arriving particles reach the

thermal equilibrium to the substrate. It is noteworthy that the accommodation coef-
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ficient differs from the sticking– or condensation–coefficient. The latter is defined

as the ratio of the number of the atoms that adhere, to the number of the atoms that

arrive at the substrate [21]:

s =
Nadh

Ntot
(2.3)

The sticking coefficient is often less than unity, particularly in the case that

the surface temperature is very high or the adsorption energy of the arriving atoms

is low. However, even when all the arriving atoms are in a thermal equilibrium

with the substrate, aT = 1, it does not mean that they will remain on the surface

permanently. They have a finite probability, to overcome the binding energy to

the surface and leave it. This probability depends on to the surface temperature.

Therefore, the sticking coefficient can be zero even under the conditions that the

accommodation coefficient is unity. Consequently, if the condensation does not

happen on the surface, all the arriving atoms will be evaporated [21]. The absorption

of the arriving atoms is classified into tow types [21]:

• Physical absorption or physisorption

• Chemical absorption or chemisorption

The interaction potential of physisorbed and chemisorbed atoms are shown in Fig.

2.5 [21]. These two different types of adsorption have two different sticking co-

efficients. The physical adsorption is the case in which no electron is transferred

between the adsorbate and adsorbent. Physisorption is based on the weak van der

Waals attractive force. The sticking coefficient of the physisorption, sp, is indepen-

dent of the environment because this type of adsorption has a little or no dependence

on the orientation or coverage of the surface. The chemisorption, on the other hand,

is based on the transfer of the electron between the adsorbate and adsorbent. There-

fore, a chemical reaction is done between the arriving atoms and the substrate atoms.

The sticking coefficient of chemisorption, sc, depends on the spatial distribution of

already adsorbed atoms and the crystal orientation of the substrate [21].

The interaction potential of the chemisorbed atoms with the surface differs from

the interaction potential of physisorbed atoms. Generally, the interaction potential
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Figure 2.5: The interaction potential of physisorbed and chemisorbed atoms. The

physisorbed atoms are interacting with each other through the weak van der Waals

attractive force. The chemisorbed atoms make bond through the electron transfer

[21].

of the physisorption is less than chemisorption processes. The reason for the less

potential of physisorption is that the van der Walls bond, which forms between the

adsorbate and adsorbent, is weaker compared to the ionic or covalent bond in the

chemisorption. It can be seen in Fig. 2.5 that the molecules in the physisorbed state

need to overcome the lower barrier for re–evaporating to the vacuum compared to

the molecules in the chemisorbed state [21].

2.4.2 Surface growth modes
Crystal growth mode can be distinguished in three different modes.

• layer by layer or Frank–van der Merwe (FM) growth mode

• Volmer–Weber (VW) growth mode

• Stranski–Krastanov (SK) growth mode

Fig. 2.6 shows these different modes. Formation of each mode directly depends

on the surface– and interface–energy and also the lattice constant of the grown ma-

terial and substrate. Later defines that whether the growth is a lattice–matched or a

lattice–mismatched growth mode.
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Figure 2.6: Three different growth modes. Formation of each mode directly de-

pends on the surface– and interface–energy and also the lattice constant of the grown

material and substrate.

In the lattice–matched mode, the lattice constant of the grown epilayer is equal

or very close (less than 0.03 %) to the lattice constant of the substrate and, therefore,

there is no or negligible strain at the interface. Under this condition, the surface,

and the interface energies determine the growth mode. In a lattice–mismatched

growth mode, however, the grown epilayer and the substrate have different lat-

tice constant. Thus, the strain also participates in the determination of the growth

mode[20, 35, 36]. Gibbs free energy at the interface of the substrate and the grown

epilayer determines the different growth modes. At the interface, Gibbs free–energy

is written as [37]:

G = Ee +Ese (2.4)

where Ee and Ese are the energy of the epilayer and energy of the substrate–epilayer

at the interface, respectively. Since tension is defined as the energy per unit length,

then we can rewrite the previous equation as:

γs = γe cosθ+ γse (2.5)

Where γs is the substrate–surface tension, γe is the epilayer–surface tension,

γse is the epilayer–substrate interface tension and, θ denotes the angle between the

grown epilayer and the substrate (Fig. 2.7).
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Figure 2.7: Tension at substrate, surface, and epilayer. γs is the substrate–surface

tension, γe is the epilayer–surface tension, γse is the epilayer–substrate interface

tension and, θ denotes the angle between the grown epilayer and substrate [37].

The layer–by–layer or FM growth mode happens when:

γs ≥ γe cosθ+ γse (2.6)

Here, the atoms are more strongly bond to the substrate than to each other, and

therefore, the first atoms condense in the form of a complete layer on the surface

and then will be covered by the less tightly bond second layer. This type of growth

mode is observed in the growth of the lattice matched materials with the substrate

[35, 36, 37, 38].

In the case of:

γs < γe cosθ+ γse (2.7)

islands growth is favorable. In the VW growth mode, small clusters are nu-

cleated directly on the substrate surface and the growth will be followed by the

formation of islands. This growth mode arises when the atoms or molecules of the

grown material are more strongly bonds to each other than to the substrate [37, 38].

The other growth mode with island formation is the SK growth mode, which is

an intermediate growth mode. In the SK growth mode, the first– or few–monolayers

are grown as a two–dimensional (2D) strained layer on the surface of the substrate.

This 2D strained layer is also known as the wetting layer (WL). For a thicker layer

than a critical thickness, however, the layer growth mode is unfavorable due to the

increase of the strain between the grown epilayer and substrate. Therefore, the strain

is released by the formation of islands. In this mode, QDs, which are defined as
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the coherently strained three–dimensional (3D) islands, are formed self–assembly

[38, 39, 40].

2.5 Growth of quantum dots in self–assembled mode
For the first time, Staranski and Krastanov reported the evaluation of the ini-

tially 2D growth into the 3D islands. In their paper in 1937, they proposed the

possibility of the formation of islands on the initially flat heteroepitaxial layer for

the lattice–matched ionic crystal which has different charges [21]. Later, the SK

growth mode was used to explain the formation of three–dimensional islands on a

two–dimensional strained layer [39, 40]. These islands can be relaxed with mis-

fits–defects. The formation of coherent islands (defect free) in the SK growth mode

is a concept that is highly used for the growth of self–assembled QDs. The SK

growth mode is the dominant growth mode for a strained epilayer with small in-

terface energy. In such a system, the few first monolayers growth is carried out in

the layer–by–layer growth mode but, for a thicker layer, strain increases strongly.

One mechanism that can reduce the strain is the formation of islands that might be

coherently strained [45].

The elastic relaxation depends strongly on the shape of the islands. For a given

shape, elastic relaxation is proportional to the volume of the islands. Fig. 2.8 shows

two islands with different height/width ratio. A QD with a small height/width ratio

is a non–relaxed while, a QD with the large height/width ratio is almost completely

relaxed. The volume relaxation mechanism competes with the formation of dislo-

cations in the strained layer.

The morphological phase diagram of a mismatched system is determined by

the variations of the surface energy due to the formation of islands (∆ Esur f ), the

dislocated surface energy (Edisl
inter), and the ratio of them (Γ =(Edisl

inter) / (∆ Esur f )).

Fig. 2.9 illustrates that for the large amount of ∆ Esur f or small Edisl
inter, where Γ

is smaller than Γ0 the formation of coherent islands is not favorable while for the

opposite condition where Γ > Γ0, the increase of the grown material quantity is

followed by the formation of coherent islands. The coherent islands, however, have

a critical size which is determined by the total energy of the islands. This total
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Figure 2.8: The elastic relaxation for a given shape depends on the height/width

ratio. For a non–relaxed QD this ratio is small (a) and it is large in the case of a

relaxed island.

energy is given as [38, 41, 42]:

Eisland = Eedges +(∆Esur f )−EV
relaxation (2.8)

Here, Eedges is the short–range energy of the island edges and EV
rlaxation is the

elastic relaxation of the strained volume caused by the lattice mismatch.

Figure 2.9: The morphological phase diagram of a mismatched system. In the case

of Γ < Γ0 non–coherent islands are generated while the formation of the coherent

islands is predicted for Γ > Γ0 [38, 44]. Here, UF, DI, and CI denote the uniform

film, non–coherent islands, and coherent islands, respectively.

We can write these energies based on the size of the islands (L) and rewrite them

as [38, 41, 42]:

Eedges = AL,Esur f = BL2,EV
relaxation =CL3 (2.9)
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For a positive ∆Esur f , the critical size of islands is derived from [41]:

dEisland

dL
= 0 (2.10)

and when surface energy dominates over the short–range edges energy, Lcrit will

be [41]:

Lcrit =
2B
3C

(2.11)

In the case of larger sizes than Lcrit , the coherent islands undergo with Ostwald

ripening. Consequently, this causes the growth of large islands and appearance of

the dislocations [38, 43, 44, 42].
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The development of high–resolution measurements in addition to the accurate

analysis methods enable us to study, understand and interpret the behavior of quan-

tum heterostructures. In this chapter, the different characterization methods that I

used to characterize and study the grown samples for this project. The character-

ization methods are sorted in two classes of the structural and optical characteri-

zations. Section 3.1 is concentrated on the different approaches for the structural

characterization while in section 3.2 the principals of the optical measurements will

be discussed.

3.1 Structural characterization methods
Reflection high–energy electron diffraction (RHEED), x–ray diffraction (XRD),

atomic force microscopy (AFM), scanning electron microscopy (SEM), and trans-

mission electron microscopy (TEM) were utilized to characterize the structural

properties. RHEED and XRD indirectly provide the information from the struc-

ture, while AFM, SEM, and TEM give the direct information of morphology. The

first two methods use the reciprocal lattice to obtain the information but in the case

of the direct measurements, the structural images of real space are collected.

3.1.1 Reflection high–energy electron diffraction (RHEED)

RHEED is an in–situ real–time diffraction method that is used to study the sur-

face structure, the surface quality, and the growth rate during the MBE growth. This

method is based on an incidence electron beam with energy in the range of 10–50

keV that glances to the surface with a small incidence angle of 1–3o. The electrons

penetrate only the first few monolayers of the material because of this small inci-

dent angle and, therefore, RHEED method is highly sensitive to the surface. The

reflected electrons incident on the fluorescent port view and provide the possibility

of studying the surface in real time. These advantages, however, are together with

the requirements that are produced by UHV and design of the MBE growth chamber

[25]. In this work, a 10 keV electron beam was used.

RHEED is an accurate method to determine the growth rate. The growth rate is

characterized using the intensity oscillations of the RHEED pattern. These oscilla-
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tions may be explained by the monolayer growth of the material on a flat substrate

in a layer–by–layer growth mode. Accordingly, the frequency of the oscillations

is associated with the monolayer growth. The RHEED pattern of a flat substrate

has the highest intensity at the beginning of the growth. The intensity, however,

decreases due to the formation of islands during the nucleation of next layer. The

intensity increase again when the layer is finished and the islands coalesce into a flat

layer. Consequently, the intensity oscillation is related to the roughness oscillation

because of the atoms nucleation during the growth. Fig. 3.1 indicate the growth

mechanism associated to the RHEED intensity oscillation [25].

Figure 3.1: Scheme of the growth mechanism associated to the RHEED intensity

oscillation. The maximum intensity is related to the beginning of the growth and

when one atomic layer growth is finished [25].

3.1.2 High resolution X–ray diffraction
High–resolution X–ray diffraction (HRXRD) is the method that I used in this

project to characterize the crystal properties of the grown samples. Using this

method, one can determine the composition and thickness of a grown layer. Con-

sequently, it is possible to indirectly determine the growth rate of the grown layer.
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This measurement is also a powerful method to study the crystal quality of the

grown layer, according to the investigations on the defects and determination of the

density of dislocations. The mismatch, relaxation, and misorientation are the other

parameters that can be determine using the HRXRD.

The X–ray spectrum can be provided using the highly energetic particles. If a

3D array of atoms coherently scatters a plane wave such as X–ray waves, then the

diffraction occurs. Consequently, a concerted constructive interference is produced

at a specific angle. This is known as the Bragg
′
s law [46]:

nλ = 2dsinθ (3.1)

where, n is an integer that denotes the order of diffraction, λ is the wavelength of the

incident wave (in our case it is fixed), d is the distance between each crystal plane

and, θ is the incident angle (Fig. 3.2). Therefore, the Bragg
′
s peak is determined

by a family of planes at only a specific angle and the distance between different

diffracting atomic planes specifies the peak position [46]. The absorption factor is

Figure 3.2: Diffraction of a plane wave from the crystal plane. The constructive

interference of diffracted waves occurs when the Bragg’s law is satisfied [46].

small for the X–ray wave and, consequently, the penetration length is large and the

rocking curves (X–ray peaks) of the diffracted waves are narrow. This means that

the X–ray measurement is sensitive to the strain because any small rotation caused

by the strain can strongly broaden the rocking curves [47].

In HRXRD method, measurements are usually carried out as a function of ω

and/or 2θ. ω, which is the incident angle of X–ray, is defined between the X–ray
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source and the sample. The diffraction angle, 2θ, is distinguished between the inci-

dent beam and the detector angle (Fig. 3.3). The HRXRD measurement, therefore,

Figure 3.3: The scheme of a X–ray source, sample, and detector. The incident angle

between the X–ray source and the sample is ω, while the angle between the incident

beam and the detector is defined as 2θ [47].

can be sorted based on these angles[47]:

• Rocking curve scan that the X–ray intensity is plotted with respect to ω.

• Detector scan that the ω does not change and the X–ray intensity is plotted

versus 2θ.

• Coupled scan in which the X–ray intensity is plotted versus 2θ but the ω also

changes. The change of ω is linked to 2θ as ω = 1
22θ + offset.

In this project, I used the detector scan or so–called θ/2θ scan to study the

samples. In this method, the relative angle is scanned with a 1:2 ratio between the

incident X–ray beam to the sample and detector [48].

X–ray pattern is used to characterize the thickness of the grown layers. In this

case, the angular distance between the firings obtained from the X–ray pattern is

applied to calculate the thicknesses of the epitaxial layers [49].

D =
λ|γh|

∆nsin(2θ)
(3.2)

Where, λ is 1.541 Ȧ, ∆n is the angular space between the fringes, γh = sin(α+

θ), and α is the angle between the crystal surface and reflection plane. For a high
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quality and flat substrate, it can be considered that the angle between crystal surface

and reflection plan is negligible (α' 0 ), so that:

D =
λ

∆ncos(θ)
(3.3)

Strain is the other feature that can be determined using the X–ray pattern. In

the case of a pseudomorphic grown layer, strain along the growth direction can be

calculated using the angular space between the substrate peak and the associated

peak of the epitaxial layer (∆ω). The strain along the growth direction is then [49]:

εzz =
∆d
d

=
2∆ω

2tan(θ)cos2(α)+ sin(2α)
(3.4)

Since, α = 0, then the last equation is reduced to:

∆d
d

=
2∆ω

2tan(θ)
(3.5)

It is also possible to specify the composition of the grown layer. ∆a, the differ-

ence between the lattice constant of the grown material and the substrate is calcu-

lated from 3.5:
∆a
a

=
∆d
d
{1−ν

1+ν
} (3.6)

where a is the lattice constant of the substrate, and ν is the Poisson ratio.

Now, using the Vegard
′
s law, which states that the lattice constants of substi-

tutional solid solutions vary linearly between the values for the components, the

composition of the epitaxial layer can be determined as follow:

aAxB1−x = xaA +(1− x)aB (3.7)

The X–ray pattern is also applied to study the crystal quality of grown epitaxial

layer. The density of the dislocation defects is a feature that can be determined

using the X–ray pattern. According to the Hirsh’s model, N, density of dislocation

defects, is [50]:

N =
β2

9b2 (3.8)

Here, β is full width at the half maximum (FWHM) of the epitaxial layer peak and

b is the Borger
′
s vector.
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3.1.3 Atomic–force microscopy
Although the opto–electrons microscopes are powerful equipment for surface

characterization, they only function on the plane horizontal to the surface of the

sample. Consequently, the produced images using these methods do not provide

any information about the vertical dimension of the surface. On the other hand,

AFM does not utilize the electromagnetic radiations to create an image. Instead

of the photons or electrons, AFM measures the 3D topography of a surface with a

sharp probe (Fig.3.4(a)) [51].

Figure 3.4: (a) Principle of AFM topography scan of the surface. (b) Interactions

between sharp probe and surface cause different path for the reflected laser [51].

AFM measurement is based on the interaction between the sharp probe and the

force fields of the surface. The probe is brought enough close to the surface and

scan is done across the surface. Then, the image of the surface is obtained from the

precise monitoring of the probe motion. The typical diameter of the probe is less

than 50 nm and usually, the scanned areas are less than 100 µm2. The maximum

height which can be scanned using AFM is less than 20 µm and the scan time

depends on the size of the scanned area and height of the features. The scan time

can vary in the range of some seconds to many tens of minutes. The magnifications

that achieved by AFM can be in the ranges of 100 X to 100000000 X along the

horizontal (x–y) and vertical axis [51]. Interactions between sharp probe and surface
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cause the different path for the reflected laser from the back side of the cantilever.

This, in turn, causes the different amounts of the detected light by each section of

a photo–detector (Fig.3.4(b)). Finally, the different amounts of the detected light

along the z–axis, which are due to the features on the surface, in addition to the

motions of the tip along x and y directions, are used to create an image of the

surface [51].

The quality of scanned images using AFM directly depends on the geometry

of the probe, for instance, if the probe cannot reach the bottom of the surface fea-

ture then the image will not present the exact and correct geometry of the sample

(Fig. 3.5). In this work, the Si–based probes were used as the cantilevers that have

low–level residual stress. This prevents the bending of the cantilever. This type of

cantilever is, however, crispy and can easily break if it contacts to the surface. The

shape of the Si cantilever is usually conical.

Figure 3.5: AFM images of one sample that were measured(a) using a sharp probe

(b) using a broken probe

3.1.4 Scanning Electron Microscopy
The scanning electron microscopy (SEM) measurement is utilized to observe

the surface and/or the cross–section of a sample. This approach provides also

the possibility to study the optical properties of the sample (more discussion can

be found in next section). The topography image of the surface is obtained by a

two–dimensional scan of the surface. In this method, an electron beam is applied

to scan the surface and then the emitted secondary and/or back–scattered electrons

from the sample are collected and sent to the image display [52, 53] (Fig. 3.6).
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The electrons are scattered when they reach to the sample. They lose gradually

their energy with emitting different signals and finally are adsorbed by the sample.

The emitted signals are secondary electrons (SE), backscattered electrons (BSE),

Auger electrons, X–ray, and cathodoluminescence (CL) (Fig. 3.7). The different

signals require different detectors to be investigated. In this project, however, SE,

BSE, and CL signals were used to study the samples. The energy of SE, which are

Figure 3.6: Fundamental sections of SEM. Stage, detectors, and optical system are

all in a vacuum system. The different parts of the optical system are shown.

generated by excitation of electrons from the valence band of constituent atoms in

the sample, is very small. Therefore, the generated secondary electrons at the deep

regions are absorbed by the sample while those that are generated on the surface

can be scattered. Consequently, the secondary electrons are very sensitive to the

surface and can be used to observe the topography of the surface [52, 53]. BSE are

those electrons that scattered backward and emitted out of the samples. They have

higher energy compared to the SE and, therefore, can produce information about the

deeper regions of the sample. These electrons are sensitive to the composition of the

sample, thus the area that is composed of the heavier atoms is shown as a brighter

area in BSE image [52, 53]. The CL signal is a unique contact–less electromagnetic
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signal that can provide the information about the optical properties of the under

investigation samples.

Figure 3.7: Scheme of various electron emission and electromagnetic waves from

the sample due to the interaction with the incident electrons [53]. (b) Monte–Carlo

simulation of the electron penetration range in GaAs for different electron energies.

The penetration range of the electrons inside the sample, however, depends on

the electron energy, atomic number of the constituent elements, and the density of

the atoms. The scattering range increase for higher electron energy, while it de-

creases for larger atomic number and density. Kanaya et al. express the relation be-

tween the penetration range and electron energy, atomic number of the constituent,

and atomic density as:

Re = (
0.0276A
ρZ0.889 )E1.75

b (3.9)

where Re is the penetration range in µm, A is the atomic weight in g/mol, ρ is in

g/cm3, Z is the atomic number, and Eb is the electron energy in keV [53, 55]. Fig.

3.8(b) indicates the Monte–Carlo simulation of the electron behavior in a bulk GaAs

(the simulation was done using the Casino software [56]). Accordingly, the energy

(acceleration voltage) dependency of penetration range of electrons is an advantage

of SEM method. The higher acceleration voltage may give more information about

the deeper region of the sample, but it also causes an unclear image of that region,

which overlaps on the surface image. Therefore, depending on the interested infor-

mation one can do a depth analysis using the SEM method [52, 53].
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3.2 Optical characterization methods
A semiconductor is excited into a non–equilibrium state when a certain sort

of energy is applied to it. The excited semiconductor may emit photons and this

process is called luminescence, which is a characteristic feature of the investigated

semiconductor. The luminescence depends directly on the excitation source. The

excitation can be provided using an incident light beam (photoluminescence or PL),

an energetic electron beam (cathodoluminescence or CL), carrier injection across

a junction (electroluminescence or EL), a chemical reaction (chemiluminescence),

and etc [53]. In this work, CL, PL, time–resolved photoluminescence (TR–PL) and,

EL methods were used to characterize the optical properties of the grown structures.

In this section, I will introduce briefly these methods, their excitation sources, ad-

vantages, and disadvantages.

3.2.1 Cathodoluminescence measurement
The photoemission mechanism, with different excitation sources, is similar for

inorganic semiconductors. Therefore, the obtained results for a sample excited by

electron beam (CL) are comparable with the luminescence of the same sample ex-

cited by photons (PL). Some differences, however, arise in detail for different ex-

citation sources. CL measurements can be used for depth analysis by changing

the electron beam energy, while PL is an excitation energy dependent measure-

ments and, consequently, can provide information about particular emission pro-

cess by selecting a certain excitation energy. The grown structures in this project

mostly consist of different layers (buffer layer, active layer, and cap layer). There-

fore, CL measurements are significantly important for providing the possibility of

a depth–dependent analysis [53]. Fig. 3.8 presents a scheme of a CL setup. CL

measurements are usually carried out in a SEM system which is equipped with

a monochromator and a charged–couple device(CCD)(more information about the

SEM system can be found in 3.1.4). The CL analysis can be sorted into two cate-

gories:

• Image mode: luminescence images or maps of the interested region are dis-

played.
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• Spectroscopy mode: In this case, the spectrum of an interested point of the

sample is collected.

Figure 3.8: Scheme of a CL setup that is composed of a SEM equipped with a

monochromator and a CCD.

3.2.2 Photoluminescence (PL) measurement
For a continues–wave (CW)–PL measurement, a CW laser source is needed.

This laser source can be provided using a He–Ne, He–Cd, Ar+ or Kr+ ion, Nd:

YAG, dye, or Ti: Sapphire laser. The laser can be a tunable source or a fixed

frequency laser. The frequency (the wavelength), however, must cover the bandgap

of the materials that should be investigated [53]. Since the focus of this work is on

the materials and structure in GaP matrix, the He–Cd lasers with ultraviolet lines

were used to excite the structures. In PL measurements, photons with energy higher

than the bandgap energy of the investigated sample excite the electrons from the

valence band to the conduction band. The excited electrons, then, rapidly become

relaxed via a radiative recombination with the holes in the valence band and emit

photons. The emitted photons are dispersed in a monochromator and then they are

collected by a photo–multiplier and/or a CCD.

3.2.3 Time–resolved PL measurement
One powerful approach to investigate the carrier dynamic in a semiconductor is

the femtosecond spectroscopy. This method has two advantages; first sample prepa-
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ration is not required and furthermore, investigation of very fast radiative processes

is possible by using a very short laser pulse. Radiative signal detection, however,

needs suitable techniques. Streak–camera is the most used technique to detect the

photons in the TR–PL measurements. It has high sensitivity to the light with the

wavelength shorter than 1200 nm and allows to collect the results quickly. The

streak camera boasts a superb maximum temporal resolution of 0.2 ps. A TRPL

setup consists of a pulse laser with high repetition rate and excitation wavelength

that covers the bandgap of the investigated samples, a trigger section that controls

the timing of the streak sweeps, a streak camera, a high sensitive camera and a

display [54].



Chapter 4

Semiconductors and quantum dots

heterostructures





Chapter 4. Semiconductors and quantum dots heterostructures 41

Characteristic features of a semiconductor device are directly determined by the

physical properties of the constituent semiconductors. In this chapter, the funda-

mental physical properties of III–V semiconductors will be briefly reviewed. Then,

to understand the optoelectronic properties of the quantum structures, which are the

goal of this work, the fundamental physical properties of QDs and QWs will be

described. This chapter is divided into six sections. In section 4.1, crystal structure

of III–V semiconductors will be introduced. Section 4.2 contains a brief discussion

about the band structure of III–V semiconductors. Section 4.3 is focused on band

alignment of heterostructures. Section 4.4 introduces the strain as the origin of the

formation of self–assembled quantum dots and the influence of the strain on the

band alignment of heterostructures. The effects of low dimension on the electronic

substructures of the quantum structures will be discussed in section 4.5. The last

section is focused on the fundamental optical features.

4.1 Crystal structure

A crystal is defined as a periodic network of atoms. These atoms are bonded

to their nearest neighbored by two electrons with different spins. III–V semicon-

ductors are defined with the zinc blende crystal structure, which can be consid-

ered as the two interpenetrating face–centered cubic (fcc) lattices [57, 58, 59, 60].

Fig.4.1(a) shows a zinc blende crystal structure in which one sublattice is occupied

by the group III elements atoms, for instance, gallium (Ga), and the other sublattice

is occupied by the group V elements, for example, phosphorus (P). Fig. 4.1(b) il-

lustrates the first Brillouin zone of an fcc crystal structure in the reciprocal space,

in which Γ represents the center of the k–space, X is located at the center of the

rectangular face, and L is the center of the hexagon face of the Brillouin zone.

The binding energy between the group III and V atoms defines the distance

between them that is known as the lattice constant. Therefore, the stronger binding

energy leads to the less distance between atoms and, consequently, smaller lattice

constant and higher band–gap energy. Fig. 4.2 shows the bandgap energy of the

III–V compounds with respect to the lattice constant.
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Figure 4.1: (a) Zinc blende crystal structure of the III–V compounds. The blue

circles are representative of group V elements and the pink circles show the position

of group III elements. (b) First Brillouin zone of an fcc crystal structure in k–space.

Different crystallographic points are represented.

Figure 4.2: III–V semiconductors bandgap energy with respect to the lattice con-

stant. The bold lines indicate the III–V compounds with direct bandgap energy,

while the dash lines present the indirect bandgap energy III–V compounds.

4.2 Band structure and energy gap
The band structure of a crystalline solid is the solution of Schrödinger equation.

Schrödinger equation can be solved for one–electron as a good approximation when

a periodic background potential of V (r) is considered. This periodic background

potential is known as the "Bloch
′
s potential" that has the periodicity of the lattice

vector in the real space (R) [62, 63, 64].

V (r) =V (r+R) (4.1)
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Therefore, the solution of Schrödinger equation is a wavefunction with a special

form described by the Bloch
′
s theorem.

(− ~2

2m
∇

2 +V (r))Ψk(r) = E(k)Ψk(r) (4.2)

here, m denotes the electron mass. According to the Bloch
′
s theorem, the eigen-

functions of Schrödinger equation for a periodic potential are the product of a plane

wave eik.r and a function, uk(r), with the lattice periodicity:

Ψk(r) = eik.ruk(r) (4.3)

uk(r) = uk(r+R) (4.4)

Therefore, the electron probability is periodic in the lattice with a periodic back-

ground potential:

|Ψk(r+R)|2 = |Ψk(r)|2 (4.5)

The vector k is called k-vector and the quantity ~k is known as the crystal momen-

tum. The exact shape of the band structure is calculated by solving the complicated

Schrödinger equation taking the exact form of the potential into account. When

E is known as a function of k, according to the Taylor theorem, the bands can be

expanded at the extreme point of k0 near the bandedges [62]:

E(k) = E(k0)+
~2

2m∗
(k− k0)

2 (4.6)

Here, m∗ is a constant called the effective mass [62].

The band structure of solids has been studied theoretically by various numeri-

cal methods and approximations [62, 63, 64]. According to these studies, the band

structure of a semiconductor has a forbidden energy region. Consequently, the al-

lowed energy states are located either above or below of this region. The upper

bands are called conduction band while the lower bands are known as the valence

band. The energy region between the highest level of the valence band and the

lowest level of the conduction band is called bandgap energy (Eg) [62, 63, 64].

The minimum of the conduction band can be located at the center (k = 0) or off

center of Brillouin zone, along the different k–axis (Fig.4.1(b)). Semiconductors
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are classified in two types based on the position of the minimum of the conduction

band, direct bandgap, and indirect bandgap semiconductors. In the case of a direct

semiconductor, the minimum is at Γ (k = 0) while for an indirect semiconductor,

minimum of the conduction band may be located at L ( k = 2π/a(1/2 1/2 1/2) )

or at X (k = 2π/a(1 0 0)). It is notable that for a direct bandgap semiconductor,

crystal momentum (~k ) is conserved for a transition from the valence band to the

conduction band [57, 58, 59, 60, 62].

Experimental and theoretical results indicate that GaP is an indirect bandgap

semiconductor and the minimum of the conduction band is located close to X (Fig.

4.3). Therefore, momentum conservation law is not satisfied for the electron transi-

tion from the valence band to the minimum of conduction band [1, 2]. This leads to

the very low probability of radiative recombination for GaP.

Figure 4.3: Calculated band structure of GaP. The minimum of conduction band is

located at X–valley and consequently, GaP is known as an indirect bandgap semi-

conductor [79].

The lattice constant is a function of temperature and it expands with increasing

the temperature. Consequently, the bandgap energy of a semiconductor decreases

with the temperature elevation. The relation between the bandgap energy and tem-

perature is given by Varshni model as [64, 65, 66, 67]:

Eg(T ) = Eg(0)−
(αT 2)

(T +β)
(4.7)
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Here, Eg(0) is the bandgap energy at 0 K. α and β are two constants that are

determined experimentally (The value of α and β for different semiconductors can

be found in Appendix.I). Fig. 4.4 shows the variation of bandgap energy versus

temperature for GaP [2].

Figure 4.4: Temperature dependence of bandgap energy of GaP. The energy gap

shifts toward lower energy with increasing the temperature.

4.3 Heterostructures band alignment
When two dissimilar crystalline semiconductors are brought in adjacent to each

other, the interface between them is called a heterojunction. A heterostructure is

defined as one or more heterojunctions. The most fundamental feature of a hetero-

junction is the different bandgap energies of the participating semiconductors. The

different bandgap energies cause discontinuities in both valence band and the con-

duction band. These discontinuities are the origin of many interesting and useful

properties of heterojunctions. The recent advanced epitaxial growth methods help

to achieve the high–quality heterostructures which are useful for designing the new

devices based on the heterostructures [69, 70].

Since the charge carriers occupy the band state with lower energy, the proper-

ties of the heterojunction depend critically on the band alignment at the interface.
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The band alignment is defined as the relative position of band edges at the interface

of a heterojunction. The heterojunctions, therefore, may be classified in two fun-

damental systems based on their band alignment, (1) Type–I, (2) Type–II [2, 70].

Fig. 4.5 shows the two basic types of the heterojunctions. In a type–I heterojunc-

tion, both electrons and holes are localized in semiconductor B. It means that the

bandgap of semiconductors A and B are aligned such that both conduction band or

electrons barrier and, valence band or holes barrier are of the same material. In a

type–II heterojunction, on the other hand, the electrons barrier (conduction band)

and the holes barrier (valence band) are in different semiconductors. This leads

to spatial separation of electrons and holes. Localization of electrons and holes in

two different materials causes the reduction of the overlap between electron–hole

wavefunctions. This reduction is followed by longer recombination time compared

to the type–I system [71]. To calculate the band alignment of a heterojunction,

Figure 4.5: Type–I heterojunction with localized electron (e) and hole (h) in mate-

rial B, and Type–II heterojunction with localized electron in material C and hole in

material A [2]. The black circles represent e and the empty circles denote h.

various model theories have been developed. The electron affinity rule calculates

the conduction band offset by considering that the difference between conduction

and valence band at the surface is fixed. Anderson presented a simple model to

explain the Ge–GaAs heterojunction band alignment. In his model, the band profile

is determined with the Fermi level and the electron affinity in both semiconductor

[73, 74]. Tersoff proposed the formation of a neutrality level in each participating

semiconductors at the interface [75]. All these models are based on the bulk proper-

ties and the electron distribution at the interface is not taken into account. A better
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picture about the band alignment at the interface is given by the self–consistent cal-

culation based on the density functional theory (DFT) [76]. These calculations are,

however, time–consuming and complicated. The model–solid theory or the Van de

Walle model is a simple model theory, which can predict the band alignment at the

interface without requiring very complicated calculation. Although, this model for

simplification uses some approximation, but the calculations are reliable [77, 78].

In this thesis, the model–solid theory is used to calculate the band alignment

of the desired heterojunctions. The more discussion about the Van de Walle model

will be done in the next section.

4.4 Strain and model–solid theory
Strain is referred as the alteration of the relative position of the atoms in crystal

sites due to an external mechanical force. At the interface of a heterojunction, the

different lattice constants of adjoining semiconductors can act as the origin of this

external force. This mechanical force changes the relative positions of atoms in

the crystal structure and the displacement of the atoms compared to their initial

positions can be defined using a vector,−→u . Since different atoms may have different

displacement, therefore, the displacement vector is a coordinate–dependent (−→u =

u(−→r )). Knowing the relative displacement of each atom, the crystal deformation

can be described by the symmetrical tensor of strain as [71, 72]:

ε =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

 (4.8)

where εi j is defined as the relative displacement of atoms in crystal:

εi j =
1
2
(

∂ui

∂x j
+

∂u j

∂xi
), i, j = x,y,z (4.9)

If an external force is applied on a crystal or one part of crystal applies force on the

neighbor part, then, the crystal is under the "stress". The stress is defined as [71]:

σi =
6

∑
k=1

Cikεk (4.10)
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where Ci jkl are the "elastic stiffness matrix". In the case of a cubic crystal, symme-

try reduces the matrix elements to only three independent matrix elements. Conse-

quently, elastic stiffness matrix is reduced to:

Cik =



C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C11 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C44


(4.11)

The stress state can be organized into two states [71]:

• Uniaxial stress, in this state, σxx is the only non–zero element of stress matrix

• Biaxial stress, in which both σxx and σyy are not equal to zero.

The biaxial stress is the common stress state in the quantum well heterojunctions. It

occurs when a thin layer of material B with the lattice constant of aB is deposited on

a thick substrate with the lattice constant of aA. Accordingly, aB is forced to change

and an in–plane strain is created. In a pseudomorphic growth, the lattice constant of

grown material(B) becomes fully equal to the lattice constant of substrate, perpen-

dicular to the growth direction. The in–plane strain in the pseudomorphic growth

can be calculated as [71]:

ε‖ =
(aB−aA)

aA
(4.12)

where aA and aB are the lattice constant of the substrate and grown material, respec-

tively.

The lattice constant of the epitaxial layer can be either larger or smaller than the

lattice constant of the substrate. In the case of aA < aB, the strain is compressive

and consequently the lattice constant of the epitaxial layer in growth direction will

be larger than the original lattice constant of material B (Fig. 4.6(a)). While, when

aA > aB the in–plane strain is tensile and, therefore, the epitaxial lattice constant in

the growth direction shrinks to a smaller value than the original lattice constant [71].

However, if the thickness of the epitaxial layer is larger than a specific thickness, the
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Figure 4.6: Scheme of a lattice mismatched growth, (a) pseudomorphic, (b) relaxed.

layer relaxes in–plane and achieves its original lattice constant. This process leads to

the formation of defects and imperfections within the grown layer (Fig.4.6b). This

specific thickness, in which the strain energy is higher than the defect formation

energy, is called "critical thickness".

The relation between the stress and strain for the cubic semiconductors is given

by Hooke’s law that for biaxial stress is written as [71]:

σ1

σ2

σ3

0

0

0


=



C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C11 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C44





ε1

ε2

ε3

ε4

ε5

ε6


(4.13)

Therefore, strain in the epitaxial layer grown in (001) crystal direction is given

as:

ε1 = ε2 = ε‖ (4.14)

ε⊥ = ε3 =−2
C12

C11
ε1 (4.15)

where ν=−2C12
C11

is known as the "Poisson’s ratio". The lattice– and elastic–constants

of the III–V semiconductors that were used in this work can be found in Appendix.II

[78]. Using equations (4.12) and (4.15), it is possible to calculate the strain, perpen-

dicular and parallel to the growth direction. Fig.4.7 presents the strain profile of a



Chapter 4. Semiconductors and quantum dots heterostructures 50

thin GaAs layer with thickness of 3 nm on GaP substrate along the crystal direction

of (001) [79].

Figure 4.7: Strain profile for a GaAs QW with the thickness of 3 nm grown on GaP

(001) substrate. Pink line indicates the strain perpendicular to the growth direction.

Blue line is related to the strain parallel to the growth direction.

4.4.1 Strain induced energy shift

Strain perturbs the size and symmetry of the epitaxial layer and, therefore,

changes its geometry. This, in turn, leads to the changes in the electronic structure

of the epitaxial layer and particularly, it modifies the conduction band and valence

band edges. To analysis the optoelectronic properties of any heterojunction, it is

necessary to understand the discontinuity of conduction and valence band at the in-

terface and effects of the strain on the band alignment. The shift of the conduction

and valence band because of strain is determined using the deformation potential.

This potential is defined as the changes in the relative energy of the electronic states.

To calculate the band lineup based on solid model theory, Ev,av is defined as the

average of three uppermost valence band energies at Γ. Therefore, it is possible to

express any splitting of valence band due to shear strains or spin–orbit with referring

each individual bands to the average. The spin–orbit splitting(∆0), bandgap energy

(Eg), and average of valence band energy (Ea,v) for different III–V semiconductors

can be found in Appendix.III [78]. The shift of Ev,av of epitaxial layer due to the
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strain is given by [78]:

∆Ev,av = av
∆Ω

Ω
(4.16)

In the last equation, ∆Ω

Ω
= Tr(−→ε ) = ε11 + ε22 + ε33 is the fractional volume change

and av is the hydrostatic deformation potential of valence band that is defined as

[78]:

av =
dEv,av

dlnΩ
(4.17)

and av indicates the shift of Ev,av per unit fractional volume change. Similarly, the

shift of CB edge is given by [78]:

∆Ec = ac
∆Ω

Ω
(4.18)

Therefore, minimum of conduction band and maximum of valence band of a strained

epitaxial layer is given by [78]:

Ev = E0
v,av +∆Ev,av +

∆0

3
(4.19)

Ec = E0
c +∆Ec (4.20)

The last term in equation (4.18) is related to the splitting of valence band due to the

spin–orbit effects.

4.4.2 Valence band splitting due to strain
As it has been discussed in section 4.1, all the semiconductors, which are used

in this work have a zinc blende crystal structure. Therefore, they have a band struc-

ture with three degenerated valence bands at Γ. These bands, which are labeled

by Ehh for heavy holes, Elh for light holes, and Eso for spin–off band, are strictly

degenerated in the absence of strain and spin–orbit splitting effects. The average

of these three bands is called Ev,av (as it has been mentioned in the last section).

Due to the spin–orbit splitting effect, Ehh and Elh are shifted to the higher energy

level compared to Eso. Strain, on the other hand, splits the heavy hole and light

hole bands and determines the uppermost position of valence band. For strain along

(001) crystal direction, the splitting of these three bands is calculated as [78]:

∆Ehh =−
1
6

∆0 +
1
4

δE001 +
1
2
[∆2

0 +∆0δE001 +
9
4
(δE001)

2]
1
2 (4.21)
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∆Elh =
1
3

∆0−
1
2

δE001 (4.22)

∆Eso =−
1
6

∆0 +
1
4

δE001−
1
2
[∆2

0 +∆0δE001 +
9
4
(δE001)

2]
1
2 (4.23)

In the last three equations ∆0 is the spin–orbit splitting, and δE001 is defined as [78]:

δE001 = 2b(εzz− εxx) (4.24)

where b is a negative value of the shear deformation potential for a strain of a tetrag-

onal symmetry. b has been measured for some of the semiconductors (not all) and it

can be also calculated theoretically by analyzing the changes of the band structure

due to the strain [78].

4.4.3 Conduction band splitting due to strain
The conduction band of growing material at X valley is also subjected by the

biaxial strain, and it appears as the splitting. The value of splitting, of course,

depends on the growth direction. In (100) growth direction, the conduction band

splitting is calculated as [78]:

Ez
c =

2
3

Xi(X)(εzz− εxx) (4.25)

Ex
c = Ey

c =−
1
3

Xi(X)(εzz− εxx) (4.26)

In the last two equations Xi(X) is the deformation potential of conduction band at

X valley and εzz and εxx are the strain components parallel and perpendicular to the

growth direction, respectively [79, 78].

4.5 Quantum confinement effect in quantum struc-

tures
Advances in microfabrication methods and techniques allow the creation of

unique quantum confinement systems. These systems are called nanostructures

that are in the length range of 10–1000 Å. Consequently, a wide field has been

opened for investigation of fundamental physics of nanostructures and also the fab-

rication of new devices based on the nanostructures and their interesting properties

[69, 71, 80, 81, 83].
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The quantization effects in a semiconductor, however, occurs when the motion

of charge carriers is confined in a small space with the size of the order of de Broglie

wavelength. The de Broglie wavelength, in turn, is a function of, m∗, the effective

mass of charge carriers (electron or hole), and kBT . It is given as [69, 71, 80]:

λde−Broglie =
h

3m∗kBT
(4.27)

Since m∗ is usually smaller than the free electron mass, consequently the quanti-

zation effect can be observed for the sizes in order of several tens of the lattice con-

stant of the semiconductors. Fig. 4.8 indicates the gradual evaluation of a system

from a three–dimension (bulk) to zero–dimension (quantum dot), and the density of

electronic states of different system with respect to the energy [69]. In the case of a

Figure 4.8: Scheme of evaluation from three–dimension bulk to zero–dimension

QD. Second row presents the density of electronic states with respect to the energy

and its evaluation with decreasing the dimension [69].

three–dimensional gas, electrons move freely in all three directions with the energy

of [69, 71, 80]:

E =
~2

2m∗
(k2

x + k2
y + k2

z ) (4.28)

here kx,y,z are the wavevectors and m∗ is the effective mass of electrons in the bulk.

Consequently, the energy spectrum of a bulk semiconductor is continuous.

The electron motion in a two–dimensional QW is quantized into two district

sub–band in the z–direction (along the well thickness), but it is free in the x and y

directions. The energy of a QW can be given as [69, 71, 80]:

E =
~2

2m∗
(k2

x + k2
y +E i

z) (4.29)
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where i = 1, 2, 3,... and E i
z is the ith energy state in the z–direction.

In a quantum wire (Q–Weir), which is a one–dimensional structure, electron

motion is quantized in two directions and the energy can be written as [69, 71, 80]:

E =
~2

2m∗
k2

x +E i
y +E j

z (4.30)

Again, i and j = 1, 2, 3,... give the energy states in y and z directions, respectively

(Fig. 4.9(Q–Weir)).

Quantum dot (QD) is a zero–dimensional system with energy quantization in

all three directions. This means that the electron motion is confined in x, y, and

z–directions and, therefore, the energy is discrete and given by [69, 71, 80]:

E = E i
x +E j

y +Ek
z (4.31)

4.5.1 Density of electronic states
According to Bloch’s theory, in a bulk semiconductor the eigenstates must dis-

play the periodicity of the crystal. Therefore, the eigenstate of ψ = 1
Ω

exp(ik.r) in a

cubic crystal with the length of L must behave as [71, 80]:

ψ(x,y,z) =
1
Ω

exp(ikx(x+L)+ iky(y+L)+ ikz(z+L)) (4.32)

and therefore:

ki =
2π

L
ni (4.33)

where i = x, y, z and ni is an integer. Hence, the occupied volume by one state in

k–space is (2π

L )3. The density of states in k–space is defined as the number of states

per energy per unit volume of real–space:

ρ(E) =
dN
dE

(4.34)

The total number of states in k–space, N, is given by the volume of a sphere with

radius of
−→
k divided by the volume of one occupied state, again divided by the

volume of real–space. Consequently, we can write it as:

N = 2(
4πk3

3(2π)3 ) (4.35)
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where, factor 2 shows the double possible occupancy of each state by carriers with

different spins. Therefore, ρ(E) in a bulk semiconductor can be written as:

ρ(E) =
1

2π
(
2m∗

~2 )
2
3 E

1
2 (4.36)

Accordingly, the density of state of a bulk semiconductor is continues and propor-

tional to E
1
2 . In a QW, however, the energy is continuous in two directions (only two

freedom degrees). The density of state, in this case, is known as a two–dimensional

electron (or hole) gas. The density of states of a single sub–band in a QW, therefore,

is given by [69, 71, 80]:

ρ
2D(E) =

m∗

π~2 (4.37)

For a QW system with many confined states, the density of states at any partic-

ular energy is equal to the sum over all the sub–bands below that point:

ρ
2D(E) =

n

∑
i=1

m∗

π~2 Θ(E−Ei) (4.38)

In (4.38), n denotes the number of confined states in the QW and Θ is the unit step

function [71, 80]. In a QD system, the density of states behaves as a δ–function

because the carriers motions are confined in all three directions.

4.6 Optical properties
This work is mostly concentrated on the optical properties of the quantum het-

erostructures. Therefore, to understand and interpret the obtained results from dif-

ferent optical measurements such as CL and PL, it is useful to have a brief intro-

duction about the optical properties.

When photons with higher energy than the bandgap energy incident a semicon-

ductor, electrons can be excited from the valence band across the bandgap into the

conduction band. This process is called the excitation in which a free electron is

created in the conduction band and an empty state is left in the valence band. This

empty state that behaves as a bubble in a liquid is called "hole", which has gen-

erally larger mass than the electron. Holes are positively charged and they rise to



Chapter 4. Semiconductors and quantum dots heterostructures 56

the uppermost states in the valence band [71, 80]. The transition between the elec-

tron and hole can occur only when the energy and momentum are conserved [53].

Fig.4.9 shows some of the radiative and non–radiative recombination processes.

The excited electron may relax via the radiative or non–radiative recombination. In

Figure 4.9: Different radiative and non–radiative recombination [53]. (a)

Non–radiative with trap states, (b) Auger non–radiative recombination, (c) band

to band radiative, (d) electron–acceptor radiative, (e) donor–hole radiative.

a radiative recombination or transition event, a photon is emitted due to the recombi-

nation of electron and hole. An interband transition is an intrinsic transition referred

to the recombination of the electron in the conduction band and hole in the valence

band and emission of a photon with the energy of hν = Eg. In a semiconductor

with impurities, transitions that start or finish to the localized states (donors or ac-

ceptors) in the gap produce extrinsic luminescence [53]. In a non–radiative recom-

bination, on the other hand, the electron energy is converted to the heat (phonon).

Non–radiative recombination events are caused by defects in the crystal structure.

Defects such as unwanted foreign atoms, native defects, dislocations, and any com-

plexes of defects construct one or several energy levels within the forbidden gap of

the semiconductor. Energy levels within the gap of the semiconductor are efficient

recombination centers; in particular, if the energy level is close to the middle of the

gap. The non–radiative recombination centers are luminescence killers that reduce

the output efficiency of the light emitters [82].
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In 1965, the co–founder of Intel G. Moore predicted that the number of tran-

sistors that can be fitted in one integrated circuit is doubled every two years [84].

However, parameters such as atomic-scale miniaturization, production facilities, the

existence of many wires close to each other, and heat build–up in one tiny chip can

be the limitations of Moore
′
s law. In the last decade, the photonic devices were in-

troduced as the interesting candidates to substitute the electronic transistors. These

devices, which can be fabricated with the existing facilities, get the electronic sig-

nals and then convert and transmit them as the photonic waves. Basically, the elec-

trical wires are replaced by the photonic waves and hence, the limiting factors to de-

sign the processors are eliminated. Consequently, Moore
′
s law can be valid through

these photonic devices. Photonic crystal cavity is one of these devices that got lots

of attention. The performance of the photonic crystal cavities, in turn, depends on

the losses, which determine their quality factor.

In this chapter, I will discuss the results of the investigations on the influence of

the growth conditions on the AlGaP/GaP heterostructures which can be applied to

fabricate a two–dimensional photonic crystal slab (or cavity). In the next section,

5.1, the photonic crystals will be introduced and the different types of defects and

their effects on the losses of the photonic crystals will be discussed. Section 5.2 is

focused on the different materials for the photonic crystal cavities fabrication in the

visible range of wavelength. The influence of the growth temperature and PH3 flux

on the homoepitaxial growth of GaP will be discussed in section 5.3. The growth of

AlGaP/GaP heterostructures will be described and the characterizations and results

will be discussed in section 5.4. Finally, section 5.5 includes the summary.

5.1 Photonic crystals
The advantages of photonic devices for the information processing in the opti-

cal domain make them an interesting candidate as the replacement of the electronic

devices. The optical equivalent of a lattice is called a "photonic crystal". In a pho-

tonic crystal, atoms or molecules are replaced with the macroscopic media and the

periodic potential is replaced by the periodic dielectric constants (or refractive in-

dexes) [11, 12, 13, 15, 16, 17]. The phenomena that are produced by the lattice



Chapter 5. AlGaP/GaP heterostructure 60

for the electrons, can be reproduced by the photonic crystal for the photons if the

dielectric constants of the constituent materials are greatly different and the light ab-

sorption by the materials is little. Therefore, the refraction and reflection of the light

from different interfaces determine the "photonic bandgap" of the photonic crystal.

Thus, a photonic crystal can be designed and constructed with a particular pho-

tonic bandgap that specifies a certain direction with a given wavelength for the light

propagation [11, 12, 13, 15, 16, 17]. Photonic crystals are classified based on their

dimensional [12]. The distributed Bragg reflectors (DBR) are the one–dimension

[85, 86, 87, 88], cavities or slabs are the two–dimension photonic crystals [89] and,

third class is for 3D–photonic crystals [90, 91, 92, 93, 94, 95].

The performance of the photonic crystal cavities is defined by the high–quality

factor (Q–factor). The Q–factor is a dimensionless parameter that depends on the

energy loss mechanisms. The experimentally obtained Q–factor for a fabricated

cavity, Qexp, is usually less than the theoretically determined Q–factor by the de-

signed cavity, Qdesign. This difference is explained using the Q–factor of the imper-

fections of the fabricated cavity, Qimper f ect [96]:

1
Qexp

=
1

Qdesign
+

1
Qimper f ect

(5.1)

The crystal imperfections such as dislocation defects and surface roughness are

likely the mechanisms that contribute in the Qimper f ect and reduce the total Qexp.

In fact, the real materials are not perfect crystal and, consequently, their proper-

ties are not determined only by their composition or crystal structure. The crystal

imperfections, or so–called crystalline defects, contribute effectively in the prop-

erty determinations of the materials [97]. Dislocation defects, for instance, are the

1–dimensional type of the crystalline defects. This type of defects is defined as line

defects along which the crystal symmetry is lost. They are formed during the growth

of the crystals and particularly at the interface of the heterostructures. They behave

as the traps for charge carriers in the optoelectronic materials and semiconductors,

which is an undesired parameter against the electrical conductivity [97, 98, 99, 100].

Dislocations are usually categorized into two fundamental types of (i) the edge dis-

locations and (ii) the screw dislocations. The other types of dislocations, such as
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compound or ring–dislocations, might be constructed from the combination of the

edge– and screw dislocations. Fig. 5.1 shows the scheme of (a) an edge–dislocation

, and (b) a screw–dislocation. The density of dislocations in a grown structure can

be determined using Hirsch’s model [50]. It has been already shown in chapter 3

that the density of dislocation of a grown layer can be determine using the X–ray

diffraction pattern and it is proportional to the FWHM of its associated peak (equa-

tion 3.8) [101].

Figure 5.1: Scheme of the dislocation defects, (a) line dislocation, (b) screw dislo-

cation [99].

The surface roughness (or roughness) is the other type of crystal imperfection

that might contribute to the losses of the photonic crystal cavities (or slabs). The

roughness is defined as the deviation in the direction of the normal vector to the

ideal surface and the average surface roughness is determined according to the de-

viation amplitude. Therefore, a rough surface is associated with a large amplitude

of the deviation [102]. The surface roughness is particularly important for the light

scattering in the short wavelengths region. Consequently, for the photonic crystal

cavities, which are designed for visible and short wavelengths range, the surface

roughness is an undesired parameter that can increase the losses and reduces the

Q–factor.
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5.2 Photonic crystal cavity in the visible range of wave-

length
For the applications in the range of visible wavelengths, photonic crystal cavi-

ties based on GaAs and Si cannot be applied because of their small bandgaps and,

consequently, high absorption. Photonic crystal cavities with shorter wavelengths

transparency are usually fabricated based on the GaN, SiN, and GaP systems. Dif-

ficult fabrication processes and the low refractive index are the problems of GaN

systems [103, 104]. The low refractive index is also a disadvantage of SiN which

limits the Q–factor of the device [105]. GaP, on the other hand, is a good candidate

for short wavelengths photonic crystals due to its large indirect bandgap energy of

2.24 eV and high refractive index in the range of 3.44 to 3.25 for the wavelengths

between 555 to 700 nm [106]. Moreover, the fabrication of the GaP photonic crys-

tal in coupling with InP, InGaAs, and GaAs quantum dots can raise the quantum

efficiency of the light emitters in visible wavelengths region [107]. Rivoire et al.

investigated the fabrication of high–quality photonic crystal cavities based on GaP

using a sacrificial layer of AlGaP [14, 108, 109].

The Q–factor of a photonic crystal based on GaP, as it has been already men-

tioned, is limited by the crystal quality of the membrane that is, in turn, dependent

on the AlGaP sacrificial layer crystal quality. AlGaP, however, is a reactive material

which can be easily oxidized, therefore, to prevent the oxidation a thin GaP layer is

needed to grow on the AlGaP layer. Since the growth of the AlGaP layer with the

minimum density of dislocations and oval–defects and minimum surface roughness

is a difficult challenge, it is limiting the quality of the GaP top layer that should be

fabricated into a membrane.

5.3 Homoepitaxial growth of GaP: influences of growth

temperature and PH3 flux
The growth of a high–quality AlGaP layer is required to achieve a high–quality

GaP cap layer (membrane). The growth of an AlGaP layer with high–quality, in

turn, depends on the quality of the homoepitaxial growth of GaP buffer layer on
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the GaP substrate. The influence of the III/V ratio and growth temperature on the

surface structure of GaP grown by MBE have been investigated [110, 111]. The op-

timized conditions to carry out a high–quality homoepitaxy growth of GaP, however,

may change depending on the MBE system. Accordingly, I have investigated the

influence of growth temperature and PH3 flux to optimize the quality of the grown

GaP buffer layer in our Riber–32P GSMBE system. The growth of GaP layer was

done using PH3 as the phosphorus source and solid Ga source. The growth temper-

ature was measured by a thermocouple located directly behind the GaP substrate

held by its rim and the PH3 flux was controlled using a flux meter with the unit of

the standard cubic centimeter (sccm).

Several GaP buffer layer were grown with identical thicknesses of 0.2 µm under

two different PH3 fluxes and at the different growth temperatures with an identical

growth rate of 1.1 µm/h. Tab. 5.1 presents the different growth conditions. All

the samples were grown on the S–doped GaP (001) substrates with a thickness of

300 µm.

Table 5.1: Growth conditions and AFM characteristics of GaP layer grown on GaP

(100) substrate

sample Growth T (oC) PH3 (sccm) Roughness (nm)

B1 520 2.7 15.1

B2 510 2.7 15.3

B3 490 2.7 12.7

B4 540 1.9 16.7

B5 510 1.9 0.5

B6 490 1.9 0.5

B7 480 1.9 0.4

The native oxide of the GaP substrates was removed by heating the substrate to

580oC under a PH3 over pressure and the RHEED pattern of GaP substrate showed a

streaky reconstruction after oxide desorption (Fig. 5.2(a)). RHEED reconstruction

patterns indicate that independent of the growth temperature the higher PH3 flux
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of 2.7 sccm leads to a spotty pattern for the grown GaP layer (Fig. 5.2(c)), while

growth of GaP layer under 1.9 sccm PH3 flux and at growth temperatures in the

range of 480–510 oC leads to the streaky pattern of RHEED reconstruction.

Figure 5.2: RHEED pattern of the surface reconstructions, (a) after desorption at

580oC, (b) GaP Buffer layer grown at 490oC and under PH3 flux of 1.9 sccm, and

(c) GaP Buffer layer grown at 490oC and under PH3 flux of 2.7 sccm.

The surface quality of the grown samples was characterized using a force–mode

Burker AFM system. The measurements were done in Leibniz–Institut für Kristallzüchtung

(IKZ) with the assistance of Dr. J. Schmitdbauer. The results were analyzed using

the WSxM v5.0 [112]. Fig. 5.3 illustrates the results of AFM measurements of dif-

ferent grown samples. The bright and almost round shape particles on the surface

of samples B5 and B6 are related to the grown InGaAs QDs.

The AFM results indicate that for identical growth temperatures of 490 and

510 oC the surface roughness decreases when the PH3 flux is reduced about 40%

from 2.7 sccm to 1.9 sccm. According to the RHEED pattern and AFM results, GaP

buffer layer, grown under 1.9 sccm PH3 flux and at the growth temperature range of

480–510 oC, indicates the optimum quality with the minimum surface roughness of

0.4±0.1 nm.

It can be suggested that the higher PH3 leads to lower mobility of group III

ad–atoms that can increase the probability of the agglomeration and ,consequently,

the formation of 3D–islands instead of a 2D layer by layer homoepitaxy of GaP. The

rise of growth temperature up to 540 oC under lower PH3 flux, however, may cause

the insufficient P2 flux due to the increase of the evaporation rate of the group V

element. This, in turn, causes a Ga–rich growth which is followed by the formation
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Figure 5.3: AFM images of grown GaP buffer layer. The bright particles on the

surface of the B5, B6, and B7 are related to the grown InGaAs QDs on the GaP

buffer layer. The scan line of B7 is also shown, the –axis shows the height profile

in Åand the x–axis is related to the line scan size in nm.

of islands. To avoid the influence of the GaP buffer layer quality on the AlGaP layer

the optimized growth conditions (P2 flux = 1.9 sccm and growth temperature in the

range of 490–500 oC) were applied to grow the GaP buffer layer.

5.4 AlGaP/GaP heterostructure:influences of growth

temperature and PH3 flux
After optimization of the growth conditions for the GaP buffer layer, the effects

of the growth temperature and PH3 flux on the crystal quality of AlGaP layer were

studied and the influences of the quality of this layer on the final GaP cap layer that

will be fabricated as the membrane for the photonic crystal cavities applications

were investigated.

The X–ray diffraction technique has been utilized to study the crystal quality

of the GaP/AlGaP heterostructures [113, 114]. The influences of the growth tem-

perature and PH3 flux, however, have not been studied on the crystal structure of

AlGaP. Thus, the influences of the quality of AlGaP layer on the GaP cap layer has
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not been investigated. I have grown several AlGaP/GaP heterostructures to study

the influences of III/V ratio and also growth temperature on the crystal quality of

AlGaP and to optimize the quality of GaP cap layer. Fig. 5.4 illustrates the grown

structures. Each sample consists of a 0.2 µm GaP buffer, 1.0 µm Al0.85Ga0.15P, and

the 80 nm GaP cap layer. The GaP layers were grown at 1.1 µm/h and the AlGaP

at 1.6 µm/h. The growth of each GaP layer was carried out under the optimized

growth conditions of the PH3 flux equal to 1.9 sccm and the growth temperature in

the range of 490±10 oC (section 5.3). Two different PH3 flux of 2.3 or 2.7 sccm

were applied to investigate the influence of the PH3 flux on the AlGaP layer. A

constant growth temperature of 480, 490, or 500oC was used for each sample. The

applied growth conditions are summarized in Tab. 5.2.

Figure 5.4: Scheme of structures. Al content for all samples was set to be 85%. GaP

buffer and cap layer were grown under 1.9 sccm PH3 while to grow AlGaP layer

different fluxes of 2.3 and 2.7 were used. Same growth temperature was applied

during growth of GaP and AlGaP.

In the last section, I have discussed the growth of high–quality GaP buffer layer.

Accordingly, AlGaP layer was grown on the optimized GaP layer with the min-

imum surface roughness. Consequently, for all samples, the RHEED patterns of

GaP buffer layers demonstrate a very sharp and streaky pattern (Fig. 5.2(b)). The

samples grown using the lower PH3 flux (2.3 sccm) show a spotty RHEED pattern

for the first monolayers upon initiation of the AlGaP growth(Fig. 5.5(a)). The pat-

tern, however, becomes better by the time the full 1.0 µm AlGaP layer is grown

(Fig.5.5(b)) [115].
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Table 5.2: Growth temperature and PH3 flux of the AlGaP layer for different sam-

ples

sample Growth T (oC) PH3 (sccm)

S1 480 2.3

S2 480 2.7

S3 490 2.7

S4 500 2.7

S5 500 2.3

Figure 5.5: RHEED pattern images, (a) first ML growth of AlGaP under 2.3 sccm

PH3 flux indicated the spotty pattern, (b) this pattern improved by the time the

1.0 µm AlGaP layer was grown fully, (c) the pattern of GaP cap layer for S1, while

S3 showed, (e) a streaky and sharp pattern from the beginning of the AlGaP layer,

(f) after full growth of AlGaP layer, and (g) after the growth of GaP cap layer.

After overgrowth with the GaP cap layer, the RHEED is again sharp (Fig.

5.5(c)). The RHEED of the AlGaP grown under the higher PH3 flux (2.7 sccm),

however, indicate sharper and streakier patterns for both AlGaP and GaP cap layers

(Fig. 5.5(d, e, and f)). The RHEED pattern is sharp from the initial grown mono-

layers of the AlGaP. This may be associated with the better crystal quality of AlGaP

layer grown under higher PH3 flux which can lead to the improvement of the crystal
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quality of the GaP cap layer.

The crystal quality of grown AlGaP layer was measured using a Bede–QC1

diffractometer in our lab and the measured spectra are presented in Fig.5.6. The re-

sults indicate the strong reduction of full FWHM of AlGaP peak with 25% increase

of the PH3 flux from 2.3 sccm (S1 and S5) to 2.7 sccm (S2, S3 and, S4) and, conse-

quently, this suggests that the density of defects is reduced. In the case of 2.3 sccm

PH3 flux, however, the increase of growth temperature from 480 oC (S1) to 500 oC

(S5) leads to the narrowing of AlGaP peak while FWHM changes slightly with the

growth temperature under the higher PH3 flux (Tab. 5.3) [115]. The density of

dislocation defects can be calculated based on the Hirsch model [50].

Figure 5.6: X–ray measurement results for samples grown at different temperature

and under different PH3 flux. The sharper peak belongs to the GaP and the other

peak is related to Al0.85Ga0.15P layer.
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Calculated results show that for S1 and S2, N decreases from 7.4 × 10 8 to 0.1

× 108 cm−2. These results may be associated with the sharper RHEED patterns of

AlGaP layer grown under higher PH3 flux.

Table 5.3: Extracted result from the X–ray measurements rocking curve

sample FWHM ×10−3 (rad) N × 108 (cm−2)

S1 2.24 7.4

S2 0.38 0.1

S3 0.32 0.1

S4 0.34 0.1

S5 0.74 0.8

Since the equivalent optimized growth conditions were utilized to grown the

GaP buffer layer and cap layer, the structural quality of the cap layer can be affected

by the quality of AlGaP layer. Hence, AFM and SEM results of the surface can be

related to the structural quality of AlGaP layer. Fig. 5.7 presents the AFM images

of the different samples. Even though the growth of both GaP buffer and cap layers

was carried out under the optimum conditions, the results are different. This can be

associated with the quality of AlGaP layer for different samples. Using the AFM

results, we can determine the optimum growth conditions for the AlGaP layer which

lead to the minimum surface roughness and density of oval defects for the GaP cap

layer. AFM results indicate that the surface roughness and density of oval defects

of the grown GaP cap layer reduce strongly when the PH3 flux for the AlGaP layer

rises. Tab. 5.4 gives the results of AFM measurements for the surface roughness

and density of oval defects of different samples [115].

Accordingly, samples S2 and S3 indicate lower surface roughness and density

of oval defects compared to S5. This can be related to the narrowing of X–ray peak

of AlGaP. In the case of the samples with AlGaP layer grown under higher PH3

flux, however, AFM measurements indicate that 10 oC lower growth temperature

than 490 oC leads to the formation of the oval defects.

These results indicate the formation of oval defects with the average size of
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Table 5.4: Extracted result from AFM and SEM measurements of different samples.

The PH3 flux was 1.9 sccm for the cap layer of all samples, while it was 2.3 sccm

for S1 and S5 and 2.7 sccm for S2, S3 and, S4 for the AlGaP layer. do represents

the diameter of oval defects, while Do denotes the density of oval defects

sample
rms

(nm)

AFM do

(µm)

AFM Do ×

108 (cm−2 )

SEM do

(µm)

SEM Do ×

108 (cm−2)

S1 14.8 0.287 12.8 0.33 7.6

S2 0.58 0.230 0.1 0.33 0.07

S3 0.48 No No No No

S4 1.03 No No 0.33 0.28

S5 3.78 0.285 2.0 0.33 4.0

Figure 5.7: AFM images of the grown samples at different temperature. The PH3

flux was 1.9 sccm for the cap layer of all samples, while it was 2.3 sccm for S1 and

S5 and 2.7 sccm for S2, S3 and, S4 for the AlGaP layer. All the AFM measurements

were done on the 5 × 5 µm scale.

0.23 ± 0.05 µm and density of 1.1×107 cm−2 for S2 and, consequently, the root

mean square (rms) of surface roughness of S2 (0.58 nm) is slightly larger than S3
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(0.48 nm). This result may be related to the slight broadening of the FWHM of

AlGaP X–ray peak of S2 compared to S3 (Tab. 5.3).

SEM measurements corroborate the AFM results (Fig. 5.8). The results do not

show any oval defects for S3 while the formation of the hole–shape oval defects

is illustrated for all the other 4 samples. According to these measurements the

average size of the oval defect is almost same for the different samples and it has

been measured to be about 0.33±0.02 µm. The density of defects, however, strongly

decreases with the increase of the PH3 flux (Tab. 5.4).

Figure 5.8: Top view SEM images of the different samples. For S3 no oval defect is

observed while the density of the oval defect rises with the reduction of PH3 flux for

identical growth temperature. Images were carried out under 10 keV and identical

scale of 2 µm.

It is possible that the 25% increase of the PH3 flux improves the crystal quality

by decreasing the surface mobility, resulting in smoother surfaces. Under these con-

ditions, the probability of formation of the 3D islands or agglomeration of group–III

ad–atoms reduces [110, 111, 116]. The insufficient availability of P2 might be the

reason of the wide FWHM of X–ray peak and, therefore, the high density of the

dislocation defects of the AlGaP layers grown under lower PH3 flux. The low crys-

tal quality of AlGaP layer can affect the crystal quality of the GaP cap layer, and

consequently, the high roughness and density of oval defects of S4 and S5 may be
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associated with the high density of dislocation defects. The AFM and SEM results,

however, indicate that S3 has the lowest surface roughness and density of oval de-

fects. Accordingly, 490 oC is the optimum growth temperature under high PH3 flux.

This may be related to the better crystal quality of the AlGaP layer of S3 which is

confirmed by its less FWHM compared to S2 and S4. The increase of growth tem-

perature can lead to the less availability of P2 and consequently the increase of the

diffusivity of group–III ad–atoms. Thus, a higher probability for the agglomeration

of group–III ad–atoms [110, 111, 116] can be predicted which results in the rise of

the density of dislocation defects and wider FWHM for AlGaP layer. However, for

the growth temperature lower than 490 oC, the insufficient surface energy may be

the reason for the formation of dislocation defects [114]. The mobility reduction of

group–III ad–atoms may be related to the increase of the FWHM of AlGaP which

can cause the oval defects formation on the GaP cap layer for S2 [115].

5.5 Summary
According to the RHEED pattern and AFM, a smooth GaP buffer layer can be

grown on the GaP (001) substrate utilizing the PH3 flux of 1.9 sccm and tempera-

tures in the range of 480–510 oC. The X–ray results of AlGaP layer imply that the

grown sample at 490 oC under 2.7 sccm PH3 flux (S3) has the minimum FWHM

of AlGaP layer and AFM and SEM measurements also show that the GaP cap layer

has the both minimum density of oval defects and surface roughness. Density of

defects and surface roughness rise with PH3 flux reduction which may be due to

the insufficient availability of P2 and it can be the origin of higher probability for

formation of 3D islands of group–III ad–atoms. Under high PH3 flux (2.7 sccm),

both increase and decrease of the growth temperatures than 490 oC, show the rise

of FWHM of AlGaP and roughness of cap layer. The growth temperatures below

490 oC might bring the insufficient mobility of group–III ad–atoms due to the low

surface energy which may be the reason for the formation of defects while above

490 oC less availability of P2 may cause the defects.
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In the 1980s, the advantages of using QDs in the optical devices such as injection

lasers and light emitters were predicted theoretically. Narrower bandwidth, a higher

characteristic temperature for threshold current, and lower threshold current were

predicted as the characteristic advantages of the QDs lasers compared to the con-

ventional QWs injection lasers [117]. Indeed, the provided higher density of states

by the QDs close to the band edges (conduction or valence band) leads to the larger

concentration of the injected charge carriers close to the bottom (top) of the conduc-

tion (valence) band. This, in turn, improves the gain and reduces the temperature

dependence of the device [118]. Accordingly, QDs are introduced as the promising

candidates to produce the new generation of high–performance light emitters. Nu-

merous investigations were done on different semiconductor QDs particularly on

the self–assembled III–V QDs systems [119, 120, 121, 122, 123, 124, 125, 126].

On the other hand, LEDs are beneficial devices with applications such as data

transmission, information storage, and visible displays. The high output efficiency

is the necessity factor of the LEDs that are applied for these applications [127, 128].

The low cost, well established, and simple production of LEDs based on III–V

semiconductors make them interesting for most applications.

In this chapter, the results of the investigations on the structural and optical prop-

erties of self–assembled GaAs QDs in the GaP matrix will be discussed. In section

6.1, a brief overview of the accomplished investigations on the self–assembled QDs

of III–V semiconductor in the GaP matrix will be given. Section 6.2 concentrates

on the growth and characteristic properties of GaAs QDs on GaP(001) substrate.

The electronic structure of GaAs/GaP is studied and the results of the simulations

and the theoretical calculations for GaAs/GaP system will be described in section

6.2.1. In section 6.2.2, the growth and results of structural and optical properties

of GaAs/GaP with respect to the nominal thickness of GaAs will be demonstrated.

I will discuss the results of the studies on the influence of the growth temperature

on structural and optical features of GaAs QDs in section 6.2.3. Section 6.3 will

contain the results of our attempts to fabricate the LEDs based on the GaAs QDs.

In this section, a short review of the investigations on the LEDs based on III–V

semiconductors will be given. Afterward, I will explain briefly the grown structures
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and the utilized processing methods. Then, the EL measurements will be explained.

It is noteworthy that I grew the desired p–i–n heterostructures while, the LED fab-

rication, electrical and EL measurements on the fabricated mesas were done by C.

Golz and a more detailed discussion can be found in his M.Sc. thesis [129]. The

results will be summarized in section 6.4.

6.1 III–V semiconductors QD in a GaP matrix
Numerous studies were done on the growth and characteristic features of dif-

ferent III–V semiconductors QDs on GaP (001). The radiative recombination from

InP QDs embedded in the GaP matrix was described in 2001. The formation of the

InP QDs was related to the 7.7% lattice mismatch with GaP. A low density in the

order 108 cm−2 was reported for InP QDs [125]. The observed PL peak at 2.0 eV

was associated with the InP QDs [125]. The radiative transition in InP QDs was

suggested to result from a direct type–I heterostructure, while a type–II system was

offered for the 2D InP QW grown on GaP [130, 131, 132].

In 1998, Leon et al. investigated the formation of the self–assembled InAs

QDs on GaP (001) substrates [124]. They reported that the 3D–islands of InAs

are formed due to the 11% lattice mismatch with GaP in the Volmer–Weber growth

mode and with a large inhomogeneous size distribution. A broad PL peak centering

at 1.73 eV was measured at 77 K for InAs QDs and the broad FWHM of the detected

peak was associated with the large inhomogeneous size distribution of QDs [124].

The 11% lattice mismatch of InAs with GaP, however, causes the formation of 90o

dislocations [126, 133] that can act as the non–radiative recombination centers for

optical purposes.

A suggested alternative to overcome the large lattice mismatch was InxGa1−xAs.

Consequently, several investigations were done on growth and characterization of

the InxGa1−xAs QDs on GaP. The lattice mismatch can be tuned with respect to

the In content in this material system and it changes between 3.7% and 11% for x

= 0 and x = 1, respectively [134, 135, 136, 138, 139, 140, 141, 142]. The results

indicate that depending on the nominal content of In, density of QDs varies between

a low amount of 1.5×1010 cm−2 [135] to the 1.6×1011 cm−2. The emission line
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of InxGa1−xAs QDs was reported to vary in the range of 1.76–2.0 eV depending

on the In content and the size of QDs[136, 138, 139, 140, 141, 142, 143]. The

incorporation of In atoms in the QDs, however, cannot be controlled precisely due

to the In segregation and, consequently, the exact content of incorporated In in the

QDs is less than the defined content [136, 142]. Stracke et. al demonstrated the

difficulties to grow the InxGa1−xAs QDs directly on GaP (001) substrate. In order

to grow the In0.25Ga0.75As QDs on GaP(001) substrates, 3 ML of GaAs is needed

as the interlayer between the GaP buffer and In0.25Ga0.75As QDs [138, 141].

Investigations on GaAs/GaP material system are mostly concentrated on the

QW or superlattice of thin GaAs layer [144, 145, 146, 147, 148]. According to

these studies, a type–I to type–II transition with decreasing the thickness of strained

GaAs QW is expected [144]. This transition is related to the decreasing of the

separation between electron states at Γ– and X–valley and rise of the mixing prob-

ability due to the confinement effect [145, 147]. There are several investigations on

the morphology and structural properties of GaAs QDs embedded in the GaP ma-

trix [149, 150, 151]. According to literature review done by author, however, there

are few studies on the optical characteristic of GaAs QDs grown on the GaP (001)

substrates[152, 153]. Shamirzaev et.al reported the formation of GaAs QDs with a

low density of 2×1010 cm−2 for 3 ML nominal coverage of GaAs. They reported

an emission line at 1.96 eV at 5 K and suggested a type–I system for the relaxed

GaAs QDs in GaP matrix, in which the minimum of the conduction band is located

at the L–valley [152, 153]. More investigations, however, can lead to constructing a

better explanation of the electronic and structural properties of the strained and par-

tially relaxed GaAs QDs that may be a potential candidate for the LED fabrication.

Fabrication of the LEDs based on the GaAs quantum structures in the GaP matrix

will be described in this chapter.

6.2 GaAs/GaP heterostructure

6.2.1 Electronic structure of GaAs in the GaP matrix
The 3.7% lattice mismatch of GaAs with GaP induces a comprehensive strain

to the GaAs layer grown on the GaP (001) substrates. This induced strain affects



Chapter 6. GaAs quantum structures in the GaP matrix 78

the band alignment of GaAs/Gap heterostructure. To calculate the band alignment

of the GaAs QDs with a large ratio of the diameter to the height, a GaAs QW with

the same thickness as the height of QDs may be applied as a good approximation.

Using this approximation and the solid–model theory [78], the band alignment of

the system can be calculated. Fig. 6.1 shows the calculated band alignment of a

3 nm thick GaAs QW embedded in the GaP matrix. Accordingly, the strain causes

the shift of the minimum of the conduction band of GaAs at Γ–valley to the higher

energies. The X–valley of GaAs splits also to Xxy and Xz due to the biaxial strain.

On the other hand, the valence band edge splits to two bands for hh and lh because

of the biaxial strain. Fig. 6.1 a, and b show the results of the calculations for a fully

relaxed, and a fully strained GaAs QW, respectively.

Figure 6.1: The band alignment of a 3 nm GaAs QW in the GaP matrix, (a) without

considering the strain effect, (b) with considering the effect of the strain. The black,

red, and blue lines represent the conduction band at Γ–, L–, and X–valley. The

solid blue, orange and brown lines denote the hh, lh, and so valence band. The

green dashed line in (b) is related to the Xxy component of GaAs X–valley.

The results indicate that for a fully relaxed system the GaAs/GaP heterostruc-

ture is a direct type–I system with the minimum of the conduction band and the

maximum of the valence band at the Γ–valley of GaAs. The conduction band of



Chapter 6. GaAs quantum structures in the GaP matrix 79

GaAs Γ–valley is 370 eV lower than the conduction band edge of GaP at X–valley.

In the case of the fully strained system, however, the conduction band edge of GaAs

at Γ–valley is very close (10 meV lower than) to the minimum of the conduction

band of GaP at X–valley. The component of the X–valley of GaAs in the growth

direction (Xz) is located at higher energy than the Γ–valley of strained GaAs while

the Xxy–valley of GaAs is the minimum of the conduction band [147]. Popescu

et. al declares that the electron states in the Γ–Valley of the strained GaAs are in

resonant with the GaP continuum. This, in turn, leads to the weakly coupled eΓ–eXz

states [154]. Therefore, an indirect type–II system is suggested for the fully strained

GaAs in the GaP matrix.

Strain, however, can be released via the formation of QDs. Therefore, it can be

suggested that the increase of the size of GaAs QDs might lead to the transformation

of the system from a fully strained system toward the partially relaxed and finally,

the fully relaxed system. The variation of the strain in addition to the quantum

confinement effect can change the electronic structure of the system from a type–II

and indirect transition to a type–I and direct transition of electron and holes. Fig. 6.2

shows the results of the calculated transition energy between the e– and hh–states

with respect to the strain for two different thicknesses (0.3 nm, and 3.0 nm) of

GaAs QW. The calculations were done using the 1 band–k.p approach and effective

mass approximation [79]. The red circles are related to the transition energy of the

eX –GaP and hhΓ–GaAs, while the blue triangles are associated with the transition

energy of (e–hh)Γ of GaAs. The results demonstrate that for a 0.3 nm GaAs QW,

in the range of the fully strained to the fully relaxed system, the transition energy

of eX and hhΓ occurs at lower energy than (e–hh)Γ–GaAs. Therefore, it can be

concluded that the expected radiative transition corresponds to the eX –hhΓ states.

The calculated results for a 3.0 nm GaAs QW, however, indicate that with reducing

the strain degree, system changes from a type–II indirect to a pure type–I direct.

The transition energy of eX –hhΓ is equal to the transition energy of (e–hh)Γ for the

50% relaxed system. The favorable radiative transition, therefore, can be related to

(e–hh)Γ states of GaAs QW for 50% relaxed system.

Consequently, the radiative band to band transition in GaAs/GaP system may
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Figure 6.2: The transition energy for a GaAs QW with thickness (a) of 0.3 nm,

and (b) 3.0 nm with respect to the strain. The red circles are related to the transition

between the electrons at X–valley of GaP and hh at Γ–valley of GaAs, while the blue

triangles show the transition between electron and hh at Γ–valley of GaAs. Strain

= 0% corresponds to the fully relaxed system and Strain = 100% demonstrates the

fully strained system.

transfer from a resonant eΓ−X –states with hhΓ–states transition [154] to a direct

type–I (e–hh)Γ transition with increasing the relaxation degree of QDs. The rise of

the relaxation degree, in turn, may occur via the formation of the larger QDs.

6.2.2 Growth and characterization of GaAs QDs on GaP (100)

substrate

To test the theoretical model, structures were grown using a Riber–32P GSMBE

system on 400 µm thick GaP (001) undoped substrates. The native oxide layer on

GaP substrate was removed by heating the substrate up to 610 oC and under a PH3

over pressure. The temperature was measured using a thermocouple located di-

rectly behind the GaP substrate held by its rim. Afterward, 0.5 µm GaP buffer layer

with the growth rate of 0.83 µm/h was grown at 520 oC under 2.7 sccm PH3 flux.

Then, the growth was interrupted while the substrate temperature was reduced to

450 oC. Afterward, the desired thickness of GaAs layer was grown under 2.5 sccm
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AsH3 and with the growth rate of 0.3 ML/s (about 0.31 µm/h). The resulting struc-

tures then were capped with 50 nm GaP that was grown at 520 oC, using a PH3

flux of 2.7 sccm and the growth rate of 0.83 µm/h (Fig. 6.3). To study the influ-

Figure 6.3: Scheme of grown structure. Each sample consists of 500 nm GaP un-

doped buffer layer and 50 nm GaP undoped cap layer and the desired thickness of

GaAs layer was grown between these layers.

ence of the nominal thickness of GaAs on both structural features, such as shape,

size, density, and optical properties of GaAs quantum structures, four samples with

different GaAs nominal thicknesses between 1.2 to 3.6 ML were grown. Samples

then were capped for optical measurements while equivalent growth processes were

performed to grow the uncapped GaAs layer for AFM measurements.

The RHEED technique was utilized to monitor the growth processes. Fig. 6.4

shows the RHEED pattern of (a) GaP layer before deposition of GaAs layer, and

(b) after growth of 3.6 ML GaAs. The results indicate the transition of RHEED

from a sharp line pattern for the GaP buffer layer reconstruction to the broken lines

reconstruction after the deposition of 3.6 ML of GaAs layer. Consequently, it can

suggest the formation of 3D islands of GaAs that can be driven due to the 3.7%

lattice mismatch of GaAs with GaP. The RHEED pattern, however, does not show

this transition for 1.2 ML deposited GaAs, while a pattern with the broken lines was

observed for the 1.8 ML grown GaAs layer. This can be related to the SK growth

mode. Therefore, the first ML of GaAs is grown on GaP substrate as a 2D fully

strained layer. For larger thickness than the critical thickness, the driven strain due

to the lattice mismatch is released via the formation of the 3D QDs of GaAs.

The AFM results are consistent with the RHEED patterns (Fig. 6.5).

Fig. 6.5a shows a flat surface after deposition of 1.2 ML GaAs while the for-

mation of small GaAs QDs is observed for the deposited GaAs with nominal thick-
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Figure 6.4: RHEED pattern (a) the streaky pattern of GaP buffer layer reconstruc-

tion before GaAs deposition, and (b) the broken lines reconstruction after deposition

of 3.6 ML of GaAs.

Figure 6.5: AFM results of GaAs layer with different nominal thicknesses grown

on GaP (001). (a) 1.2 ML, 3D islands are not formed, (b) 1.8 ML, 3D islands are

observed.

nesses larger than 1.2 ML. Fig. 6.5b illustrates the AFM scan for the sample with

GaAs nominal thickness of 1.8 ML. The scan size for both images is 0.5×0.5 µm.

It is noteworthy that the AFM measurements were carried out in IKZ with the assis-

tance of Dr. J. Schmidtbauer. The results show that the lateral size of QDs increases

with nominal thickness from averaged diameter of 18 nm in the case of 1.8 ML

GaAs to 35 nm for 3.6 ML samples. The same tendency is seen for the QDs height.

The averaged height is 0.9 nm for 1.8 ML while it rises to 2 nm for 3.6 ML sam-

ple(Fig. 6.6).
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Figure 6.6: Average height and diameter of QDs with respect to the nominal thick-

ness of GaAs. Both vertical and lateral size of QDs increases with nominal thick-

ness. The dash lines are for eye guide.

The AFM analyses demonstrate that for 2.7 ML and 3.6 ML GaAs samples

the lateral and vertical size distributions are multimodal. However, a Gaussian

size distribution fits better to 1.8 ML sample. Fig. 6.7 shows the size distri-

bution of QDs in both lateral and vertical directions. The density of the QDs is

7.0±0.2× 1010 cm−2 for 1.8 ML nominal thickness of GaAs. The density increases

to 7.6±0.2×1010 cm−2 for 2.7 ML, whereas it reduces to 6.0± 0.2×10 10 cm−2

with increasing the nominal thickness to 3.6 ML. The multimodal size distribution

of the QDs can be described using two distinct thresholds for the formations of

QDs. The first threshold can be related to the GaAs nominal thickness for the for-

mation of QDs while the second one may be associated with the nominal thickness

for the formation of QDs with equilibrium islands size [155]. The lower density of

the QDs for 3.6 ML compared to the 2.7 ML sample, therefore, might be due to the

formation of QDs with equilibrium islands size and 1.6 times larger lateral size. To

estimated the WL thickness using the AFM results, QDs were considered as a half

of an ellipsoid. Therefore, the volume of the QDs was assumed to be equal to the

half of the volume of an ellipsoid. Here, the lateral size of QDs was considered as

the diameter of ellipsoid and their height was assumed as the height of the ellip-

soid. The calculated WL thickness reduces from 0.4±0.05 nm for the 1.8 ML to

0.2±0.02 nm for the 3.6 ML nominal thickness of GaAs. The reduction of the WL
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Figure 6.7: (a) The vertical and (b) the lateral size distributions of GaAs QDs for

different samples with GaAs nominal thicknesses of 1.8, 2.7, and 3.6 ML.

thickness for 3.6 ML samples is associated with the formation of larger QDs.

Fig. 6.8 illustrates the cross section High–Angle Annular Dark–Field Scan-

ning Transmission Electron Microscopy (HAADF STEM) image of the sample with

1.8 ML GaAs nominal thickness. The measurements were done by Dr. A. Mogi-

latenko in TEM in the Physics institute of Humboldt University. The results of

HAADF STEM measurement are consistent with the AFM. Accordingly, the for-

mation of GaAs QDs on GaAs WL occurs for the 1.8 ML nominal thickness of

GaAs layer. Consequently, it can be concluded that the growth of QDs occurs in the

SK growth mode. A lens shape QD with the height of about 0.9±0.1 nm is observed

and the WL thickness is about 0.4±0.05 nm. The 2D GaAs WL and the small QDs

are fully strained.

The optical characterizations were carried out using CL and PL measurements
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Figure 6.8: (a) HAADF STEM image of the sample with 1.8 ML GaAs nominal

thickness. GaAs wetting layer and lens shape QDs are seen. (b) The line scan

profile of the image for three different points of P1, P2, and P3. The QDs have short

height of 9.0±0.1 nm.

and the collected results from both measurements confirm each other. The CL mea-

surements were done in Valladolid University in the group of Prof. J. Jimenez.

The measurements were carried out using a XiCLOne (Gatan UK) CL system

attached to an LEO 1530 (Carl–Zeiss) field–emission scanning electron micro-

scope(FESEM). The luminescence signal was detected with a Peltier–cooled charge–coupled

device camera (CCD) allowing the acquisition.

The advantage of CL compared to the other optical measurement is that the

different layers of the structure can be studied with respect to the applied accelera-

tion voltage. In fact, acceleration voltage determines the penetration length of the

electron beam and, therefore, depth of excitation (more discussions in 3.2.1). The

Monte Carlo Simulation of electron trajectory in solids (CASINO) of a heterostruc-

ture composed of a 500 nm GaP buffer layer, a thin GaAs layer (2 nm), and 50 nm
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GaP cap layer, indicates that 75 to 90% of collected CL spectrum corresponds to

the thin GaAs layer when the excitation energy is in the range of 5–10 keV [56].

Fig. 6.9 shows the map of energy distribution calculated using CASINO with re-

spect to the excitation depth and lateral distribution [56]. Here, it was assumed that

the defined heterostructure is excited using a 5 keV excitation energy. The results

indicate that 90% of collected information is associated with the GaAs and GaP cap

layer. The CL results of the sample with 2.7 ML GaAs is shown in Fig. 6.10. The

Figure 6.9: Results of casino simulation for a heterostructure composed of GaP

substrate, 500 nm GaP buffer layer, 2 nm GaAs QW, and 50 GaP cap layer that

is excited using a 5 keV excitation energy. Results indicate that 90% of collected

information is related to the GaAs and GaP cap layer.

measurements were carried out at 80 K and under different excitation energy in the

range of 1–20 keV. The results of the simulations demonstrate that the penetration

depth of the electron beam of 1 keV is almost 20 nm and consequently the spectrum

must be related to the GaP cap layer.

The CL results do not show any radiative transition peak when the sample is

excited using an electron beam of 1 keV. This can be related to the surface states,
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Figure 6.10: CL results of the sample with 2.7 ML GaAs nominal thickness. Mea-

surements were carried out at 80 K and under different electron beam energies in

the range of 1–20 keV.

which act as the non–radiative recombination centers. A broad spectrum is ob-

served under 5 keV and 10 keV excitation energies. This broad spectrum contains

two emission lines that can be fitted using two Gaussian, peak–A and peak–B. Ac-

cording to the simulation results, 75–90% of the detected spectrum under 5–10 keV

electron beam energy is related to the GaAs layer. Therefore, it can be suggested

that the origin of peak–A and –B is the radiative recombination in the GaAs QDs.

The results of the simulations demonstrate that the penetration length of the electron

beam is longer than 500 nm for the acceleration energy in the range of 15–20 keV.

Therefore, the GaP substrate can be excited and the third peak (peak–C) at about

2.10 eV may be related to the radiative recombination in the shallow defects in the

GaP substrate [2]. In this thesis, the results of the CL measurements carried out

under 5 keV excitation energy were utilized for discussions.

Fig. 6.11 shows the CL results of radiative transitions of four samples with

different nominal thickness at 80 K. The CL spectrum of a GaP epitaxial layer is

shown for comparison. The spectra were fitted using the Gaussian peaks. The cor-

responding fitted peaks are also shown in Fig. 6.11. The corresponding spectrum
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Figure 6.11: CL results of four samples with different nominal thickness in the

range of 1.2–3.6 ML. CL spectrum of GaP buffer layer is shown for comparison.

One sharp peak is observed for 1.2 ML GaAs, while two peaks (–A and –B) are

observed for the other 3 samples. The spectra were fitted using the Gaussian peaks.

Blue curve shows peak–A while green curve corresponds to peak–B.

of the GaP epitaxial layer does not demonstrate any emission line between 1.6 eV

to 2.2 eV. The CL results of the 1.2 ML GaAs sample, however, indicates a single

emission line at 2.07 eV. The AFM results show a flat structure for 1.2 ML GaAs

sample and, therefore, the radiative transition of this sample may be attributed to the

thin GaAs QW. For the samples with nominal thicknesses above 1.2 ML and con-

taining QDs, CL spectra demonstrate the broad spectra. These broad spectra were

fitted by two Gaussian peaks that are denoted as peak–A and peak–B (Tab. 6.1).

The emission lines show an overall redshift with increasing the nominal thickness.
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The first emission peak at higher energies (peak–A) shifts from 2.06 eV (1.8 ML

sample) to 1.88 eV (3.6 ML sample) and the peak–B shifts from 1.93 eV (1.8 ML

sample) to 1.78 eV (3.6 ML sample). This overall redshift is associated with the

formation of larger quantum structures with increasing the nominal thickness that

is confirmed by the AFM results.

Table 6.1: The energy position of peak–A and –B for four samples with different

GaAs nominal thickness in the range of 1.2–3.6 ML.

nominal coverage (ML) Peak–A (eV) Peak–B (eV)

1.2 2.07 —-

1.8 2.06 1.92

2.7 1.94 1.84

3.6 1.89 1.78

Temperature dependent measurements were carried out using a PL setup equipped

with a He–Cd laser with excitation energy of 3.81 eV (λ = 325 nm). Samples were

mounted inside a cryostat and measurements were done in the range of 10–300 K.

Dr. P. Corfdir in Paul Drude Institute assisted me for doing the measurements. Fig.

6.12a shows the results for the sample with 3.6 ML GaAs. The thermal quenching

of the PL and the shift of the spectra with increasing the temperature are observed.

Both peak–A and peak–B shift toward lower energy (redshift) with increasing the

temperature (Fig.6.12b). The redshift of both peaks corresponds with the shift of

the bandgap energy of III–V semiconductors with temperature [65]. The total in-

tensity of radiative recombination reduces with increasing the temperature that is

related to the increase of the probability of non–radiative recombination, such as

Auger recombination, at higher temperatures.

Temperature dependent CL measurements confirm the redshift and thermal quench-

ing of the luminescence with increasing the temperature. The results indicate that

the radiative recombination vanishes at temperature higher than 150 K for the sam-

ples with nominal GaAs thicknesses of 1.2 ML and 1.8 ML. The samples with the

nominal thicknesses above 1.8 ML emit light at 300 K. Fig. 6.13 shows the up to

room temperature CL spectra of the 2.7 ML and 3.6 ML samples.
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Figure 6.12: Temperature dependent PL measurements of 3.6 ML GaAs. (a) The

Intensity reduction and the overall redshift is observed with increasing the temper-

ature, (b) the redshift of both peak–A (red circles) and peak–B (blue squares) with

increasing the temperature. The shift of the bandgap energy of bulk GaAs (green

line) and GaP (black line) is illustrated for comparison.

The total intensity quenching of the radiative recombination with respect to the

temperature are shown in Fig. 6.14a for three different samples. Apparently, the

thermal quenching rate of the luminescence is less for the thicker GaAs coverage.

For instance, the light output of 2.7 ML sample decreases about 30 times and for

3.6 ML sample, the output reduction is about 15 times. Consequently, it can suggest

that due to the increase of the relaxation degree for the larger GaAs QDs, which

causes the downward shift of the conduction band edge of GaAs at Γ–valley, the

charge carriers confinement, particularly for electron, is enhanced.

The activation energies of the charge carriers can be determined using the Ar-

rhenius plot [156, 157]. The variation of integrated intensity with increasing the

temperature can be fitted using the following equation:

I
I0

=
1

(1+
n
∑
i

ciexp(
−Ei×11604

T
))

(6.1)

Here, I denotes the integrated intensity of corresponding peak (peak–A or peak–B)

at the different temperatures. I0 is the integrated intensity of peak–A (or peak–B)
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Figure 6.13: Temperature dependent CL spectra in the range of 80 - 300 K for (a)

2.7 ML sample, and (b) 3.6 ML sample.

Figure 6.14: (a)The total quenching of the luminescence with increasing the tem-

perature. empty circles (red), empty triangles (blue), and stars (green) denote the

total integrated intensity with respect to the temperature for 1.8 ML, 2.7 ML, and

3.6 ML samples respectively. (b) Arrhenius plot of the integrated intensity of the

3.6 ML samples. Lines show the fitted curve.

at 10 K and T represents the temperature in K. Ei denotes the activation energy of

the corresponding peak, while ci is a constant, which denotes the carriers escape

efficiency of the QDs, and n defines the level. Fig. 6.14b shows the integrated
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intensity variation with respect to the temperature for 3.6 ML sample. The lines

show the fitted curve using 6.1. The results for Ei and ci are summarized in Tab.

6.2. The activation energy increases with increasing the nominal thickness of GaAs.

The downward shift of the conduction band edge of GaAs atΓ–valley with increas-

ing the relaxation degree due to the formation of larger QDs may lead to the larger

activation energy for electrons to escape from GaAs QDs.

Table 6.2: The obtained activation energies, E1 and E2, and the corresponding ci

constant using the Arrhenius plot [156, 157].

Nominal thickness (ML)
Peak–A Peak–B

E1 (meV) E2 (meV) E1 (meV) E2 (meV)

2.7 6 — 6 83

3.6 7 141 27 182

Nominal thickness (ML)
Peak–A Peak–B

c1 c2 c1 c2

2.7 52.4 — 1.9 696.3

3.6 1.0 4.0 × 103 20.7 7.5 × 104

The integrated intensity of the peak–A of the 2.7 ML GaAs sample was fitted

only with one activation energy. The obtained low activation energy means the fast

thermal quenching of this peak. For peak–B, however, the intensity quenching is

well fitted by two activation energies. The first activation energy is weak with a

small escape efficiency (c1). Therefore, the small intensity reduction at tempera-

tures lower than 120 K can be associated with the weak escape efficiency (c1). The

second activation energy is strong with a large escape efficiency and, therefore, it

has a significant influence on the thermal quenching of the output intensity. A sim-

ilar tendency has been seen for the activation energies of the peak–A and peak–B

of the 3.6 ML sample. The larger activation energies for both peaks compared to

the 2.7 ML sample can be associated with the slower rate of thermal escape of the

carriers in the 3.6 ML sample. This corroborates the CL results of the variation

of the integrated intensity with temperature, which shows 2 times less quenching



Chapter 6. GaAs quantum structures in the GaP matrix 93

rate for the 3.6 ML sample than 2.7 ML sample. According to our calculations, the

height of the barrier for the ground sate of hh (first energy level of hh - band edge

of the GaP valence band) is about 2.2 times larger than the experimental activation

energy (E2). The calculated barrier height of the ground sate of hh is about 400 meV

for a relaxed QW with thickness in the range of 2–3 nm. Therefore, it can be sug-

gested that the experimental activation energy is related to the required energy for

the thermal escape of electrons from the Γ–valley of the relaxed GaAs QDs.

The excitation density dependent PL measurements were carried out in the

group of Prof. J. Jimenez. The measurements were done at 80 K using an exci-

tation energy of 3.81 eV (λ = 325 nm) (Fig. 6.15).

The peak position of 1.8 ML GaAs sample shifts linearly toward higher energy

range with increasing the excitation density with power of 1/3 from 0.149 (Wcm−2)1/3

to 1.8 (Wcm−2)1/3 (Fig. 6.15b). The linear blueshift with increasing the excitation

density is a well–known behavior for a type–II heterostructure [158, 159]. The sig-

nificant shift of 40 meV toward higher energy with increasing the excitation density,

therefore, may be related to an indirect type–II system. For the nominal thicknesses

above 1.8 ML GaAs the position of the transition line at higher energy, peak–A,

illustrates a linear blueshift with increasing the excitation density. The blueshift

is about 20 meV for 2.7 ML sample and it is about 40 meV for the 3.6 ML sam-

ple. The peak position linearly shifts with excitation density to the power of 1/3

up to 1.8 (Wcm−2)1/3. The position of peak–B, on the other hand, does not vary

significantly for different excitation density (Fig. 6.15 c and b). The shift toward

higher energy is about 6 meV for both 2.7 ML and 3.6 ML samples. The small

blueshift with increasing the excitation density might be due to the occupation of

higher energy states in smaller QDs [158]. Therefore, it may be suggested that the

GaAs/GaP heterostructure transforms from a type–II and indirect transition in the

case of 1.8 ML sample to a mixed direct type–I and indirect type–II system with

increasing the size of GaAs QDs for larger nominal thickness (2.7 ML and 3.6 ML)

of GaAs layer.

The dynamics of relaxation and recombination of charge carriers were stud-

ied using the time–resolved photoluminescence spectroscopy in collaboration with
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Figure 6.15: Results of excitation density dependent PL. (a), and(c) show spectra

for 1.8, and 3.6 ML samples, respectively. (b), and (d) present the variation of the

peak positions with respect to the excitation density to the power of 1/3. The blue

circles represent the position of peak–A and peak–B position is shown by the red

squares. The dash lines are for eye guide.

the Max–Born Institute in Berlin with assistance of Dr. J. Tomm. The measure-

ments were carried out in a He–cryostat using a pulse laser with the repetition

rate of 80 MHz and excitation wavelength of 388 nm and excitation density of

120 (Wcm−2) in the range of 5–300 K. Fig. 6.16a presents the PL intensity decay

of 3.6 ML sample at 75 K for two emission peaks–A and –B. The transients were

fitted by a simple exponential decay with a single time constant. Fig.6.16b summa-
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rizes the decay time for three different samples with respect to the emission energy.

For each sample, the higher–emission energy, the slower the decay time. With in-

creasing the nominal thickness of GaAs from 1.8 ML to 3.6 ML the decay time for

the peak–A reduces from 8.5 ns to 6.0 ns. The decay time of peak–B changes from

5.0 ns for 2.7 ML sample to 2.4 ns for 3.6 ML sample. A model of interdot carri-

Figure 6.16: (a) Time–resolved PL spectra of the 3.6 ML sample for two emission

peak maxima A (blue circles) and B (red squares) at 75 K with their corresponding

fits (black lines). The decay time of peak A is 5.5 ns and for peak B 2.4 ns. (b) PL

Decay times of 1.8, 2,7, and 3.6 ML samples for different emission energy at 75 K.

ers transfer is utilized for the dense array of QDs (density higher than 1010 cm−2)

[160, 161, 162, 155, 163]. The carrier relaxation, therefore, in this model can occur

via (1) the radiative recombination in the QDs levels and/or (2) carrier in the energy

level of ground states of small QDs relax to the energy levels of the larger QDs.

Based on these assumptions, the carrier relaxation rate from an energy level in a

QD is proportional to the number of unoccupied states in the adjacent QDs and can

be written as [160]:
dni

dt
=− ni

τi
0
−∑

j<i

niDi

τ
i j
t

+∑
i< j

n jD j

τ
i j
t

(6.2)

Here, τi
0 is the total recombination lifetime in the ith ground state, τ

i j
t is the interdot
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carrier transfer time between Ei and E j states, D j is the density of the final E j states.

In this model, the saturation condition is needed to be considered to have a realis-

tic description for the charge carrier relaxation mechanisms. The saturation limit

occurs when the number of nonequilibrium carriers in ni is equal to the available

QDs ground states of N j in the jth dots distribution. Equation 6.2, therefore, must

be modify with considering the saturation limit [160].

dni

dt
=− ni

τi
0
−∑

j<i

ni(N j−n j)Di

τ
i j
t

+∑
i< j

n j(Ni−ni)D j

τ
i j
t

(6.3)

The filling parameter is defined as:

δ =
Ni−ni

Ni
(6.4)

Tow different limits can be assumed:

• Weak saturation limit, in which:

Ni� ni⇒ δ→ 1 (6.5)

• Strong saturation limit, where:

Ni = ni⇒ δ = 0 (6.6)

The weak saturation limit can happen for low excitation density, where the transfer

of the charge carriers from small QDs to the large QDs is expected and, conse-

quently, a delay for the buildup population in the large QDs is anticipated which

can be observed as a longer rise time for the lower energy emissions. On the other

hand, a strong saturation is expected for a high excitation density and in this case,

the interdot transition cannot occur because the states are all occupied in large QDs.

Consequently, the longer rise time is not expected.

According to the AFM results, the density of QDs of the studied samples in

this work is higher than 1010 cm−2 and, therefore, a dense array of QDs with a

multimodal and broad size distribution can be assumed. Therefore, the previous

model may be applied to our system. Fig. 6.17a presents the PL intensity rise with

respect to the time for the 3.6 ML sample at 75 K. The transient can be fitted by an
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exponential function with a single time constant. The rise time was measured about

45±10 ps. The measured rise time does not change with respect to the energy (Fig.

6.17b). Therefore, the expected variation of the rise time for different energies, due

to the delay for the buildup population in the large QDs, does not occur for this

system. In fact, the TR–PL measurements in our case were carried out under the

Figure 6.17: (a) PL intensity rise spectra of the 3.6 ML sample at 75 K. The red line

curve is the exponentially fitted curve. The rise time of 42 ps was measured. (b)

The rise time with respect to energy for 3.6 ML sample.

maximum excitation density. Hence, the results of our TR–PL measurements can

be related to the strong saturation limit. Indeed, for a weak saturation limit, the

second channel for the relaxation of the charge carriers (interdot transfer) leads to

the faster relaxation of charge carriers and, therefore, a shorter decay time for higher

PL energy is expected. Based on the measured rise time with respect to the energy

(Fig. 6.17b), it is suggested that our system is far from the weak saturation limit

(δ→ 0). Therefore, the second and third terms in equation 6.3 are negligible and

interdot transfer cannot occur from the energy states of the small to the states of the

large QDs. Consequently, the charge carriers density in ith dots distribution varies

exponentially with the time and the measured decay time for GaAs QDs system is

related to the recombination in the energy levels of ith dots distribution. The TR–PL

results demonstrate the decrease of the decay time with increasing the energy (Fig.
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6.16b), thus, the larger the QDs, the shorter the decay time. This offers the stronger

overlap between the electron and hole wavefunctions in the larger QDs which can

be attributed to the expected direct type–I transition in the large QDs.

According to the temperature dependent measurements, the intensity of output

light decreases with increasing the temperature. This may be related to the higher

rate of the non–radiative recombination at higher temperatures due to the thermal

escaping of the charge carriers. The results of the temperature dependent TR–PL

measurements indicate the reduction of decay time with increasing the temperature.

Fig. 6.18 shows the results of the decay time with respect to the temperature for

the sample with GaAs nominal thickness of 3.6 ML. The corresponding decay time

of peak–A reduces from 6.5 ns to 3.0 ns. For peak–B the decay time decreases

from 3.0 ns to about 900 ps. A similar tendency has been seen for 1.8 ML and

2.7 ML samples. Therefore, the shorter decay time at higher temperatures may be

associated with the significant rise of the non–radiative recombination rate and the

fast mechanism of the non–radiative recombination can result to the reduction of

the decay time [164].

To interpret the experimental results the following model is suggested [165].

The structural investigations, AFM and TEM, demonstrate that the QW (1.2 ML

sample and WL) and the small QDs (less than 1 nm height) are fully strained.

Therefore, the conduction band minimum of GaAs shifts 356 meV upward due to

the strain. Consequently, the electrons at the Γ–valley of GaAs are located signifi-

cantly higher than the electrons of X–valley in the GaP. The heavy holes, however,

are fully confined in the valence band of GaAs. In this situation, the expected op-

tical transition is indirect and occurs between the electrons localized at the X–state

of GaP and the hh in Γ–valley of GaAs.

The growth of the thicker GaAs layer leads to the formation of larger QDs.

This, in turn, may cause the reduction of the strain degree that refers to the par-

tial relaxation of GaAs QDs. Depending on the relaxation degree, the state of the

Γ–like electrons in GaAs shifts to the lower energy. On the other hand, due to the

confinement effect, the energy states of QDs are pushed done for the larger QDs.

The downward shift of the energy states of Γ–like electrons due to the relaxation
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Figure 6.18: Decay time with respect to the temperature for the 3.6 ML GaAs sam-

ple. Blue circles correspond to the decay time of the peak–A and red squares repre-

sent the decay time of the peak–B.

together with the confinement effect lead to the localization of Γ state in GaAs

at lower energy compared to the X–valley in the GaP matrix. Consequently, this

represents the direct electron–hole transition in both k and real space. Fig.6.19a

shows schematically the band alignment of the two extreme situations of a fully

strained (type–II and indirect) and a fully relaxed (type– I and relaxed) GaAs/GaP

heterostructure. The two arrows denote the expected e–hh transition for both cases.

From the AFM analysis, It is known that for nominal thickness above 1.8 ML a

multimodal size distribution fits better to the investigated QDs. Therefore, QDs can

be divided depending on their height into the small, intermediate, and large QDs.

An equivalent arrangement may be applied to the lateral size distribution. The small

QDs are strained with an indirect e–hh transition, whereas the large QDs are relaxed

with a direct e–hh transition. The electrons localized in the QDs with intermediate

size are expected to have a mixed Γ−X nature [154]. It is assumed that all of the

QDs contribute to the optical emission and they are the origin of peak–A and –B in

Fig. 6.11 for the nominal thickness above 1.8 ML. The peak–A is due to the smaller

QDs and the B due to the larger QDs.
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Figure 6.19: (a) Scheme of band alignment for a fully strained (type–II and indirect)

and a fully relaxed (type –I and relaxed) GaAs/GaP heterostructure. The two arrows

present the favorable e–hh transition. (b) The calculated energetically lowest e–hh

transition for fully strained, 75% strained, and fully relaxed QDs as a function of the

height. The symbols show the luminescence peak positions of four samples. The

height for every peak position was taken from AFM analysis and gives the average

height of small and large dots for the QDs samples, and the thickness of the QW in

1.2 ML sample.

The experimental behavior of the luminescence intensity for the samples with

different GaAs thickness and the ratio between peak–A and –B support the model.

The increasing of the total integrated intensity may be connected to a transition

from a fully strained indirect type–II QDs system (1.8 ML sample) to a relaxed

system with direct type–I QDs (3.6 ML sample). The large QDs for 2.7 ML and

3.6 ML samples are suggested to be relaxed and, therefore, have higher intensity

due to the stronger overlap between electrons and holes wavefunctions in the type–I
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band alignment. The fact that both 2.7 ML and 3.6 ML samples emit light up to

room temperature and their faster decay time for peak–B can be attributed to the

direct and type–I character of large QDs in those samples. Peak–A for the small

QDs with a slower decay time and faster thermal quenching behave like a type–II

system. The larger QDs have light emission at lower energy mainly due to the

confinement effect. The connection between the increasing of size and the red shift

in emission energy with the corresponding band alignment explain the decay time

behavior presented in Fig. 6.16 b. The probability to have a mixed direct and

indirect transition, and finally a direct and type–I QD increases with increasing the

size of the QDs. The faster decay time of the larger dots can be explained by the

stronger overlap between the electron–hole wavefunctions in a system with a direct

type–I nature. The fastest measured decay time of about 2 ns is still higher than the

reported values for the pure type–I systems, but it may be attributed to the mixed

direct–indirect nature of the optical transitions.

The excitation density PL measurements in the range of 0.001 to 10 W/cm2

verifies this picture and shows a remarkable 40 meV blueshift for peak A and a

slight blueshift of about 6 meV for peak B for 3.6 ML sample (Fig. 6.15). The

strong blueshift has already been reported for several type–II QDs [158, 159].

Generally, at the interface of two semiconductors, with their conduction band

minima at two different valleys, the formation of localized interface states are ex-

pected. Particularly for a common anion heterointerface, these states may have

mixed Γ–X character that participate to the optical transition [154]. However, in

the case of GaAs/GaP with a common cation heterointerface, it was predicted by

atomic empirical pseudopotential calculations that the interface states are not local-

ized in the gap and are not optically active [154]. The appearance of peak–A and –B

in luminescence spectra shows that both kinds of transition occur simultaneously in

a mixed ensemble of type–I and type–II QDs.

In order to corroborate our model, the energy states of GaAs/GaP QWs and QDs

were calculated for different relaxation degree [79]. The QDs were modeled as QW

with a thickness same as the height of the QDs because the height of the QDs is at

least one order of magnitude smaller than their lateral size. According to the cal-
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culation, only for QDs with the height larger than 2 nm and fully relaxed, a direct

e–hh transition in GaAs QDs is favorable. Fig. 6.19b shows the calculated energeti-

cally lowest and favorable e–hh transition for fully strained, 75% strained, and fully

relaxed QDs as a function of the height. The symbols show the peak positions of

samples with the nominal thickness of GaAs between 1.2 ML to 3.6 ML. The cor-

responding height for every peak position was taken from AFM analysis and gives

the average height of small and large QDs in every sample. The luminescence peak

positions fit well to the calculated results.

These results support our model for a transition from optically low–efficient in-

direct type–II strained QW and QDs to optically efficient direct type–I relaxed QDs

while the size of dots increases. The strain relaxation in the GaAs/GaP QDs occurs

via the formation of edge dislocations, which do not act as the non–radiative center

and hence, allows the realization of e–hh transition [152, 166]. Similar characteris-

tics have been also reported for the QDs based on the direct InGaAs embedded in

the indirect GaP matrix [167].

Several Stranski–Krastanow QDs systems such as (In,Ga)As/GaAs and InAs/InP

show luminescence spectra with two peaks, which are attributed to the QDs and to

the wetting layer. However, the emission energy of the GaAs/GaP QDs is very low

for the strained wetting layer with an estimated thickness of 0.4±0.05 nm. There-

fore, it is suggested that the origin of the light emission is the carrier recombination

in the QDs. Only for 1.8 ML sample, the origin of peak–A might be the fully

strained wetting layer.

6.2.3 Influence of growth temperature on GaAs QDs

Several samples were grown to investigate the influence of the growth temper-

ature (TG) on the characteristic features of GaAs QDs. To grow the samples, after

oxide desorption of the 400 µm un–doped GaP (001) substrates, 500 nm GaP un-

doped buffer layer was grown at 520oC under 2.7 sccm PH3. Afterward, growth was

interrupted under the PH3 flux to achieve the desired TG in the range of 450–530 oC.

Then, a 2.7 ML thick GaAs layer was grown under 2.5 sccm AsH3 flux. After the

growth of GaAs layer, growth was interrupted using 2.5 sccm AsH3 to achieve
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520 oC as TG and finally the 50 nm GaP cap layer was grown. Fig. 6.20 shows

the morphology of the GaAs quantum structures measured using AFM (measure-

ments were carried out in IKZ). The results indicate that the morphology of the QDs

changes with increasing TG. The formation of almost round shape GaAs QDs is ob-

served when TG is 450 oC while the morphology of QDs changes to the elongated

QDs (QD dashes) for TG = 500 oC. With increasing TG up to 530 oC, elongated

QDs with larger average length are formed. Tab. 6.3 summarizes the results of

AFM measurements analysis. The average height of QDs increases from 1.4 nm in

the case of TG = 450 oC to 2.9 nm for TG = 530 oC. The results indicate also that

the width of QDs in the [110] direction does not vary significantly and it is about

20±1 nm for different growth temperatures. The average length of QDs along the

[110] direction, on the other hand, elongates for the higher TG than 450 oC. The

average length is 20 nm for the grown sample at 450 oC, while it rises up to 58 nm

for the grown sample at 530 oC. The density of QDs reduces with increasing the

temperature from 7.6×1010 cm−2 to 3.6×1010 cm−2 for 450 oC and 530oC, re-

spectively. The estimated thickness of WL using the AFM results demonstrates a

thinner WL with increasing TG. The WL thickness varies between 0.4±0.05 nm

to 0.1±0.05 nm for 450 oC, and 530 oC, respectively. The reduction of the WL

thickness and density with increasing the growth temperature can be related to the

formation of the larger elongated QDs for the equivalent nominal thickness of GaAs

(2.7 ML).

Table 6.3: Results of the AFM measurements analysis. The growth conditions were

same for all samples except the applied TG for the growth of the 2.7 ML GaAs layer.

TG (oC)
Height

(nm)

Width

[110] (nm)

Length

[110] (nm)

density ×

1010 (cm−2)

WL

(nm)

450 1.4 20 20 7.6 0.4

500 1.8 21.1 48 4.8 0.21

530 2.9 21.1 58 3.6 0.15

Fig. 6.21 shows the size distribution of the height, width, and length of the

GaAs QDs that were grown at TG in the range of 500–530 oC. Accordingly, a
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Figure 6.20: Results of AFM measurements of grown samples at different TG with

the identical nominal thickness of 2.7 ML GaAs, (a) TG = 450 oC, (b) TG = 500 oC,

and (c) TG = 530 oC. The elongation direction is shown for the grown samples at

TG = 500, and 530 oC.

multimodal size distribution corresponds better than a Gaussian distribution for the

height, width, and length [155].

The shape transition of QDs can be explained using a model for the long rect-

angular islands. In this model, an island is considered with height (h), width (w),

length (l), and facet angle (θ). It is also assumed that the relaxation of islands oc-

curs along the growth direction (z) [168, 151]. Fig. 6.22 shows the scheme of the

considered island. The island energy, therefore, can be written as [168]:

E = Esur f ace−inter f ace +Erelax (6.7)

Here, Esur f ace−inter f ace defines the surface and interface energy, while Erelax denotes

the variation of energy due to the elastic relaxation. The surface energy can be

written as a function of tension. If γi defines the island–substrate interface tension
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Figure 6.21: The size distribution of the height, width, and length of the GaAs QDs

grown at different TG.

Figure 6.22: Scheme of an elongated QD along the [110] direction. The height,

width, length, and the facet angle are denoted with h, w, l, and θ, respectively.

and, γl , γw, and γh denote the length, width, and height tension of the island per unit

area, then, Esur f ace−inter f ace can be written as [168]:

Esur f ace−inter f ace = wl(γi + γl− γw)+2(w+ l)[hγhcscθ−hcotθ(γl + γw− γi)/2]

(6.8)

Since the growth is done in the SK mode, the GaAs WL is considered as the proper

reference instead of the substrate. Consequently, γi may considered equal to zero.

Equation 6.8, therefore, reduces to [168]:

Esur f ace−inter f ace = wl(γl− γw)+2(w+ l)[hγhcscθ−hcotθ(γl + γw)/2] (6.9)

γl and γw are considered equivalent in the rectangular island model, however, I

suggest that the difference between γl and γw may be the reason for the formation of

elongated QDs. The increase of the growth temperature may cause the reduction of
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tension along [110], γl (dimmer axis of group–V–terminated elements), compared

to [110], γw, for Ga ad–atoms. This leads to the higher mobility and the increase of

the diffusion length of Ga ad–atoms along the [110] direction [116] with increasing

the growth temperature. The different diffusion lengths for ad–atoms along these

two directions can cause a preferred direction for ad–atoms and, therefore, it can be

suggested as the origin of the elongation of the GaAs QDs in this direction.

The optical properties of the samples were investigated using a PL system in

Paul Drude Institute in Berlin with the assistance of Dr. P. Corfdir. The mea-

surements were carried out using an excitation wavelength of 325 nm and in a

He–cryostat in the range of 10–300 K. Fig. 6.23 shows the PL spectrum of the

samples at 10 K.

The results indicate the optical transitions in the range of 2.1 eV to 1.75 eV.

Each sample has a broad spectrum at 10 K that can be related to the broad size

distribution of the QDs and elongated QDs (Fig.6.21). The elongated QDs may

be divided into two classes of the small and large elongated QDs and, therefore,

the broad spectrum can be fitted using two Gaussian peaks. The peak–A at higher

energy is related to the small QDs and located at 1.98, 1.89, and 1.86 eV for TG

equal to 450, 500, and 530 oC, respectively. The peak at lower energy, peak–B, is

associated to the large QDs and located at 1.89 eV for TG = 450 oC, 1.81 eV for TG

= 500 oC, and 1.78 eV TG = 530 oC (Tab. 6.4). The redshift of spectra is observed

with increasing the TG. This redshift is related to the quantum confinement effect

and the formation of larger QDs at higher TG that is confirmed by the AFM results

[169]. The luminescence intensity is similar for the different growth temperatures.

Temperature–dependent measurements of the samples including the elongated

QDs demonstrate the redshift of the peak positions, peak–A and peak–B (Fig.

6.24a). This redshift is consistent with the shift of Eg of GaAs and GaP toward

the lower energy based on the Varshni model [65]. The thermal quenching of the

luminescence is observed for both peaks (Fig. 6.24b). The activation energies for

peak–A and peak–B was determined using the integrated intensity with respect to

the temperature and equation 6.1. The obtained value for E1, and E2 of Peak–A

and peak–B for the samples grown at different TG are summarized in Tab.6.5. The
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Figure 6.23: PL results of the samples with the identical nominal thickness of

2.7 ML GaAs that was grown at TG in the range of 450–530 oC. PL measure-

ments were carried out in a He–cryostat at 10 K using an excitation wavelength

of 325 nm. The spectrum of each sample was fitted by two Gaussian peaks. The

position of peak–A and peak–B is shown by the arrows.

Table 6.4: The peak position of the optical transition of three different samples at

10 K. The spectrum of each sample were fitted by two Gaussian peaks. The samples

have identical nominal thickness of 2.7 ML but they were grown at three different

TG.

TG (oC) Peak–A (eV) Peak–B (eV)

450 1.98 1.89

500 1.89 1.81

530 1.86 1.78

first activation energy of both peaks of the samples including the elongated QDs

are small with a weak c1. The small c1 refers to the low efficiency of the carrier

thermal escape. Therefore, it leads to the slow thermal quenching of the output lu-

minescence at temperatures below 120 K. The strong E2 has a large influence in the

thermal quenching of the intensity due to the large c2. The results indicate, however,

that both E1, and E2 are larger for the grown samples at higher TG. The largest acti-

vation energy of about 234 meV belong to the sample grown at 530 oC. The increase
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Figure 6.24: (a) Temperature dependence measurements of the grown sample at

530 oC, (b) The Arrhenius plot of the intensity of both peaks versus temperature.

The lines are the fitted curves.

of the activation energy leads to the lower rate of the thermal quenching. This, in

turn, may be attributed to the enhancement of the charge carrier confinement for the

grown sample at higher temperatures. From AFM results, it is known that the height

and length of the QDs rise with increasing TG. The sample grown at 530 oC has the

largest average height of 2.9 nm and the average length of 58 nm. The increase of

the size of the GaAs QDs leads to the increase of the relaxation degree. This can

cause the downward shift of the conduction band edge of GaAs QDs at Γ–valley.

Therefore, a type–I direct transition is expected for the large size elongated QDs

and the increase of the activation energy can be related to the stronger confinement

of electrons in a type–I system. This is confirmed by the calculations for the QW

of GaAs with the thickness of 3 nm (Fig. 6.2b). Therefore, the two activation en-

ergies, E1 and E2, may be related to the activation energy for the thermal escape of

electrons.

The excitation density dependent PL measurements were carried out at 10 K

using the excitation density in the range of 1.3 Wcm−2 to 130 Wcm−2 (measure-

ments were done in PDI with the assistance of Dr. P. Corfdir). Fig. 6.25a shows

the PL spectra measured ate the different power density for the sample grown at

530 oC. The positions of peak–A and peak–B are shown with the arrows. The
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Table 6.5: The obtained activation energies, E1, and E2, using the Arrhenius equa-

tion with respect to the intensity reduction of peak–A and peak–B of each sample

with increasing the temperature [156, 157]. The corresponding escape efficiency,

c1, and c2, are shown. The GaAs layer has identical nominal thickness of 2.7 ML

but it was grown at different TG in the range of 450–530 oC.

TG (oC)
Peak–A Peak–B

E1 (meV) E2 (meV) E1 (meV) E2 (meV)

450 6 — 6 83

500 10 125 16 131

530 30 251 38 253

TG (oC)
Peak–A Peak–B

c1 c2 c1 c2

450 52.4 — 1.9 696.3

500 6.6 1.9 × 104 19.5 1.3 × 104

530 43.7 1.1 × 107 38.2 1.4 × 107

shape of the PL spectrum does not change with increasing the excitation density.

The peak positions, however, shift toward higher energy at higher excitation den-

sity (Fig. 6.25b). The small blueshift of about 8 meV of the both peak–A and

peak–B is close to the 6 meV blueshift of the peak–B for the 3.6 ML sample grown

at 450 oC. Consequently, the formation of the larger QDs leads to the smaller blue

shift with increasing the excitation density. The significant blueshift in type–II QW

is a well–known behavior that is attributed to the formation of a triangular potential

at the interface of the conduction band (in or case conduction band). It was also

shown that in the QDs system, the blue shift can be related to the occupation of the

higher energy states for instance in small QDs [158]. The shifts toward higher en-

ergy with increasing the excitation density in our system including QDs with large

size distribution, therefore, may be attributed to the occupation of the higher energy

states in small QDs.

The formation of elongated QDs along the [110] may cause the polarization

dependence of the intensity of the radiative transitions along [110] and [110] direc-
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Figure 6.25: (a) PL spectra of the sample grown at 530 oC for different excitation

density. (b) The peak position as a function of the excitation density to the power

of 1/3. The blue circles represent the peak–A and peak–B is demonstrated with red

squares. Measurements were carried out at 10 K.

tions. To study the influence of the elongation of QDs, the polarization dependent

PL measurements were carried out at 10 K and the output light was polarized in

the range of 0–360o (measurements were done in PDI with the assistance of Dr. P.

Corfdir). Fig. 6.26 depicts the results of the polarization PL measurements for the

grown samples at 450 oC, and 530 oC.

Fig. 6.26a and b present the integrated intensity of peak–A and peak–B for

450 oC, and 530 oC, respectively. According to the results, the integrated intensity

of radiative transition is larger in [110] compared to [110] for both samples. The

results, however, indicate that the ratio of the integrated intensity along [110] to

[110] for both peak–A and peak–B is larger for the elongated GaAs QDs. The total

intensity polarization of PL spectra was calculated using:

P =
I[110]− I[110]

I[110]+ I[110]
(6.10)

Fig. 6.26c and d show the total intensity polarization of radiative transition with

respect to the energy for TG = 450 and 530 oC, respectively. The results demon-

strate that the PL spectrum of the sample– TG = 530 oC is about 50% polarized in

the energy range of 1.7 eV to 1.9 eV, while the polarization is less than about 10%



Chapter 6. GaAs quantum structures in the GaP matrix 111

Figure 6.26: Results of polarization dependence PL measurements that were carried

out at 10 K in the range of 0–360o polarization angle. (a), (b) the integrated intensity

of peak–A and –B with respect to detection angle along the [110] direction for the

grown samples at 450 and 530 oC, respectively. (c) and (d) the total PL polarization

with respect to energy for the grown samples at 450 and 530 oC.

for the sample– TG = 450 oC. Consequently, the elongation of GaAs QDs in [110]

direction may lead to the higher probability of radiative recombination in this direc-

tion. This, in turn, leads to the higher intensity of radiative recombination in [110]

direction. Therefore, elongation of QDs leads to the increase of the luminescence

along [110] and a polarized emission spectrum can be suggested for the samples

consisting the elongated QDs.

The following model may explain the experimental results: The structural char-

acterizations (AFM) show the increase of the QDs size with increasing TG. The

size distribution analysis offer also a broad and multimodal size distribution. The
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results corroborate the reduction of the WL thickness down to 0.1 nm and indicate

the elongation of the QDs in the [110] direction with increasing the growth tem-

perature. The increase of the growth temperature leads to the higher mobility and,

therefore, the increase of the diffusion length of Ga ad–atoms in the [110] direction.

This, in turn, may lead to a favorable direction for the Ga ad–atoms that can cause

the elongation of GaAs QDs. Formation of large QDs increases the relaxation de-

gree via the increase of the density of dislocations. The dislocation may be sorted

in screw dislocations, which form perpendicular to the growth direction, mixed dis-

locations that are in the growth and elongation directions, and the edge dislocations

that form in the growth direction [170]. Several investigations indicated that the

edge dislocations do not act as the non–radiative centers [152, 166]. The screw

and mixed dislocations, on the other hand, participate in the recombination as the

non–radiative centers [166].

According to the calculations, the increase of the relaxation degree of QDs can

shift the conduction band edge of GaAs QDs at Γ–valley to the lower energy than

the X–valley of GaP. The energy states of the electron for larger QDs shift down-

ward due to the quantum confinement effect. A transition from an indirect type–II to

a direct type–I system, therefore, is expected with increasing the relaxation degree

and formation of larger QDs.

The PL spectra show a redshift with increasing the growth temperature, which

corresponds to the formation of the larger elongated QDs at higher temperatures.

The analysis of temperature–dependent PL measurements demonstrate the larger

activation energies for the grown samples at the higher temperatures. For instance,

the activation energy for the sample grown at TG = 530 oC is about 234 meV.

Therefore, a lower thermal quenching rate of the luminescence is anticipated for

the sample including the larger elongated QDs. The excitation density dependent

PL measurements in the range of 1.3 to 310 W/cm2 illustrate a blueshift of about

8 meV for both peak–A and peak–B for the grown structure at TG = 530 oC (Fig.

6.24b) that can be attributed to the participation of the high energy states, for in-

stance, in small elongated QDs [158]. The broad size distribution of elongated QDs

may support this picture. The polarization dependent PL measurements indicate a
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larger polarization for the output intensity of the elongated QDs compared to the

QDs (Fig. 6.26). In fact, a different electronic structure is offered for the elongated

QDs (QDash) [171, 69]. The nature of the density of states of the elongated QDs

(QDash) is not well known and it is supposed that they have behavior between QDs

and QWires [172, 173, 171]. It is suggested that the transient of the charge carries

along the elongation direction is easier for elongated QDs or QDashes, whereas

this transient is more complicated for the QDs due to the three–dimensional con-

finement [174]. Therefore, the higher polarization of the output intensity along the

[110] direction for the elongated QDs can be related to their QWire nature.

On the other hand, it is expected that the total luminescence intensity increases

with the transition from a mixed type–II and type–I system for the grown sample

at 450 oC to the expected type–I system for the samples including the elongated

QDs. Indeed, a stronger overlap between the wavefunction of electrons and holes

is anticipated in a type–I system, in which the electron and holes are in the same

real–space and k–space. The total intensity of the emitted light, however, is similar

for the samples including the elongated QDs and the grown sample at 450 oC in-

cluding QDs. The increase of the relaxation degree for the large elongated QDs is

expected to result via the formation of the dislocation defects. The larger density of

screw and mixed dislocations for elongated QDs, therefore, is anticipated for elon-

gated QDs. The higher density of mixed and screw dislocation, which act as the

non–radiative centers, may be proposed as the origin of the higher probability for

the non–radiative recombination in the elongated QDs (QDash) compared to QDs.

Therefore, the larger probability of non–radiative recombination in the large and

relaxed elongated QDs can lead to the comparable output intensity of the elongated

QDs with expected direct type–I transition and the QDs with a mixed type–I and

type–II nature.

6.3 LEDs based on GaAs QDs embedded in GaP

6.3.1 LEDs based on the III–V semiconductors
III–V semiconductors are one of the interesting materials for the LEDs produc-

tion. GaP can be a good candidate for the LEDs production at the visible wave-
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lengths because it is a transparent material for this region due its large bandgap

energy. This leads to the easier extraction of the emitted light in the most part of the

visible range and, therefore, a higher extraction efficiency is expected. To fabricate

the operational LEDs based on the indirect GaP, the disadvantage of the different

crystal momentum of electrons and holes must be overcome. The useful light emit-

ters can be fabricated by doping the indirect GaP with impurities such as nitrogen

(N) that have a significant attractive short–range potential [175, 176]. The spatial

localization of electrons in impurities leads to a delocalization in momentum space.

This increases the probability for the electrons to have equivalent crystal momen-

tum of the holes. The emission wavelength of the GaP:N LEDs vary in the range

of yellow to green light depending on the N concentration. The external quantum

efficiency of these type of LEDs, however, is not higher than 0.3% [177].

Design, growth and fabrication of the quantum structures on III–V semiconduc-

tors can be a promising idea. An important commercial type of LEDs is based on

the (AlxGa(1−x))yIn(1−y)P lattice matched to GaAs. The LEDs based on this ma-

terial system emit from yellow to red wavelengths. The largest direct bandgap for

this material system is at about 550 nm, whereas for Al content of more than 53%

the system transforms to an indirect material system. This material system is inca-

pable for the high–efficiency green emission [177]. The highest reported external

quantum efficiency for 558–577 nm AlGaInP LEDs is lower than 2% [192]. The

complicated epitaxial process in addition to the several required fabrication steps

are the further disadvantages of this material system [177, 178].

Using the large and direct bandgap material on a relaxed buffer on GaAs sub-

strate is an alternative idea. Masselink et. al reported the fabrication of the LEDs

based on InGaP and (Al,Ga)InP grown on the relaxed buffers on GaAs substrates.

The reported wavelength is around 550 nm [179]. Fitzgerald et al. used a sim-

ilar idea to fabricate the LEDs on GaP substrates [180]. However, the threading

dislocations in both case are the disadvantage of the structures.

The emission of GaN can be varied from violet to green with adding In to the

system and decreasing the bandgap energy. In clusters, however, can form due to

the thermodynamic instability of InGaN that results in spatial non–uniformity of In
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atoms. These In–clusters limit the realization of green LEDs based on InGaN/GaN

QWs. The high forward voltage threshold of InGaN LED is the further disadvantage

of this system [181, 182, 183, 184, 185].

The LEDs based on InP/GaP system emit light at 550 nm to 720 nm [186, 187,

189]. The active region of the diode consists of the stacked self–assembled InP QDs

grown in SK mode accompanied by the WL and embedded in a GaP matrix. The

green emission appears to originate from the wetting layer. The complicated band

structure of the InP/GaP system is the difficulty of this system.

Recently, fabrication of LEDs based on the self–assembled InGaAs QDs embed-

ded in GaP matrix has been reported. The shortest reported wavelength is at about

1.86 eV (667 nm) [143]. The segregation of In atoms and difficulties to grow the

(In,Ga)As QDs on GaP substrates are the disadvantages of this system [136, 138].

In the previous section, I described the growth and characterization of the GaAs

QDs embedded in the GaP matrix. The broad emission spectra were observed in

the range of 1.7 eV to 2.1 eV for the GaAs/GaP heterointerface. Therefore, this

material system might be a good candidate for the LED production. In this section,

I will bring up the EL results of fabricated LEDs based on the GaAs/GaP system

[129].

6.3.2 Growth and processing

Samples were grown using the Riber–32P GSMBE on a Sulfur (S)–doped GaP

(001) substrate. After desorption of native oxides of the substrate, a GaP: Si buffer

layer with the thickness in the range of 300 to 700 nm was grown. The Si con-

centration was about 1018 cm−3. Afterward, the intrinsic region consisting of 5

(or 1) periods of 1.2 ML or 3.6 ML of the undoped GaAs layer were grown. Each

GaAs layer was covered by 11 nm undoped GaP spacer layer. Finally, the structures

were capped by a thick (300 to 700 nm) GaP:Be layer with Be concentration about

1018 cm−3. Fig. 6.27 shows the scheme of the grown structures. A p–n junction of

GaP: Si–GaP: Be was grown with equivalent doping concentration for Si and Be as

the reference sample.

The grown structures then were processed for EL measurements. Fig.6.28 shows
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Figure 6.27: Scheme of the grown p–i–n junction of GaP: Be–GaAs–GaP: Si. Each

structure consists of 300 to 700 nm GaP: Si buffer and GaP: Be cap layer. Active

region consists of 1 or 5 periods of 1.2 ML or 3.6 ML GaAs/ 11 nm GaP.

the scheme of the desired isolated–mesa, where the p–doped GaP layer, the in-

trinsic region including the GaAs quantum structures, and the n–doped GaP layer

are confined in a pillar with a circular cross–sectional area with the diameter of

300 µm. The final constructed mesa includes a 7.5 nm nickel (Ni)and 100 nm

gold–germanium alloy (Au: Ge (88:12)) as the back contact and a cross shape front

contact of 20±3 nm Chromium (Cr) and 230±3 nm Au. The samples, then, were

mounted on the cheap carries and bonded using thin Gold wires. The description

of the processing method can be found with details in the M.Sc. thesis of C. Golz

[129].

Figure 6.28: Scheme of the final mesa including the back side contact (7.5 nm

Ni and 100 nm Au: Ge (88:12)), GaP:S substrate, GaP: Si buffer, GaAs quantum

structure, GaP: Be cap, cross shape front side contact (20±3 nm Cr and 230±3 nm

Au), and the bonding.
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6.3.3 Optical results

Fabricated LEDs were mounted on the cold finger of a cryostat for EL measure-

ments. The cryostat was cooled down to 80 K. Fig. 6.29 illustrates the results of

EL measurements on two LEDs with 1.2 ML and 3.6 ML GaAs as the active region

under a constant current density of 142 Acm−2. The black curve corresponds to

the EL spectrum of the sample with 3.6 ML GaAs while the blue curve indicates

the results for 1.2 ML GaAs–LED. The EL spectrum of the reference p–n junction

is shown with the red curve for comparison. The results indicate a broad spectrum

with the FWHM of 290 meV for the EL spectrum of the reference sample. How-

ever, the peak shape and the peak position (at about 2.1 eV) of the reference sample

differs from the EL spectra of the samples with GaAs quantum structures as the

active region.

According to the EL spectra, the peak position shifts toward lower energy with

increasing the nominal thickness of GaAs. It is known from AFM results that the

formation of the GaAs QDs occurs for the nominal thicknesses above 1.2 ML (more

information can be found in 6.2.2). Therefore, the emission line at 1.96 eV for the

sample with 1.2 ML GaAs may be associated with the radiative recombination in a

thin GaAs QW. Whereas, the emission line at 1.83 eV for the 3.6 ML GaAs sam-

ple may be related to the large QDs. 130 meV redshift of the emission line with

increasing the nominal thickness of GaAs can be related to the quantum confine-

ment effect due to the formation of large QDs. The optical properties of the stacked

GaAs/GaP were investigated. For this purpose, one sample was grown with the in-

trinsic region of 5 periods of 3.6 ML undoped GaAs capped by 11 nm undoped GaP.

The equivalent doping concentrations were used for Si and Be of the n– and p–GaP

layer. An identical processing approach was applied to fabricate the LED structure.

The EL measurements were carried out at 80 K using the same current density of

594 Acm−2 and the results are shown in Fig. 6.30. The results demonstrate a peak

at the same position of the one period GaAs/GaP active region (red curve) for the

5 periods stacked of 3.6 ML GaAs (blue curve). The EL spectra imply a larger

FWHM and shift of the tail of the spectra toward the lower energy range for the

stacked structure. The origin of the redshift, may be attributed to (i) the coupling
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Figure 6.29: The EL spectra of p–i–n junction of GaP:Be–GaAs –GaP:Si. Blue

curve represents the EL of 1.2 ML GaAs while the spectrum of the 3.6 ML GaAs

sample is illustrated by the black curve. The EL spectrum of a GaP:Be–GaP:Si

p–n junction is shown for comparison (red curve). The EL measurements of p–i–n

junction were carried out under identical current density of 142 Acm−2. The mea-

surements were done at 80 K.

of the wavefunction of the QDs in the stacked structure [193], (ii) the formation of

larger QDs in the upper layer [194], a larger inhomogeneous size distribution, or

(iii) the strain relaxation in the upper layers [194]. The probability of the coupling

between the individual QDs layers is low due to the thick GaP spacer layer (11 nm).

Several investigations were done on the influence of the spacer thickness on the op-

tical properties of stacked self–assembled structures. It was shown that for the thin

spacer layers the strain relaxation results to a significant redshift [195]. Our results,

however, imply an equivalent peak position but a broader FWHM for the spectrum

of the stacked sample compared to one period GaAs/GaP active region. Therefore,

it may be suggested that the broader FWHM results from a larger inhomogeneous

size distribution in the stacked structure. According to AFM results, the size dis-

tribution of QDs for one layer of GaAs with the nominal thickness of 3.6 ML is

broad and multimodal. Consequently, a similar tendency is expected for the stacked

structure and presumably, a larger size distribution of QDs at upper layers can be

the origin of the broader FWHM of the spectrum of the stacked structure.
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Figure 6.30: The EL results of p–i–n junction of GaP:Be– GaAs – GaP:Si with

identical thickness of 3.6 ML GaAs. Blue curve represents the EL results of the

sample consists of 5 periods of GaAs/GaP while the red curve indicates the results

for one period GaAs/GaP sample. The EL measurements of p–i–n junction were

carried out under identical current density of 594 Acm−2. The measurements were

done at 80 K and the EL intensity was normalized.

6.4 Summary
The formation of GaAs QDs on GaP substrate for nominal thickness larger than

1.2 ML was demonstrated. According to the AFM results, the size of QDs increases

with increasing the grown nominal thickness of GaAs and a multimodal size dis-

tribution fits better to the analyses data. The influence of using different growth

temperature was seen as the formation of the elongated QDs in the case of the tem-

peratures higher than 450 oC. The elongation of QDs happens in [110] direction.

The optical emission of the GaAs/GaP QDs was demonstrated up to room tem-

perature for 2.7 ML and 3.6 ML GaAs samples in the visible range. The broad

luminescence spectra of the grown samples with nominal GaAs thicknesses above

1.2 ML can be fitted using two Gaussian peaks. The thin wells and small dots are

fully strained and have type–II band alignment with the indirect e–hh transition. On
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the other hand, it may be suggested that the increase of the size of the QDs is fol-

lowed by the increasing of the relaxation degree. This, in turn, can push downward

the conduction band edge of GaAs at Γ–valley and leads to the transformation of the

band alignment of GaAs/GaP heterointerface from a type–II system to a type–I sys-

tem and a direct e–hh transition. The theoretical calculations support the provided

model.

I demonstrated the fabrication of the LEDs based on the GaAs quantum struc-

tures embedded in the GaP matrix. The optical results indicate the EL for both

samples 1.2 ML and 3.6 ML GaAs. The corresponding EL spectra show a different

peak shape and position compared to the grown GaP p–n junction as the reference.

The 100 meV redshift of the EL peak for the GaAs QDs (3.6 ML) sample compared

to 1.2 ML sample is related to the quantum confinement effect and the formation of

large QDs that is consistent with the PL and CL results of the un–doped GaAs/GaP

samples. The stacked structure emission shows a broader FWHM compared to the

one period of 3.6 ML GaAs sample. The broader FWHM of the stacked structure

can be attributed to the broader size distribution of QDs at upper layers.
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AlxGa1−xAs quantum structure in the

GaP matrix
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The production of the light emitter in the so–called "Green–GaP" wavelength

range is an ongoing challenge [196]. The InGaN/GaN heterostructures are reported

as the promising emitters for the energy range of 3.5 eV (blue wavelength range)

[197]. On the other hand, the highest emission energy of the III–V semiconductor

quantum structures in the GaP matrix is reported to be around 2.0 eV. InAs QDs,

for instance, have the emission at 1.73 eV [124]. The highest emission energy of

InP QDs is reported at about 2.0 eV [125]. InxGa1−xAs QDs/GaP system has the

emission around 2.0 eV for x = 0.3 [138]. In the previous chapter, I reported the

emission energy of 2.07 eV for a thin GaAs QW (1.2 ML) in the GaP matrix.

Among the III–V semiconductors, AlAs has the closest lattice constant with

GaAs but larger Eg of 2.1 eV [198]. AlAs, however, is an indirect semiconductor

with the minimum of the conduction band at X–valley. AlxGa1−xAs, meanwhile, is

a direct bandgap energy semiconductor for x ≤ 0.45. Consequently, a higher direct

Eg may be achieved for AlxGa1−xAs/GaP for x ≤ 0.45 compared to GaAs/GaP

system.

In this chapter, the results of my attempts to shift Eg to higher energy range with

designing the proper band structure of AlxGa1−xAs/GaP system with respect to the

content of Al will be discussed. The main goal was to design a light emitter close

to the green gap. Section 7.1 concentrates on the results of the simulations and the

theoretical model for the band alignment of the AlxGa1−xAs/GaP heterostructure.

I will explain the growth and characterization results in section 7.2, and finally the

results will be summarized in section 7.3.

7.1 Electronic structure of AlxGa1−xAs/GaP
The lattice constant of AlAs, aAlAs, is reported to be in the range of 5.660–5.662 Å

[199, 200]. Consequently, the lattice mismatch of AlAs and GaAs is about 0.12%.

Therefore, the lattice mismatch of the AlxGa1−xAs and GaP is in the range of

3.7–3.77%, when x varies between 0.0 to 0.5.

The band alignment of AlxGa1−xAs changes with respect to the Al content and

the driven strain by the 3.7–3.77% lattice mismatch with GaP. Fig.7.1 shows the

band alignment of a thin QW of AlxGa1−xAs with thickness of 0.4 nm. The band
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alignment was calculated with considering the biaxial strain effect. The calculations

were done for xAl = 0.05 (Fig. 7.1), and xAl = 0.4 (Fig. 7.1b) using the solid model

theory [77, 79].

Figure 7.1: The band alignment of the strained Al0.4Ga0.6As in GaP matrix. The

thickness of QW is 0.4 nm for both (a) xAl = 0.05, and (b) xAl = 0.4. The black line

represents the conduction band edge at Γ–valley, blue line is the conduction band at

L–valley, red line show the conduction band at X–valley, green line is related to the

hh and brown line demonstrates the lh.

The conduction band edge of AlxGa1−xAs at Γ–valley shifts upward due to the

strain and the valence band splits to hh and lh bands. The biaxial strain causes

also the splitting of the X–valley of the AlxGa1−xAs into two components in the

xy–plane and in the z–axis. The results demonstrate that in the z–direction the

minimum of the AlxGa1−xAs/GaP system is located at X–valley of GaP. The maxi-

mum of valence band is situated at Γ–valley of AlxGa1−xAs. Therefore, an indirect

type–II heterointerface is predicated for the strained AlxGa1−xAs on GaP. The va-

lence band edge of AlxGa1−xAs shifts downward with increasing the Al content

from 0.05 to 0.5. While, the conduction band at Γ has an upward shift with in-

creasing the Al content. The shift of the conduction band and valence band can be

associated with the increase of the lattice mismatch and larger content of Al.

It is notable that Eg of the indirect type–II heterostructure increases with increas-
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ing the Al content due to the downward shift of the valence band to lower energies.

Eg increase from 1.75 eV for the Al content (xAl) = 0.05 to 1.93 eV for xAl = 0.4.

Hence, shift of Eg toward the higher energy is predicted with increasing xAl . Fig.

7.2 shows the results of the calculated Eg for different contents of Al. The blueshift

of the bandgap energy with increasing the Al content is observed.

Figure 7.2: The variation of Eg with respect to the Al content. Open circles are

related to the difference between the conduction band edge of GaP and valence

band edge in Γ–valley of GaAs.

7.2 Growth and characterization of AlxGa1−xAs/GaP
The growth of AlxGa1−xAs was done on the undoped GaP (001) substrates.

The GaP buffer and cap layer were grown under the same growth conditions, TG =

520 oC, growth rate of 0.83 µm/h, and thickness of 500 nm and 50 nm, respectively.

The nominal contents of Al and Ga were determined with the temperature of the

effusion cells, so that, the total growth rate of AlxGa1−xAs was equal to 0.3 ML/s.

TG = 450 oC was applied to grow the desired AlxGa1−xAs layer. The two differ-

ent nominal thickness (1.2, and 2.7 ML) of AlxGa1−xAs with two different nominal

contents of Al (xAl = 0.3, and 0.5) were grown at 450 oC. To characterize the mor-

phology of AlxGa1−xAs quantum structures, the growth of AlxGa1−xAs layer was

repeated using the same growth condition on the 50 nm GaP layer. Fig. 7.3 shows

the scheme of the grown samples.
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The growth was monitored using the RHEED pattern. A sharp and streaky

RHEED pattern was seen after the growth of the GaP buffer layer. The RHEED re-

construction demonstrate less intensity but the pattern did not transform to a spotty

or broken lines after the growth of the AlxGa1−xAs layer with the nominal thick-

nesses in the range of 1.2–2.7 ML for nominal Al contents between 0.1 to 0.5. After

the growth of 50 nm GaP layer, REHHD showed a streaky pattern. This may sug-

gest the growth of a thin QW of AlxGa1−xAs between the GaP buffer layer and

50 nm GaP barrier.

Figure 7.3: Scheme of the grown AlxGa1−xAs/GaP samples including the 500 nm

GaP buffer, desired thickness and Al content for AlxGa1−xAs, 50 nm GaP layer, and

final AlxGa1−xAs layer with the equivalent thickness and Al content of the previous

AlxGa1−xAs layer.

The morphology of the quantum structures were investigated using the AFM

measurements. Fig. 7.4 depicts the AFM results for AlxGa1−xAs samples with

xAl=0.5. The measurements were carried out in IKZ. The formation of the large

oval shape structure is seen for both 1.2 and 2.7 ML Al0.5Ga0.5. The same oval

shape structures are seen for 2.7 ML Al0.3Ga0.7. Fig. 7.3a presents,the scheme of

the oval structures and the AFM results for Al0.5Ga0.5 layer with nominal thickness

of 1.2 ML and 2.7 ML are shown in Fig. 7.4 b and c, respectively. According to

the AFM results the average height, width, and length of the oval structures are

15±1 nm, 450±20 nm, and 1260±40 nm for different nominal thicknesses and

nominal Al contents. The density of the oval structure is 3±1× 106 cm−2. A

semi–ellipsoid shape was considered for the oval structures. The average volume

of one oval structure, therefore, is 3.1×107 nm3. The WL thickness, therefore, can

be estimated using the AFM results. The estimated WL is 0.6±0.05 nm for 2.7 ML

samples and it is 0.25±0.05 nm for 1.2 ML sample.
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Figure 7.4: (a) Scheme of the oval shape structures, h, w, and l denote height, width,

and length of the structures, respectively. AFM image of Al0.5Ga0.5 with nominal

thickness of (b) 1.2 ML, and (c) 2.7 ML.

The formation of the oval structure may result from the agglomeration of the Ga

and/or Al ad–atoms during the cooling down of the substrate [116]. These large oval

structures may be considered as the defects that may participate as the non–radiative

rather than the radiative centers in the emission. The structure on the surface of un-

capped samples are not necessarily identical with the capped structure, particularly,

due to the complex kinetic of the overgrowth of the AlxGa1−xAs layer by the GaP

cap layer [155, 201] Consequently, based on the RHEED pattern, a thin QW can be

suggested for the embedded AlxGa1−xAs layer in the GaP matrix.

The optical characterization were carried out at 80 K using the CL system in

the group of Prof. J. Jimènez. Fig. 7.5 represents the results for the samples with

identical nominal thickness of 2.7 ML and nominal Al contents of 0.0, 0.3, and 0.5.

The spectrum of 2.7 ML GaAs indicates a broad peak with the FWHM of 78 nm.

The spectra of the AlxGa1−xAs samples show, on the other hand, the 2 times nar-
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Figure 7.5: CL results of the samples with identical nominal thickness of 2.7 ML

and different nominal Al contents at 80 K. Blue curve indicate the spectrum of xAl =

0.0, while the CL results of xAl = 0.3 is illustrated by the red curve, and black curve

shows the results for xAl = 0.5.

rower peaks. The broad peak of 2.7 ML GaAs sample is related to the multimodal

size distribution of GaAs QDs (more information can be find in Chapter.6). The

spectrum can be fitted by two Gaussian peaks located at peak–A = 1.93 eV and

peak–B = 1.84 eV. Whereas, the spectra of 2.7 ML Al0.5Ga0.5As and Al0.3Ga0.7As

illustrate one emission line (peak–A) at 1.98 eV and 1.99 eV, respectively. 50 meV

shift of the emission line toward the higher energy range can be due to the larger

bandgap energy of AlxGa1−xAs/GaP system compared to GaAs/GaP. These results

confirm our theoretically predicted blueshift of the bandgap energy with increasing

the content of Al. 10 meV blueshift of the emission line for Al0.5Ga0.5As compared

to Al0.3Ga0.7As is consistent with the theoretical calculations. The luminescence

of the AlxGa1−xAs/GaP indicates a lower intensity compared to the GaAs/GaP het-

erostructure. It may be attributed to the transition from a mixed type–II indirect

and type–I direct heterointerface for GaAs/GaP to a pure type–II indirect system

for AlxGa1−xAs/GaP.

The quantum confinement effect can cause the shift of the emission line as well.

To investigate the influence of the quantum confinement on the emission spectrum,
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the Al0.5Ga0.5 samples with different nominal thickness of 1.2 ML and 2.7 ML were

grown (Fig.7.6).

Figure 7.6: CL for (a) samples with identical Al nominal content (x = 0.5) and

different nominal thicknesses of 1.2 ML (red curve) and 2.7 ML (black curve),

(b) samples with identical nominal thickness of 1.2 ML and different Al nominal

content of x = 0.0 (black curve) and x = 0.5 (red curve).

Fig. 7.6a shows the CL spectra of the two samples with identical nominal con-

tent of Al (xAl = 0.5) and different nominal thickness of 1.2 ML and 2.7 ML. The

confinement effect leads to the shift of the emission peak of Al0.5Ga0.5As form

1.99 eV for 2.7 ML sample to 2.17 eV for 1.2 ML. The 180 meV shift toward

higher energy range is related to the smaller AlGaAs QW that, in turn, pushes down

the hh energy states toward lower energies, which are confined in the Al0.5Ga0.5As

QW. The downward shift of the hh states, on the other hand, can lead to the less
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overlap between the wavefunctions of the electrons in the X–valley of GaP and hh

in the Γ–valley of AlGaAs QW. This can be the origin of the less intensity of the

emitted light by the 1.2 ML compared to 2.7 ML sample. Fig. 7.6b indicates the

influence of the nominal content of Al for two samples with identical nominal thick-

ness of 1.2 ML. The results demonstrate the shift of the emission peak from 2.07 eV

to 2.17 eV with increasing the nominal content of Al from xAl = 0.0 to xAl = 0.5,

respectively. The 100 meV shift toward higher energy may be attributed to the shift

of the valence band and therefore, the hh states to lower energies with increasing

the Al content. This corroborates the theoretical calculated blueshift of the bandgap

energy with increasing the nominal content of Al.

Excitation density dependent PL measurement is a powerful approach to investi-

gate a type–II heterostructure. Fig. 7.7 presents the results of the excitation density

dependent PL measurement on 2.7 ML Al0.5Ga0.5As sample. The measurements

Figure 7.7: (a) Excitation density dependent Pl of Al0.5Ga0.5As with respect to

energy. The dash line is for eye guide. (b) The blueshift of the peak position with

increasing the excitation density to the power of 1/3. the red dash line is for eye

guide. Measurements were done at 10 K.

were carried out using a He–Cd laser with excitation wavelength of 325 nm and at

10 K (measurements were done in PDI with assistance of Dr. P. Corfdir). A lin-

ear shift of about 10 meV is observed with increasing the excitation density to the

power of 1/3 (Fig. 7.7b). The blueshift with increasing the power density is a well
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known behavior for the radiative transition in a type–II QW heterostructure [158]

and it is attributed to the formation of the triangular potential well at the interface

of the conduction band edge of GaP and AlGaAs. The higher excitation density

leads to the occupation of the higher energy states in the triangular potential well

that cause the blueshift of the radiative transition. The blueshift of the emission

line with increasing the excitation density supports the calculated type–II indirect

transition for AlxGa1−xAs/GaP heterostructure.

Fig. 7.8 illustrates the results of the temperature–dependent PL measurements.

The measurements were done on the 2.7 ML Al0.5Ga0.5As sample in the range

of 10–200 K, using the excitation wavelength of 325 nm and excitation density of

130 W/cm2 (measurements were done in PDI with assistance of Dr. P. Corfdir). Fig.

7.8a shows the PL intensity with respect to the energy. The shift of the emission line

toward lower energy range with increasing the temperature is also indicated [65].

The thermal quenching of the output intensity is seen. This may be attributed to

the thermal escaping of the confined hh from AlGaAs QW. The thermal escaping of

hh together with the less overlap between the electron and hole wavefunctions in a

type–II indirect system result to the vanishing of the luminescence at temperatures

higher than 200 K.

Fig. 7.8b shows the ratio of the integrated intensity with respect to the temper-

ature. I/I0 in the graph denotes the ratio of the integrated intensity as a function of

temperature, I, to the maximum intensity that is related to the luminescence inten-

sity at 10 K (I0). The red line demonstrates the fitted curve using equation 6.1. The

activation energy of E1 = 60 meV was calculated using Arrhenius plot (6.1) [156].

The efficiency of the participation of this mechanism in the thermal quenching of

output intensity is c1 = 1.6×103. The large c1 together with the 60 meV activation

energy can be the origin of the fast thermal quenching of the output which is fol-

lowed by the vanishing of the luminescence for temperatures higher than 200 K. E1

can be associated with the activation energies for thermal escaping of the confined

hh in the Al0.5Ga0.5As QW.

The calculated indirect type–II system for the AlxGa1−xAs/GaP, therefore, cor-

roborates with the experimental results. This picture is supported by the blueshift
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Figure 7.8: (a)Temperature dependent PL measurements with respect to the energy

in the range of 10–200 K. The dash line is for eye guide and shows the redshift

of the peak position with increasing the temperature(b) I/I0 with respect to the

temperature, the red line is the fitted curve using equation 6.1.

of the emission peak for higher excitation density and the fast thermal quenching

that is followed by the destruction of the radiative recombination for temperatures

higher than 200 K.

The experimental results can be interpreted using the following model. Accord-

ing to the structural results, RHEED and AFM, a thin AlxGa1−xAs QW is suggested

for the embedded AlxGa1−xAs in the GaP matrix. This thin QW is fully strained

and therefore, the conduction band edge of AlxGa1−xAs at Γ–valley shifts upward.

Thus, electrons are located at the X–valley of GaP. The maximum of the valence

band is, however, at Γ–valley of AlxGa1−xAs and related to the hh. Consequently, an

indirect type–II system, in which e and h are located at different real– and k–space,

is predicted for this system. The expected radiative transition, in this case, is re-

lated to eX
GaP and hhΓ

AlxGa1−xAs. Fig. 7.9 shows the expected transition of e–hh in the

AlxGa1−xAs/GaP system.

This model is supported by the experimental results. The CL results indicate that

the intensity reduces by a factor of 4 with increasing the Al content from 0.0 to 0.5.

This can be associated with the transmission from a mixed type–I and type–II sys-
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Figure 7.9: The band alignment of a thin AlxGa1−xAs QW in the GaP matrix. The

black line represents the conduction band edge at Γ–valley, blue line shows the

X–valley of conduction band, and the hh valence band is denoted by the pink line.

The eligible e–hh transition is shown using the red arrow.

tem to a pure indirect type–II transition of electron and holes for xAl > 0.0. The indi-

rect type–II transition is referred to the e–hh that are located in different real–space

and k–space which is followed by the less overlap between the wavefunctions of

electron and holes. Thus, a less probability of the radiative recombination is ex-

pected. The excitation density dependent PL measurements demonstrate the linear

blueshift of the peak position with increasing the power density to the power of 1/3.

The blueshift of about 10 meV can be corresponded to the type–II QW system and

occupation of the higher states in the triangular potential at interface of the con-

duction band edge of GaP and AlGaAs [158, 202]. The thermal quenching of the

radiative intensity is observed and the luminescence vanishes for the temperature

higher than 200 K. The type–II heterostructure in which holes are confined in the

QW but electrons are located in the X–valley of GaP, therefore, can be the origin of

the rapid destruction of the radiative recombination at high temperatures.

The exact content of the Al, however, is a subject of debate. Several investiga-

tions was done on the influence of segregation of the group–III elements [203, 204,

205]. Studies on AlGaAs/GaAs system suggest an interface roughness due to the

segregation of Ga atoms [203, 205]. Segregation of the In atoms in the InGAs QDs

grown on GaP (001) is also reported as a significant difficulty to determine the exact

incorporated In atoms in the QDs structure, which changes the band alignment and

the optical properties of the InGAs QDs [136]. The interface roughness and inter-



Chapter 7. AlxGa1−xAs quantum structure in the GaP matrix 134

mixing can change the composition profile of the AlxGa1−xAs QW. The variation

of the composition leads to the change of the band alignment and the variation of

the emission spectra. A better study using TEM measurements, therefore, is needed

to investigate the composition profile of the grown samples.

7.3 Summary
The growth of AlxGa1−xAs QW was demonstrated using the RHEED pattern

and AFM analysis. Optical characteristic of the grown samples indicated the shift of

the peak position toward higher energy with increasing the content of Al. The influ-

ence of the quantum confinement was illustrated in the shift of the peak position to-

ward lower energy with increasing the nominal thickness of the grown AlxGa1−xAs

QW for identical nominal content of Al. The results of the power density dependent

PL measurements indicated the linear blueshift of the peak position with increasing

the power density to the power of 1/3 that is consistent with the calculated type–II

band alignment for the AlxGa1−xAs QW in the GaP matrix system. The calcula-

tion demonstrated that the expected transition is an indirect type–II between e and

hh which are located at different real–space and k–space. The expected transition,

therefore, occur between the e located at the X–valley of GaP and hh at the Γ–valley

of AlxGa1−xAs QW.
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Conclusion





Chapter 8. Conclusion 137

In this work, the critical influence of the growth conditions on the crystal and

surface quality of the grown structures on GaP (001) substrate were investigated.

The growth, structural and optical properties of GaAs QDs embedded in the GaP

matrix were studied. The structural and optical features of the AlGaAs QWs grown

in the GaP matrix were analyzed.

The influence of the PH3 flux and growth temperature were studied on the sur-

face and crystal quality of the homoepitaxial growth of GaP and heteroepitaxial

growth of AlGaP [115]. It was shown that the crystal quality of the AlGaP sacrifi-

cial layer affects the quality of the thin GaP layer grown on the AlGaP. Therefore,

it was suggested that the crystal quality of the AlGaP sacrificial layer acts as a key

point to grow a high quality thin GaP cap layer that is going to be fabricated as the

GaP membrane [206]. It was shown that the small window of PH3 flux = 2.7 sccm

with growth temperature = 490 oC is the optimum growth condition for AlGaP layer.

Under the proper growth conditions, formation of GaAs QDs via the Stran-

ski–Krastanow mechanism was observed. The critical thickness for the 2D to 3D

transition was observed to be 1.8 ML for GaAs/GaP system. It was found from the

structural characterizations that the lateral and vertical size of GaAs QDs increased

for the larger the nominal thickness. A multimodal size distribution was suggested

for the QDs based on the AFM analyses. It was demonstrated that the thin QWs

and small GaAs QDs are fully strained, while the increase of the size of the QDs is

followed by the increasing of the relaxation degree.

The optical measurements showed the luminescence in the range of 1.7 eV to

2.07 eV. The broad emission spectra of the samples was attributed to the broad

size distribution of the QDs. The shift of the spectra toward lower energy was

observed with increasing the nominal thickness of the grown GaAs layer that was

related to the quantum confinement effect and the formation of the larger QDs.

An indirect type–II transition was proposed as the origin of the emission for the

strained GaAs QDs. On the other hand, the calculations showed the downward

shift of the conduction band edge of GaAs at Γ–valley with the increase of the

relaxation degree for the larger GaAs QDs. Therefore, the emission of the large

relaxed QDs was attributed to a direct type–I transition. This picture was supported
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by the experimental results. The increase of the intensity and the radiative emission

at room temperature for the 2.7 ML and 3.6 ML samples, and the shorter decay time

with increasing the nominal thickness of GaAs corroborated the proposed model

[165].

The influence of the growth temperature on the morphology of GaAs QDs was

investigated. The structural characterization showed that the increase of the growth

temperature leads to the morphology transformation from QDs to elongated QDs

for the equivalent thickness of GaAs layer. The optical measurements indicated

the redshift of the emission spectra with increasing the growth temperature that was

associated with the formation of the larger QDs. The polarization PL measurements

showed a five times larger luminescence polarization for the elongated QDs to the

QDs. The output intensity of the samples with the elongated QDs was observed to

be similar to the sample with QDs. It was proposed that the formation of mixed

and screw defects, which behaves as the non–radiative recombination centers, may

increase the probability of the non–radiative recombination and reduce the output

luminescence of the samples including the large elongated QDs.

The fabrication of LEDs based on the GaAs QDs embedded in GaP matrix was

shown. The EL was observed for the LEDs based on the 1.2 ML and 3.6 ML GaAs.

The shift of the spectra toward lower energy range was observed with increasing the

nominal thickness of the GaAs layer, which was attributed to the formation of the

large QDs.

The influence of the Al content was studied on the optical and structural prop-

erties of AlxGa1−xAs embedded in the GaP matrix. CL showed a blueshift of the

emission line with increasing the Al content. It was proposed based on the cal-

culations that the AlGaAs/GaP is an indirect type–II heterostructure. This picture

was confirmed by the rapid thermal quenching of the radiative recombination up to

200 K. This was attributed to the weak overlap between the wavefunction of elec-

tron and holes, which are located at different real–space and k–space. The blueshift

of 10 meV with the increase of the excitation density also corroborated the type–II

system.
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Appendix.I

Table 8.1: α and β for different semiconductors. The values have been obtained

from experimental results [68].

III–V semi-

conductor

direct gap

(Γ valley)

α (mev/K)

direct gap

(Γ valley) β

(K)

indirect gap

(X valley)

α (mev/K)

indirect gap

(X valley) β

(K)

AlAs 0.885 530 0.7 530

AlP 0.5771 372 0.318 588

GaAs 0.5405 204 0.46 204

GaP — — 0.610 460

InAs 0.276 83 0.276 83

InP 0.49 273 — —
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Appendix.II

Table 8.2: Lattice and elastic constants of III-V semiconductors[78].

III-V semiconductor a (Å) C11 C12 C44 D001

AlAs 5.65 1.250 0.534 0.542 0.854

AlP 5.43 1.320 0.630 0.615 0.955

GaAs 5.65325 1.223 0.571 0.600 0.934

GaP 5.43 1.439 0.652 0.714 0.906

InAs 6.08 0.833 0.453 0.396 1.088

InP 5.87 1.022 0.576 0.460 1.127
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Appendix.III

Table 8.3: Spin–orbit splitting, bandgap energy, valence and average energy, and

conduction band energy of III–V semiconductors that were used in this work [78].

III–V semiconductor ∆0 Ev,av av Eg Ec ac

AlAsind 0.28 -7.49 2.47 2.23 -5.17 4.09

AlPind -8.09 3.15 2.51 -5.58 5.12

GaAs 0.34 -6.92 1.16 1.52 -5.29 -7.17

GaPind 0.08 -7.40 1.70 2.35 -5.02 3.26

InAs 0.38 -6.67 1.00 0.41 -6.13 -5.08

InP 0.11 -7.04 1.27 1.42 -5.58 -5.04
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[42] F. Hatami, Indium Phosphide Quantum Dots in GaP and in In0.48Ga0.52P,

Ph.D. thesis, (2002).

[43] B. J. Spencer and J. Tersoff, Dislocation energetica in epitaxial strained is-

lands, Appl. Phys. Lett., 77, 2533 (2000).

[44] D. Vanderbilt and L. K. Wickham, Elastic Energies of Coherent Germanium

Islands on Silicon, Mat. Res. Soc. Symp. Proc. 202, (1991).



Bibliography 147

[45] L. Goldstein, F. Glas, J. Y. Marzin, M. N. Charasse, and G. Le Roux, Growth

by molecular beam epitaxy and characterization of InAs/GaAs strained-layer

superlattices, Appl. Phys. Lett. 47, 1099 (1985).

[46] N. W. Ashcroft, N. D. Mermin, Solid State Physics. Chapter 6, Harcourt, Inc.

(1976).

[47] D. K. Bowen, B. K. Tanner, High Resolution X-ray Diffractometry and To-

pography, This edition published in the Taylor & Francis e-Library, (2005).

[48] M. A. Capano, K. L . Kavanagh, S. Bensoussan, L. W. Hobbs, Analysis of

Semiconductor by Double-Crystal X-RAY Diffractometry, The Rigaku Jour-

nal. 5, 1 (1988).

[49] L. Tapfer and K. Ploog, Improved assessment of structural properties of

AlxGa(1−x)As/GaAs heterostructures and superlattices by double-crystal x-ray

diffraction, Phys. Rev. B. 33, N. 5, 5565−5574 (1986).

[50] J. E. Bailey, P. B. Hirsch, The Dislocation Distribution, Flow Stress, and

Stored Energy in Cold-worked Polycrystalline Silver, Philosophical Maga-

zine, 5:53, 485−497 (1960).

[51] P. E. West, Introduction to Atomic Force Microscopy: Theory, Practice, Ap-

plications, c©Copyright (2009) Paul West.

[52] Scanning Electron Microscope A to Z, Basic Knowledge to use SEM, JEOL.

[53] B. G. Yacobi and D. B. Halt, Cathodoluminescence Microscopy of Inorganic

Solids, New York, N.Y.: Plenum Press, (1990).

[54] Guide to Strike Cameras, Hamamatsu

[55] K. Kanayat, and S. Okayama, Penetration and energy-loss theory of electrons

in solid targets, J. Phys. D: Appl. Phys. 5, 43−58 (1972).

[56] D. Drouin, A. R. Couture, D. Joly, X. Tastet, V. Aimez, R. Gauvin, CASINO

V2.42-A Fast and Easy-to-use Modeling Tool for Scanning Electron Mi-

croscopy and Microanalysis Users, SCANNING, 29, 92−101 (2007).



Bibliography 148

[57] P. Y. Yu and M. Cardona, Fundamentals of Semiconductors-Physics and Ma-

terials Properties, Fourth edition, Springer-Verlag Berlin Heidelberg, (2010).

[58] S. M. Sze and Kwok K. Ng, Physics of Semiconductor Devices, Third edi-

tion, John Wiley & Sons, Ltd. (2007).

[59] C. Kittel, Introduction to Solid States Physics, chapter 14, John Wiley &

Sons, Inc, (1953).

[60] N. W. Ashcroft, N. D. Mermin, Solid State physics, chapter 28 and 29, Har-

court, Inc, (1976).

[61] lab.frumania.com.

[62] J. Singh, Electronic and Optoelectronic Properties of Semiconductor Struc-

tures, chapter 2,CAMBRIDGE UNIVERSITY PRESS, (2003).

[63] N. W. Ashcroft, N. D. Mermin, Solid. State. Physics. chapter 10 and 11,

Harcourt, Inc. (1976).

[64] I. Vurgaftman, J. R. Meyer, and L. R. Ram-Mohan, Band parameters for III-

V compound semiconductors and their alloys, J. Appl. Phys. 89, 5815−5875

(2001).

[65] Y. P. Varshni, Temperature dependence of the energy gap in semiconductors,

Physica. 34, 149-154 (1967).

[66] K. P. O′Donnell and X. Chen, Temperature dependence of semiconductor

bandgaps, Appl. Phys. Lett. 58, No. 25 (1991).

[67] S. Adachi, "Properties of Group IV, III-V, and II-VI Semiconductors", John

Wiley & Sons, Ltd, (2005).

[68] http://www.ioffe.rssi.ru.

[69] D. Bimberg, M. Grundmann, N. N. Ledenstov, Quantum Dot Heterostructures,

John Wiley & Sons, Ltd. (1999).



Bibliography 149

[70] W. R. Frensley, nd N. G. Einspruch, Heterostructures and Quantum Devices,

chapter 1, A volume of VLSI Electronics: Microstructure Science, (Aca-

demic Press, San Diego), (1994).

[71] P. Harrison, QUANTUM WELLS, WIRES AND DOTS- Theoretical and

Computational Physics of Semiconductor Nanostructures, John Wiley & Sons

Ltd, Second edition, (2005).

[72] Y. Sun, S. Thompson, T. Nishida, Strain Effect in Semiconductors: Theory

and Device Applications, New York [u.a.] : Springer, (2010).

[73] R. L. Anderson, Experiment on Ge-GaAs Heterojunctions, Solid-States. Elec-

tronic. 5, 341-351 (1962).

[74] D. T. Calow, P. d. Deasley, S. J. T. Owen, P. W. Webb, A Review of Semicon-

ductor Heterojunctions, J. Mater. Sci. 2, 88-96 (1967).

[75] J. Tersoff, Theory of semiconductor heterojunctions: The role of quantum

dipoles, Phys. Rev. B. 30, 4874 (1984).

[76] E. T. Yu, J. O . McCaldin, T. C. McGill, Band Offsets in Semiconductor Het-

erojunctions, Solid Stats Physics. 46, 1-146 (1992).

[77] C. G. Van de Walle, R. M. Martin, Theoretical study of band offsets at semi-

conductor interfaces, Phys. Rew. B. 35, (1987).

[78] C. G. Van de Walle, Band lineups and deformation potentials in the model-

solid theory, Phys. Rew. B. 39, 1871−1883 (1989).

[79] S. Birner, T Zibold, T Andlauer, T Kubis, M Sabathil, A. Trellakis, P. Vogl,

nextnano: General Purpose 3-D Simulations, IEEE Transactions on Electron

Devices,54, 2137(2007).

[80] S. M. Sez, M. K. Lee, Semiconductor devices, physics and technology, John

Wiley & Sons, Inc, 3ed Edition, (2012).

[81] M. Razeghi, Technology of Quantum Devices, Springer US: Boston, MA,

(2010).



Bibliography 150

[82] E. F. Schubert, LIGHT-EMITTING DIODES, Cambridge University Press,

(2003).

[83] J. P. Colinge, C. A. Colinge, Physics OF Semiconductor Devices,

c©KLUWER ACADEMIC PUBLISHERS,(2002).

[84] G. E. Moore, Cramming more components onto integrated circuits, Electron-

ics. 38, Number 8 (1965).

[85] E. Matioli, and C. Weisbuch, Impact of photonic crystals on LED light extrac-

tion efficiency: approaches and limits to vertical structure designs, J. Phys. D:

Appl. Phys. 43, 354005 (2010).

[86] F. Koyama, S. Kinoshita, and K. Iga, Room-temperature continuous wave las-

ing characteristics of a GaAs vertical cavity surface-emitting laser, Appl. Phys.

Lett. 55, 221 (1989).

[87] J.L. Jewell, J. P. Harbison, A. Scherer, Y.H. Lee, L.T. Florez, Vertical-cavity

surface emitting lasers: Design, growth, fabrication, characterization, IEEE J.

Quantum Electron. 27, 1332−1346 (1991).

[88] P. Berme, C. Luo, L. Zeng, L. C. Kimerling, and J. D. Joannopoulos, OPTICS

EXPRESS. 15, No. 25, 16986 (2007).

[89] B. Troia, A. Paolicelli, F. De Leonardis and V. M. N. Passaro, Photonic Crys-

tals for Optical Sensing: A Review, chapter 11, (2013).

[90] K. M. Ho, C. T. Chan, C. M. Soukoulis, R. Biswas and M. Sigalas, Solid.

State. Communications. 89, No. 5, 413−416 (1994).

[91] S. Y. Lin, J. G. Fleming, D. L. Hetherington, B. K. Smith, R. Biswas, K. M.

Ho, M. M. Sigalas, W. Zubrzycki, S. R. Kurtz, and Jim Bur, Nature. 394,

(1998).

[92] S. Noda, et al., Full Three-Dimensional Photonic Bandgap Crystals at Near-

Infrared wavelengths, Science. 289, 604 (2000).



Bibliography 151

[93] G. Fleming and S. -Y. Lin, Three-dimensional photonic crystal with a stop

band from 1.35 to 1.95 µm, Opt. Let. 24, 49−51 (1999).

[94] P. Lodahl, et al., Controlling the dynamics of spontaneous emission from

quantum dots by photonic crystals, Nature. 430, 654−657 (2004).

[95] S. Ogawa, et al., Control of Light Emission by 3D Photonic Crystals, Science.

305, 227−229 (2004).

[96] T. Asano, B-S. Song, S. Noda, Analysis of the experimental Q factors (∼1 mil-

lion) of photonic crystal nanocavities, OPTICS EXPRESS, 14, No. 5 (2006).

[97] J. W. Morris, Jr., A Survey of Materials Science I. Structure, chapter 4,

Department of Materials Science and Engineering University of California,

Berkeley, (2007).

[98] C. Kittel, Introduction to Solid States Physics, chapter 16, John Wiley &

Sons, Inc, (1953).

[99] N. W. Ashcroft, N. D. Mermin, Solid State physics, chapter 30, Harcourt, Inc.

(1976).

[100] M. Ohring, The Materials Science of Thin Films,chapter 1, (1991).

[101] P. Gay, P.B. Hirsch, and A. Kelly, The estimation of dislocation densities in

metals from X-ray data, Acta Metallurgica. 1, 315 (1953).

[102] David J. Whitehouse, Surfaces and their Measurement, Elsevier Science &

Technology, Hermes Penton Ltd, First published in (2002).

[103] Y.-S. Choi, K. Hennessy, R. Sharma, E. Haberer, Y. Gao, S.P. DenBaars, et

al., GaN blue photonic crystal membrane nanocavities, Appl. Phys. Lett. 87,

243101 (2005).

[104] C.-F. Lai, P. Yu, T.-C. Wang, H.-C. Kuo, T.-C. Lu, S.-C. Wang, et al., Lasing

characteristics of a GaN photonic crystal nanocavity light source, Appl. Phys.

Lett. 91, 041101 (2007).



Bibliography 152

[105] A.M. Adawi, A.R. Chalcraft, D.M. Whittaker, D.G. Lidzey, Refractive in-

dex dependence of L3 photonic crystal nano-cavities, Opt. Express. 15, 14299

(2007).

[106] D.F. Nelson, Electro-optic and Piezoelectric Coefficients and Refractive In-

dex of Gallium Phosphide, J. Appl. Phys. 39, 3337 (1968).

[107] S. Buckley, K. Rivoire, F. Hatami, J. Vučković, Quasiresonant excitation of
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