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Zusammenfassung

Die lebenden Organismen sind für eine wissenschaftliche Analyse zu kom-
pliziert, wenn man sie als Ganzes und in ihrer vollen Komplexität betrachtet.
Die vorliegende Arbeit behandelt die topologischen Eigenschaften von zwei
wichtigen Teilen der lebenden Organismen: die metabolischen und die re-
gulatorischen Systeme. Topolgische Eigenschaften sind solche, die durch die
Netwerkstruktur bedingt werden. Ein Signalsystem ist eine spezielle Art von
regulatorischem System. Zwischen den metabolischen und Signalnetzen gibt
es wichtige Unterschiede, die ihre Behandlung in unterschiedlicher Weise er-
fordert. In der metabolischen Pfadanalyse ist das Konzept der elementaren
Flussmoden bereits als ein passendes Instrument für die Charakterisierung
der einfachsten essentiellen Wege in biochemischen Systemen etabliert. Wir
untersuchen die Eigenschaften und Vorteile dieses Konzepts in einigen be-
sonderen Fällen.

Zuerst untersuchen wir die vielfach vorkommenden Enzyme mit niedri-
ger Spezifität (z.B. Nukleosiddiphosphokinase, Uridinkinase, Transketolase,
Transaldolase). Sie können parallel verschiedene Substrate und Produkte um-
wandeln. Auch die Enzym-Mechanismen sind vielfältig, wie wir mit dem Re-
aktionsschema für bifunktionelle Enzyme veranschaulichen. Wir betrachten
dabei nur den Fall, dass ein bestimmtes aktives Zentrum mehrere Reaktio-
nen katalysiert. Der Fall, dass das studierte Enzym mehrere solche aktiven
Zentren hat, kann in den Fall mehrerer Enzyme transformiert werden, die
nur ein aktives Zentrum haben. Wenn eine Krankheit das Ausgangsenzym
ändert, werden dann in der Analyse auch alle ersetzenden Enzyme geändert.
Es gibt zwei unterschiedliche Betrachtungsweisen, um multifunktionelle En-
zyme zu beschreiben. Zum einen kann man die Gesamtreaktionen betrachten
und zum anderen die elementaren Reaktionsschritte (Hemireaktionen, Halb-
reaktionen). Für Enzyme mit zwei oder mehr Funktionen ist es wichtig, nur
linear unabhängige Funktionen zu betrachten, weil sonst zyklische elementare
Moden auftreten würden, die keine Nettoumwandlung durchführen. Jedoch
ist die Wahl der linear unabhängigen Funktionen nicht a priori eindeutig.
Wir stellen eine Methode für das Treffen dieser Wahl vor, indem wir die kon-
vexe Basis des Hemireaktions-Systems betrachten. Eine formale Anwendung
des Algorithmus für das Berechnen der elementaren Flussmoden (Routen)
erbringt das Resultat, dass die Zahl solcher Moden manchmal vom Niveau
der Beschreibung abhängt, wenn einige Reaktionen reversibel sind und die
Produkte der multifunktionellen Enzyme externe Metabolite sind, oder ei-
nige multifunktionelle Enzyme zum Teil die gleichen Stoffwechselprodukte
umwandeln. Jedoch kann dieses Problem durch eine geeignete Deutung der
Definition der elementaren Moden und die korrekte Wahl der unabhängigen
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Funktionen der Multifunktionsenzyme gelöst werden. Die Analyse wird durch
einige kleinere Beispiele und ein größeres biochemisches Beispiel veranschau-
licht, das aus dem Nukleotidmetabolismus stammt und die zwei Arten der
Beschreibung für Nukleosiddiphosphokinase und Adenylatekinase vergleicht.

Der Nukleotidmetabolismus spielt eine wichtige Rolle in lebenden Orga-
nismen und ist gegenüber allen möglichen Störungen in seiner internen Balan-
ce sehr empfindlich. Gefährliche Krankheiten können auftreten, wenn einige
Enzyme nicht richtig funktionieren. Mit Hilfe des Konzeptes des elementaren
Flussmodus erklären wir das Auftreten und den Schweregrad von Krank-
heiten, die auf Enzymdefizienzen basieren. Wenn ein Enzym vollständig ge-
hemmt wird, werden einige metabolische Wege blockiert. Wenn jedoch ei-
nige alternative Wege noch bestehen, ist die Krankheit weniger gefährlich.
Unsere Analyse ist darauf gerichtet, alternative Wege, wesentliche Enzyme
und solche Enzyme, die immer zusammenarbeiten zu finden. Der letzte Be-
griff ist auch als ,Enzyme subset “ bekannt und stellt einen intermediären
Schritt im Algorithmus zur Berechnung der elementaren Flussmoden dar.
Wir diskutieren bereits bekannte und bisher nur hypothetische Mechanis-
men einiger Krankheiten (proliferative Krankheiten, Immundefizienzen), die
auf Störungen des Nukleotidmetabolismus oder seiner Ausbeutung durch Vi-
ren und Parasiten beruhen. Die meisten Strategien, die für das Bekämpfen
solcher Krankheiten eingesetzt werden, basieren auf der Unterbrechung des
Nukleotidmetabolismus an bestimmten Stellen. Diese Strategien können aber
auch zur Akkumulation toxischer Stoffe führen und dadurch Nebenwirkun-
gen hervorrufen. Deswegen hilft ein besseres Verständnis dieses Systems, wir-
kungsvollere Medikamente zu entwickeln, und eine gute strukturelle Analyse
kann viele experimentelle Bemühungen ersparen.

Konzepte aus der Theorie der Petri-Netze liefern zusätzliche Werkzeu-
ge für das Modellieren metabolischer Netzwerke. In Kapitel 4 werden die
Ähnlichkeiten zwischen einigen Konzepten in der traditionellen biochemi-
schen Modellierung und analogen Konzepten aus der Petri-Netztheorie be-
sprochen. Zum Beispiel entspricht die stochiometrische Matrix eines meta-
bolischen Netzwerkes der Inzidenzmatrix des Petri-Netzes. Die Flussmoden
und die Erhaltungs-Relationen haben die T-Invarianten beziehungsweise P-
Invarianten als Gegenstücke. Wir decken die biologische Bedeutung einiger
weiterer Begriffe aus der Theorie der Petri-Netze auf, nämlich ,,traps“, ,,si-
phons“, ,,deadlocks “ und ,,Lebendigkeit“. Wir konzentrieren uns auf der
topologischen Analyse anstatt auf die Analyse des dynamischen Verhaltens.
Die geeignete Behandlung der externen Stoffwechselprodukte wird ebenfalls
besprochen. Zur Illustration werden einige einfache theoretische Beispiele
vorgestellt. Außerdem werden einige Petri-Netze präsentiert, die konkreten
biochemischen Netzen entsprechen, um unsere Resultate zu belegen. Zum
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Beispiel wird die Rolle der Triosephosphatisomerase (TPI) im Metabolismus
von Trypanosoma brucei ausgewertet, indem traps und siphons ermittelt wer-
den. Alle behandelten Eigenschaften von Petri-Netzen werden anhand eines
Systems illustriert, das aus dem Nukleotidmetabolismus stammt.

Während viele Bemühungen für das Zerlegen metabolischer Systeme, (ele-
mentare Flußmoden, extreme Wege) erfolgt sind, sind bisher unseres Wissens
keine Versuche in dieser Richtung für Signalübertragungssysteme unternom-
men worden. Eine spezielle Eigenschaft von Signalnetzwerken in lebenden
Zellen ist, dass Aktivierungen, Hemmungen und biochemische Reaktionen
normalerweise gleichzeitig anwesend sind. Selbst wenn sie nicht Reaktionen
enthalten, machen Mehrfach-Aktivierungen oder Mehrfach-Hemmungen die
Netzwerke in hohem Grade verzweigt. Es ist eine schwierige und sehr zeit-
raubende Aufgabe, alle Faktoren, die einen Einfluss auf ein gegebenes Ziel
haben, ohne eine automatische Methode zu ermitteln. Bereits in Kapitel 1
heben wir die Ähnlichkeiten und Unterschiede zwischen den metabolischen
und Signal-Netzwerken hervor. In Kapitel 5 errichten wir einen Rahmen und
präsentieren einen Algorithmus für die Zerlegung von Signalnetzwerken in
kleinere Einheiten, die einfacher zu studieren und zu verstehen sind. Zwei
Fälle werden untersucht: ein einfacheres, wenn nur monomolekulare Aktivie-
rungen oder Reaktionen anwesend sind, und ein komplizierterer Fall, wenn
die Aktivierungen und die Reaktionen multimolekular sein können. Ihre Be-
schreibung erfordert unterschiedliche Methoden: klassische Graphen bzw. Pe-
trinetze. Wir besprechen die Probleme, die in unserem Modell wegen des
Vorhandenseins von Hemmungen oder von unbekannten Effekten im Netz
auftreten. Der vorgeschlagene Algorithmus ermittelt die Faktoren, die zu-
sammenwirken und die Zielsubstanzen, die auf dem gleichen Weg beeinflusst
werden. Die Zyklen, die im System auftreten, und mögliche fehlende Reak-
tionen werden ebenfalls ermittelt . Theoretische Beispiele veranschaulichen
unsere Resultate. Anhand der T-Zell-Antigen-Rezeptor-Signalkaskade zeigen
wir, wie die Methoden in realen Systemen angewendet werden können.

Schlagwörter:
Enzyme niedriger Spezifität, multifunktionelle Enzyme, Halbreaktionen, En-
zymdefizienzen, Nukleotidstoffwechsel, proliferative Krankheiten, Immuno-
defizienz, Petri-Netze, Elementarmoden,Signalnetzwerk, Signaltransduktion,
Computermodellierung.
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Summary

The living organisms are too complex when considering them as a whole.
The present thesis deals with the topological properties of two important
parts of living organisms: the metabolic and the regulatory systems. The
topological properties are those features that are determined by the network
structure. A classification in metabolic and regulatory systems is often used.
A signalling system is a special kind of regulatory system. Between metabolic
and signalling networks, there are important differences that impose their
treatment in different ways. In metabolic pathway analysis, the elementary
flux mode concept is already established as a proper tool for identifying the
smallest essential routes in biochemical systems. We examine its features
and advantages in some particular cases.

Firstly, many enzymes operate with low specificity (e.g. nucleoside di-
phosphokinase, uridine kinase, transketolase, transaldolase), so that various
substrates and products can be converted. Also the enzymatic mechanisms
are diverse, as we have illustrated with reaction schemes for bifunctional
enzymes. Therefore, there are two different approaches to describe multi-
functional enzymes (We considered only the case when a certain active site
hosts several reactions. The case when the studied enzyme has several such
active sites can be transformed into that of several enzymes having only one
active site. If a disease alters the initial enzyme, also all substituting en-
zymes are altered.): in terms of overall reactions and in terms of reactions
steps (hemi-reactions, half-reactions). For enzymes with two or more func-
tions, it is important to consider only linearly independent functions, because
otherwise cyclic elementary modes would occur which do not perform any
net transformation. However, the choice of linearly independent functions is
not a priori unique. In Chapter 2, we give a method for making this choice
unique by considering the convex basis of the hemi-reactions system. The set
of linearly independent functions provided by our algorithm coincides, in the
case of transketolase in pentose phosphate pathway, with the set of linearly
independent functions mentioned in literature. A formal application of the
algorithm for computing elementary flux modes (pathways) yields the result
that the number of such modes sometimes depends on the level of description
if some reactions are reversible and the products of the multifunctional en-
zymes are external metabolites or some multifunctional enzymes partly share
the same metabolites. However, this problem can be solved by appropriate
interpretation of the definition of elementary modes and the correct choice of
independent functions of multifunctional enzymes. The analysis is illustrated
by a biochemical example taken from nucleotide metabolism, comparing the
two ways of description for nucleoside diphosphokinase and adenylate kinase,
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and by several smaller examples.
The nucleotide metabolism plays an important role in living organisms

and is very sensitive to any perturbations in its internal balance. Dangerous
diseases may occur if some enzymes do not work properly. With the help
of elementary flux mode concept, we explain the occurrence and severity of
diseases based on enzyme deficiencies. If an enzyme is completely inhibited,
some metabolic routes are blocked. If, however, some alternative routes still
exist, the disease is less dangerous. In chapter 3, we focus on finding alter-
native routes, essential enzymes and enzymes operating together. The latter
notion is also known as ,,enzyme subset“ and represents an intermediary step
in calculating the elementary flux modes. The known or hypothesised mech-
anisms of several disorders, occurred due to the malfunctioning of nucleotide
metabolism (proliferative diseases, immunodeficiency diseases) or due to its
hijacking by viruses and parasites, are given. Most strategies adopted for cur-
ing such diseases are based on nucleotide metabolism interruption. Therefore,
a better understanding of this system helps developing more effective drugs
and a good structural analysis can spare many experimental efforts.

Petri net concepts provide additional tools for the modelling of metabolic
networks. In Chapter 4, the similarities between the counterparts in tradi-
tional biochemical modelling and Petri net theory are discussed. For example,
the stoichiometry matrix of a metabolic network corresponds to the incidence
matrix of the Petri net. The flux modes and conservation relations have the
T-invariants, respectively, P-invariants as counterparts. We reveal the bio-
logical meaning of some notions specific to the Petri net framework (traps,
siphons, deadlocks, liveness). We focus on the topological analysis rather
than on the analysis of the dynamic behaviour. The treatment of external
metabolites is discussed. Some simple theoretical examples are presented for
illustration. Also the Petri nets corresponding to some biochemical networks
are built to support our results. For example, the role of triose phosphate
isomerase (TPI) in Trypanosoma brucei metabolism is evaluated by detecting
siphons and traps. All Petri net properties treated in above-mentioned chap-
ter ( 4) are exemplified on a system extracted from nucleotide metabolism.

While for decomposing metabolic systems, many efforts have been done
(elementary flux modes, convex basis, extreme pathways), for signalling
maps, as far as we know, no attempt in this direction has been made. A
special characteristic of signalling networks is that activations, inhibitions,
and biochemical reactions are normally present in parallel. Even if they do
not contain reactions, multi-part activations or inhibitions make them highly
branched. To detect all factors that have an influence on a given target, with-
out using an automatic method, is a difficult and very time-consuming effort.
Already in Chapter 1 (Backgrounds), we highlight the similarities and dif-
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ferences between metabolic and signalling networks. In Chapter 5, we build
a framework and algorithm for decomposing signalling networks in smaller
units, which are easier to study and understand. Two cases are investi-
gated: a simpler one, when only monomolecular activations or reactions are
present, and a more complex case, when the activations and reactions can
be multimolecular. Their description requires different instruments: classical
graphs and Petri nets, respectively. We discuss the problems that occur in
our model due to the presence of some inhibitions or unknown effects in the
network. The algorithm that we propose detects the factors that are acting
together and the targets that are affected on the same route. The cycles
that occur in the system are also highlighted. We point out possible miss-
ing reactions. Theoretical examples illustrate out findings. Using the T cell
antigen-receptor signalling cascade, we show how it can be applied to real
systems.

Keywords:
Computer modelling, elementary flux modes, enzyme deficiencies, hemire-
actions, low specificity, multifunctional, nucleotide metabolism, Petri nets,
proliferative diseases, signalling network, signal transduction.
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Chapter 1

Overview

1.1 Background

Approaches in the modelling of metabolic networks

Living organisms have developed continuously and reached a great diversity.
Through experimental methods, perseverant scientists have elucidated com-
plex metabolic and regulatory networks. A huge variety of models have been
elaborated in theoretical biology to facilitate the study of real systems. As
any model, each framework that was defined has some restrictive assump-
tions. Two important branches can be distinguished up to now in biochemical
research – the investigation of metabolic networks and of regulatory networks
[HS96, Men97, SKW00].

Several approaches can be distinguished in studying biochemical net-
works:

• kinetic modelling,

• metabolic control analysis,

• structural approach,

• optimisation.

The kinetic modelling is exemplified by studies like those elaborated by
[MS88, Gol96]– regarding signalling pathways - and [HHDG85, TWvDW98,
WPS+00], investigating glycolysis. [KB73, HR74, Red88, MHTSK90, BHB90,
Fel92] explore metabolic and regulatory networks using metabolic control
analysis. The structural approach can be illustrated by the studies done
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2 CHAPTER 1. OVERVIEW

by [PSVNn+99, SDF99, FW00, JTA+00, SLP00, OBJO&D01]. The evolu-
tion of metabolic pathways in the light of optimisation was highlighted by
[FS86, MH99, HSH91, MCS98, MMHC99].

Thus, biochemical reaction networks are the subject of extensive mod-
elling studies. A number of kinetic models (e.g. [MS88, GDB90]) have been
proposed to explain the periodic calcium spiking induced by a constant stim-
ulus. [WPS+00] developed a method to establish by which route dynamics
propagate through a biological reaction network and applied it on yeast gly-
colysis, where the concentrations of metabolites oscillate under some condi-
tions. [Gol02] gave an overview of computational approaches that might help
the understanding of oscillatory behaviour (calcium oscillations, pulsatile in-
tercellular communication, and circadian rhythms) in biological systems.

Another model, developed and applied by [HHDG85] to calculate time-
dependent states of energy transduction in isolated rat liver mitochondria,
provided a deeper insight into function and regulatory structure of the sys-
tems than obtainable by studying only the stationary states. Their idea was
also supported by the fact that in many experiments on isolated mitochon-
dria, non steady-state conditions are met.

[TWvDW98] stressed the importance of the negative feedback acting
on their first steps for the so-called turbo design pathways. The lack of
this ”guard”at the gate of glycolysis leads to the phenomenon of substrate-
accelerated death, caused by the impossibility to reach a steady state.

The bases of metabolic control analysis (MCA) were independently set by
[KB73] and [HR74]. They provided a method to analyse the sensitivity of a
metabolic system to perturbations of the environment or of the internal state
of this system. Linear enzymatic chains were analysed at steady state. Sim-
ple, analytical solutions are found for the metabolite concentrations and the
flux through the chain. To describe the enzyme systems, three new concepts
(control strength, control matrix, and effector strength) were proposed.

[Red88] emphasised the importance of investigating the structural fea-
tures of a system from the point of view of metabolic control analysis. The
properties of control matrices were highlighted and generalizations of the
summation and connectivity theorems were given. [MHTSK90] clarified the
definition of transition time of a metabolic system and its relation with other
important systemic properties, as flux and concentration control coefficients.
They also derived a summation and a connectivity theorem. [BHB90] pro-
posed a ”top-down”approach to determine the flux and concentration control
coefficients. [Fel92] reviewed the metabolic control analysis indicating the
scope of basic theory, its modifications and proposed extensions, experimen-
tal applications and areas of disagreement.

[KHWB97] developed a framework for quantitative analysis of a signal
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transfer through cellular signal transduction pathways and networks, based
on the formalism that was first developed for metabolic networks. Differences
between the behavior of signalling cascades and metabolic networks were
highlighted.

After early attempts by [KW91], [DlFSWM02] extended MCA to hierar-
chical control analysis (HCA). This extension was necessary due to the con-
nection existing between metabolic pathways and signal-transduction and
gene expression, which has as consequence that enzyme activities are not
generally constant, as MCA assumed.

Following a structural approach, [FW00] found similarities in the struc-
ture of metabolic and sociological networks and highlighted structural prop-
erties that could inform us about the network’s evolutionary history. They
identified the center of the small world of E. coli metabolism in glutamate
and pyruvate, excluding from the study common coenzyme as ATP, ADP
or NAD, which are connected by a very small number of steps to all other
metabolites. Taking the possible way of generating such small worlds into
account, they deduced that glycolysis and tricarboxylic acid cycle could be
the most ancient metabolic pathways. They also emphasized that such a
design principle allows the metabolism to react rapidly to perturbations.

[JTA+00] investigated the large-scale organization of metabolic networks.
Comparing 43 organisms, they found out that some metabolites (always the
same) act as hubs. This leads to a constant networks’ diameter for all studied
organisms, which leads to an unexpected robustness against random errors.

Optimisation. [MH99] showed the role that the hypothesis of simplic-
ity played in the evolution of pathways, modelling the pathway structure of
the pentose phosphate cycle as a mathematical game of combinatorial opti-
misation. The optimal conversion of pentoses into hexoses must follow the
enzymatic mechanisms and requires the least number of steps to the products
and the least number of carbons in every intermediate. The Calvin cycle and
L-type pentose phosphate cycle provided other example to support the same
idea.

[HSH91] outlined the mathematical approaches used to study the evolu-
tion and structural design of biochemical reaction systems from the point of
view of optimisation principles. They proposed various ways of expressing
biological constraints resulting in “cost functions” in mathematical terms,
although this is sometimes difficult. Also other sources of difficulties (con-
sideration of systemic properties, nonlinearity of the optimisation problems,
etc) are discussed.

A nice example of optimisation, stressing not the pathway structure, but
the structure of a macromolecule, was given by [MMHC99]. They proved the
fractal structure of glycogen. They not only showed the mathematical func-
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tions based on fractal geometry algorithms describing the glycogen synthesis
and degradation, but revealed also the biological meaning of this iterative
process, establishing the advantages of such a design and pointing out the
constrains that ruled the model.

Other studies ([TTK95, BI99, SKW00, HNR02, KKB+02, SPA+02, WSL03]
draw attention to the signalling cascades, which are a special type of regula-
tory systems.

”Divide et impera”– Decomposing biological networks

But even considering only metabolic networks, the explored subject is huge.
Therefore, it was necessary to find a proper decomposition in parts that
can be treated more easily. Intuitively, only relatively small parts of the
metabolism were studied: glycolysis and gluconeogenesis, Krebs cycle, the
Calvin Cycle and the pentose phosphate pathway, nucleotide bioynthesis
([Kar77, WAL87, Str95]), etc. Their isolation from the whole cell metabolism
was based on specific functions: anaerobic degradation of glucose to pyru-
vate with production of ATP and glucose synthesis from noncarbohydrate
precursors in cytosol, the analogous aerobic processes which take place in
mitochondria, photosynthesis, de novo synthesis of nucleotide and their sal-
vage pathways. But the basic unit was not yet found. Writing the flux
pathways at steady state as a linear superposition of “fundamental modes”
was used by [LB87] to analyse the apparent wasting of free energy (in terms
of ATP equivalents) in substrate cycles (called also futile cycles) and ”dual
pathways”(i.e., parallel routes). This is a first step to a proper decomposition
of the metabolic networks.

Pathway analysis has become an important tool in biochemical mod-
elling [SAN98, JTA+00, SLP00, SFD00, RB01, VDL02]. It is also helpful
in functional genomics [BDDL+98, DSS+99, Pal00, SP00] and biotechnology
[LHC96, SDF99, SFD00, SPM+02, VDL02].

The declared aim of [VDL02] was to direct experimental approaches for
metabolic reconstructions, to evaluate possible alternatives of the network,
to determine what resources are limiting the cell potential and to suggest
how these resources can be directed away from biomass and towards the
synthesis of the desired products. [RB01] developed an approach based on
both pathway analysis and kinetic modelling to asses the biochemical control
of sucrose accumulation and futile cycling in sugar cane. According with
their findings, overexpression of the fructose or glucose transporter or the
vacuolar import protein, as well as reduction of cytosolic neutral invertase
levels, appear to be the most promising targets for genetic manipulation.

A central concept in pathway analysis is that of elementary flux modes
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[SH94, SDF99, SFD00]. An elementary mode is a minimal set of enzymes
that could operate at steady state. ”Minimal”means that if only the enzymes
belonging to this set were operating at steady state, complete inhibition of
one of them would stop any steady-state flux in the system. If we write a flux
distribution as a vector, V, with the components corresponding to the fluxes
through the particular enzymes, then this definition implies that V repre-
sents an elementary mode if there is no other steady-state flux distribution,
V’, having zero components wherever V does and at least one additional
zero component [SHWF02]. The reversible reactions are treated each as a
single reaction that can operate both forwards and backwards. No spurious
cycles occur because reversible reactions are not decomposed into 2 different
reactions each.

Another definition says that an elementary mode cannot be decomposed
into two flux modes involving fewer enzymes [SH94, HS96],

V 6= λ1V
′ + λ2V”, λ1, λ2 > 0

It has recently been proved that these two definitions are equivalent [SHWF02].
Any flow pattern can be expressed as a non-negative linear combination of
the elementary modes. In this way, we can find, for a given biochemical
system, the metabolic routes that lead from a particular starting metabolite
to the desired reaction product, and it becomes clear whether a particular
enzyme is essential in the biotransformation. Elementary modes have been
determined, for example, for sucrose metabolism in sugar cane [RB01] and
for carbon metabolism in Methylobacterium extorquens [VDL02].

Related concepts in pathway analysis were proposed [LHC96, NnSVPI+97,
SB88, SLP00]. [SLP00] proposed the concept of extreme pathways for de-
composing the metabolic systems. They also aspired to analyse, interpret
and predict the metabolic functions from a pathway-based perspective in
addition to the traditional reaction-based perspective. According to this ap-
proach, each reversible reaction is split into two irreversible reactions having
opposite directions. This leads to occurrence of biochemical irrelevant cycles
among the computed elementary pathways.

Another concept used to decompose the metabolic networks is that of
the convex basis [NnSVPI+97, PSVNn+99]. This is a subset of the set of
elementary modes with the property that no basis vector can be expressed
as a superposition of other basis vectors. Elementary modes and the convex
basis can be computed by the C program METATOOL [PSVNn+99], which
is available from

http://www.bioinf.mdc-berlin.de/projects/metabolic/metatool/.

http://www.bioinf.mdc-berlin.de/projects/metabolic/metatool/
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Once the definition of elementary flux modes was given, the pathways
defined intuitively in biochemistry until now (such as glycolysis) are used
to exemplify the advantages of this structural analysis. New features can
be investigated. The optimal conversion yields and prediction of the effects
of the insertion or deletion of enzymes were exemplified on central carbon
metabolism [SKB+02]. Among others, properties occurred due to a trans-
formation of irreversible reactions in reversible ones were pointed out by
[SHWF02].

Multifunctional enzymes

Many enzymes are known to be multifunctional. This means that different
substrates might be bound in one or more than one active sites. We fo-
cus on those enzymes having only one active site, but with a low specificity
for the substrates. An example is provided by uridine kinase. It can phos-
phorylate uridine, cytidine and a number of derivatives of these nucleosides
(such as 5-fluorouridine) [LA75, LGMA75]. As phosphate donors, various
nucleoside triphosphates can be used. Competitive inhibition by alternative
substrates binding to the same active site need not be taken into account in
computing the elementary modes because these modes refer to potential flux
distributions. The magnitudes of reaction rates and the percentage of each
elementary mode with which it contributes to the actual flux distribution are
not the point of our interest in pathway analysis.

The description of multifunctional enzymes can be made in two different
ways. The usual way is by writing overall reactions in terms of substrates and
products. In the context of pathway analysis, an alternative was proposed
by [NnSVPI+97]. This approach describes the enzymatic mechanism in more
detail considering the steps of the formation, interconversion and decay of
the enzyme-substrate complex (half-reactions, hemi-reactions). Such a de-
tailed description has also been used in other areas of biochemical modelling
[LGMA75].

Apart from the study by [NnSVPI+97], up to now, multifunctional en-
zymes have been treated in pathway analysis at the level of overall reactions.
Of course, the different functions of such an enzyme then have to be treated
as distinct reactions when computing the elementary modes (for example, by
the program METATOOL). For example, the two functions of transketolase
have been labelled as TktI and TktII in [SFD00] (see also Fig. 1.1). For
the computation of pathways, this description implies that the two reactions
are treated independently. However, if knockout mutations or enzyme defi-
ciencies are studied, care has to be taken that the two reactions are deleted
simultaneously from the list of reactions. The choice of these independent
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Figure 1.1: Reaction scheme of the glycolysis/pentose phosphate pathway (PPP) system.
All the enzymes shown occur in the cytosol of many cells. Tkt1, Tkt2, and Tkt3 stand for
the three functions of transketolase acting on sugars except eight-carbon sugars. Metabo-
lite names: ADP: adenosine diphosphate; ATP: adenosine triphosphate; 1.3BPG: 1,3-
biphosphoglycerate; DHAP: dihydroxy-acetonephosphate; Ery4P: erythrose 4-phosphate.
F6P: fructose 6-phosphate; FP2: fructose 1,6-biphosphate; G6P: glucose 6-phosphate;
GAP: glyceraldehyde 3-phosphate; GO6P: 6-phosphogluconolactone; NADH/NAD: nicoti-
namide adenine dinucleotide (reduced and oxidized forms); NADPH/NADP: nicotinamide
adenine dinucleotide phosphate (reduced and oxidized forms); PEP: phosphoenolpyru-
vate; 2PG: 2-phosphoglycerate; 3PG: 3-phosphoglycerate; 6PG: 6-phosphogluconate; Pyr:
pyruvate; R5P: ribose 5-phosphate; R5Pex: ribose 5-phosphate moiety incorporated in
nucleotides; Ru5P: ribose 5-phosphate; Sed7P: Sedoheptulose 7-phosphate; Xyl5P: xy-
lulose 5-phosphate; Enzyme names: Eno: enolase (EC: 4.2.1.11); Fba: fructose 1,6
biphosphate aldolase (EC: 4.1.2.13); Fbp: fructose 1,6 biphosphatase (EC: 3.1.3.11);
Gap: glyceraldehyde 3-phosphate dehydrogenase (EC: 1.2.1.12); Gnd: phosphogluconate
dehydrogenase (decarboxylating) (EC: 1.1.1.44); Gpm: phosphoglycerate mutase (EC:
5.4.2.1); Pfk: 6-phosphofructokinase (EC: 2.7.1.4); Pgi: phosphoglucoisomerase (EC:
5.3.1.9); Pgk: phosphoglycerate kinase (EC: 2.7.2.3); Pgl: phosphogluconolactonase (EC:
3.1.1.31); Prs DeoB: 5-phosphoribosyl-1-pyrophosphate synthetase/phosphopentomutase;
yk: pyruvate kinase (EC: 2.7.1.40); Rpe: ribose 5-phosphate epimerase (EC: 5.3.1.6); Rpi:
ribulose-phosphate 3-epimerase (EC: 5.1.3.1); Tal: transaldolase (EC: 2.2.1.2); Tkt1/2/3:
transketolase (EC: 2.2.1.1); TpiA: triosephosphate isomerase (EC: 5.3.1.1); Zwf: glucose
6-phosphate dehydrogenase (EC: 1.1.1.49);
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functions is usually not unique. But selecting an arbitrary independent func-
tions set can lead to wrong flux modes that are not at all elementary. The
following questions arise: Can the right independent functions be found? Is
it helpful to consider a more detailed level of description? Does the num-
ber of elementary flux modes and the set of modes depend on the level of
description?

Enzyme deficiencies

Nucleotide metabolism contains many enzymes with low substrate specificity.
Also here, it is known that many diseases occur as a consequence of enzyme
deficiencies, that is, the insufficient expression of an enzyme. The diseases
mainly have two reasons: The missing or incompletely operating enzyme can
imply the interruption of a synthesis pathway and, thus, to the lack of prod-
uct, or it can lead to the accumulation of an intermediate that is toxic when
present in high concentration or inhibits another essential enzyme. Once the
cause of the disease is identified, it becomes possible to supply the enzyme
that is insufficient (for a good functioning of the organism) in the form of a
drug. Care has to be taken because the enzymes are usually macromolecules.
If they would be orally administered, they are cut to peptides by the enzymes
in the digestive tract. Therefore a way to avoid this route has to be found,
for example, injection into the blood [HM00]. Another cause of the diseases
based on enzyme problems is a mutations series in the DNA sequence that is
responsible for the synthesis of the enzyme in question. Due to these muta-
tions, the enzyme may lose its binding or catalytic properties. Independent
of the cause that produced the defective functioning of the enzyme, the effect
could be disastrous for the patients.

The importance of nucleotide metabolism is well known. Nucleotide
triphosphates are the substrates for RNA and DNA synthesis. This offers
some points for control of cancer [SBS91, DSS+99, FG99, MKK01, CLW02],
viral infections [GJCM95] and parasites [FB02]. The hydrolysis of nucleotide
triphosphates fuels many metabolic reactions. Several nucleotides (GTP,
cAMP, etc.) serve as regulatory molecules. Nucleotides are also components
of many coenzymes, such as coenzyme A, NAD, and FAD.

There are two possibilities to synthesize nucleotides: One is by the de novo
pathways, and the second, by the salvage pathways, which recycle fragments
of the nucleic acids. There are some cells, such as erythrocytes and many
parasitic species such as pathogenic protozoa and Mycoplasma, where only
salvage routes operate, because de novo systems do not exist at all. This
makes the cells vulnerable to pharmaceutical intervention. Also in neurons,
there is a poor de novo synthesis.
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An important enzyme in nucleotide metabolism is HPRT (hypo-xanthine-
guanine phosphoribosyl transferase). Its deficiency leads to gout. A complete
loss of HPRT (HPRT, EC 2.4.2.8) is the cause for the Lesch-Nyhan syn-
drome. In this case, the patients present spasticity with pyramidal tract
signs, compulsive self-mutilation, choreoathetosis and developmental retar-
dation [JF00].

The occurrence of diseases based on enzyme deficiencies will be explained
with the help of the concept of elementary flux modes in Chapter 3. We will
tackle questions such as: why are some enzymes defects lethal while others
cause only less dangerous diseases? Are there several enzymes whose defi-
ciencies could lead to the same disease? Can enzyme deficiency diseases be
cured?! In which measure pathway analysis can help in the case of prolifera-
tive and immunodeficiency diseases? Can the diseases caused by viruses and
parasites be compared with enzyme deficiency diseases? Is this comparison
of any help?

The effect of enzyme deficiencies have been studied by mathematical mod-
elling earlier, notably for the energy and redox metabolism in erythrocytes
[SJH89, SH95a]. In those studies, kinetic modelling rather than pathway
analysis has been used.

Can Petri Net Theory help in modelling metabolic networks?

Specific features of biochemical systems are that most reactions are catal-
ysed by enzymes and that many reactions utilize more than one substrate
(reactant) and/or generate more than one product. Reaction systems that
only involve isomerizations (that is, reactions with one substrate and one
product) can be depicted as graphs and their properties can be studied from
the point of view of graph theory. However, real biochemical networks can-
not be represented as graphs due to bi- or multimolecular reactions. These
cases would require that arcs linking three or more nodes exist. One, quite
complicated, approach to coping with this situation is to consider the groups
of substances on each side of reaction arrows as nodes (so-called complexes)
[HJ72, Cla80].

A simpler solution is offered by Petri net theory [Rei85, Sta90]. Two kinds
of nodes are considered: places and transitions. The nodes and arcs between
them represent the static structure, while some more elements/components
such as tokens indicating time-dependent weights of places are used to de-
scribe the dynamics. Beside place/transition nets, also condition/event Petri
nets have been proposed in the literature. Which approach is proper to model
biochemical systems?

Petri nets can be employed for the graphical description of processes.
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They allow us to understand more intuitively the temporal evolution of sys-
tems by considering flows of tokens through the nets. They offer also an
appropriate formalism for the analysis of biochemical networks, as has been
pointed out earlier by several authors [Hof94, LGMA75, HKS00, KSYA00,
HKV01, GKV01, Pal00, OBJO&D01], while the above-mentioned modelling
approaches [HS96, LB87, TWvDW98, FW00, JTA+00, SHWF02, SKW+02]
are independent of Petri net theory. Are the models based on Petri nets
totally new, or can one find the same concepts in other clothes ? Do the con-
cepts of Petri nets theory, which have not yet a correspondence in traditional
metabolic network analysis, have however a meaning from the point of view
of living processes?

Comparison between metabolic and signalling networks

During biological evolution, living cells have developed mechanisms for adap-
tation to environmental changes. In recording these variations, membrane
receptors play an important role. They are sensitive to the presence of
some chemical compounds (Ca2+, Mg2+ ions, hormones, regulatory pro-
teins, etc.) and also to variation of temperature, pressure, vibration and
so on. The information about what is happening outside of the cell is sent
inside as a signal and propagated in the cell via complex signalling cas-
cades and networks. The modelling of such networks is a growing field
[TTK95, BI99, HNR02, KKB+02, SPA+02, WSL03]. An external impulse
triggers a chain of events inside. This means that different cellular substances
are set in motion and interact with each other. They form complexes, acti-
vate other metabolites or complexes, catalyse important reactions, or inhibit
others so as to prepare a proper response to the change in the cell’s envi-
ronment. These phenomena are depicted in very suggestive signalling maps.
But these maps usually get very complicated when the number of the agents
involved increases. Sometimes, the substances are in both activated and in-
activated forms and also the supposed intermediary steps (e.g. transport
across a membrane) for achieving the contact with the next substance are
shown. We shall simplify the description as much as possible, considering
only one representation for each substrate in a cell compartment. When a
substrate X has to cross a membrane between two compartments A and B,
we shall represent it by a reaction between two different substrates (XA and
XB), as is usually done in biochemical modelling. The interactions carrying
the signals are represented by arrows.

The substances are classified into initial factors, intermediaries and tar-
gets. Initial factors are those substances that initiate the signal. They could
be regulatory proteins, ions, hormones or the like. Temperature or mechan-
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ical vibrations can be also considered as factors. It is only a matter of no-
tation. The endpoints of the system under consideration are called targets.
They can also reside in the nucleus (genes, for example). The intermediaries
are the substances in between. The distinction between initial factors, tar-
gets and intermediaries depends on the definition of the model. When the
system is extended, almost each factor or target may become an intermedi-
ary, while on reducing the system some intermediaries could become targets
or initial factors.

Signalling mechanisms were developed during evolution as an adaptation
machinery to environmental changes. Due to the huge number of proteins
involved in these cascades, this machinery is very complex. Approximately
half of the 25 largest protein families encoded by the human genome deal
primarily with information processing [BTS02]. Due to their large polarity
and dimensions, most signal molecules are not able to diffuse through the cell
membrane. Therefore, the signals are transmitted to other molecules inside
the cell, such as cAMP, Ca2+, inositol-trisphosphate (IP3), and diacylglyc-
erol (DAG). These bind to proteins that may interact with DNA and alter
the gene-expression pattern. Gene expression is a complex phenomenon, in
which many regulatory proteins are involved. Once the signal penetrates the
cell membrane, is amplified and a response is generated, it has also to be
terminated. Without termination, cells would lose their responsiveness to
new signals, or, even worse, an uncontrolled growth will lead to cancer.

There are important differences between signalling networks and metabolic
networks. While the latter are characterized by a conversion of substrates
into products and, hence, by mass flow, signals are usually transferred with-
out a mass flow from the starting point to the target. For the activation and
inhibition effects in signalling networks, no mass balance condition need to be
fulfilled. For example, some MAPKK molecule can catalyse the phosphoryla-
tion of several MAPK molecules without being consumed at all. Accordingly,
signalling networks usually enable signal amplification, which is, in a sense,
incompatible with mass conservation. At a molecular level, there are conver-
sions going on, for example, phosphorylations. However, in enzyme cascades,
the phosphate moiety is not channelled along the entire signalling route (cf.
[HNR02]. (In the phosphotransferase system, though, the phosphate moiety
is channelled, cf. [PL85]) Therefore, we cannot usually consider a signal as
a continuous reaction flux. Moreover, the temporal aspect plays a greater
role in signalling networks than in metabolic networks, which often subsist
in steady states. As for signalling networks, two cases can be distinguished.
There can be a switch from one steady state to another or the systems are in-
herently dynamic. In the former case, methods of metabolic control analysis
can be used to quantify the amplification of signals [KHWB97, SFD00]. Ex-
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amples are provided by long-acting hormones such as the thyroid hormone.
In the dynamic case, which is much more difficult to describe in quantitative
terms, time-dependent signals, for example, short pulses are propagated.
Examples are provided by hormones with short periods of action such as
adrenaline. Interestingly, also mixed forms exist. For example, a perma-
nently elevated level of a hormone such as phenylephrine (switch to another
steady state) may cause the onset of oscillations in the intracellular Ca2+

level in hepatocytes (cf. [Gol96]).
The connections between substances have several types. First, the inter-

action can be a binding process. For example, in the B cell antigen-receptor
signalling cascade, the factors Grb2, Sos, and Vav and the enzyme PLCγ
bind to form a complex [Cam99]. Such processes can be described in the
same way as biochemical reactions. Another type of interaction is the co-
valent modification of a substance, the regulatory or catalytic properties of
which are thus changed. The best known modification is phosphorylation,
for example, by MAP kinase. Moreover, methylation, acetylation, adeny-
lylation, uridylylation and other covalent modifications occur. Depending
on whether the modified form of the substance is more active or less active
than the unmodified form, one speaks of activation or inhibition, respectively.
Unfortunately, it often happens in signalling networks that we know that a
metabolite can affect another metabolite, but whether it has a positive or a
negative effect is still unknown. In this case, we will simply call it “effect”.

Activations, inhibitions, effects or biochemical reactions are gathered to-
gether in large, complex networks. Although activations and inhibitions are,
at a molecular level, also reactions, for example, phosphorylations mediated
by kinases, they are often represented in a simpler way, using Boolean al-
gebra and handling changes in the “logical state” of proteins: inactive or
active. But it is not always possible to represent a reaction as an effect, for
example, a dimerisation. Two molecules of the same metabolite may have to
bind to each other to activate another substance. Therefore, signalling maps
may consist only of reactions, if a biochemical representation at a detailed
level is adopted, or they can mix effects and reactions.

Decomposition of signalling networks into functional units

To better understand a large, intricate signalling map, it is helpful to de-
compose it into simpler parts. Analogously, metabolic networks are often
decomposed into simple functional units. Widely used definitions of such
units are that of elementary flux modes [SH94, SFD00] and the similar con-
cept of extreme pathways [SLP00]. These approaches are not immediately
applicable for the decomposition of signalling networks because of the above-
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mentioned differences between signalling and metabolic networks. Neverthe-
less, we here suggest that an analogous and specifically adapted approach
is valuable for modelling signalling networks. The basic idea is to detect
all non-decomposable routes through the network. We can say that a sig-
nalling route is only balanced if at each intermediary, there is one incoming
effect and one outgoing effect, quite similarly as it is in elementary modes in
biochemical networks.

From the point of view of signal transduction, the functional units that
we look for are striking. We would like to know which initial factor(s) can
bring about changes in (a) given target(s). Hence, we will search all the
routes ending at a given target. Due to the usually high degree of branching,
it is possible that not only one factor is acting on our target, but a set of
factors. It can occur that a subset of initial factors are working together
in all the routes obtained. Another result could be that several targets are,
always or only through some routes, hit in parallel. One could be interested
in discovering those targets that are influenced by changing a given initial
factor. Consequently, we will also identify the routes starting with a given
factor. We are also interested in detecting parallel routes that start at the
same initial factor and end at the same target. Such redundant routes are
important for network robustness. In metabolic networks, robustness due to
network redundancy has been a subject of intense studies [JTA+00, SKB+02].

Our aim is to deduce as much information as possible from the structure of
the network under consideration. Kinetic parameters are not to be included,
because they are not or only incompletely known for most signalling networks.

1.2 Motivation, aims and organization

This thesis aims to give answers to the questions that have been raised in
the previous sections. For a given a system, already from its structure one
can derive important properties. Importantly, all these topological features
that we study are invariants. The term ,,topology“ is here used in the sense
of ,,structure of a reaction network”, that is, in which way substances are
connected with each other by reactions. Considering also some parameters, as
the kinetics in the dynamical modelling or the initial markings in the Petri
nets representation, the model comes alive. We focus on the topological
properties because they are much better known than kinetic parameters and
because they are still not completely exploited.

Regarding metabolic systems, for which a decomposition tool already
exists, it is important to show that this instrument is invariant to the level
of description. Calculating the elementary flux modes for big models could
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need many resources in terms of time and memory. Considering a more
detailed description of a given system enlarges, in facts, the input data, so
the requirements of time and memory. Therefore, it is valuable to ignore the
enzymatic mechanism without impairing the result. A problem still remains.
Since the choice of these independent functions is usually not unique and
selecting an arbitrary independent functions set can lead to wrong flux modes,
that are not at all elementary, how can this be avoided? In the next chapter
(2), an answer will be given and it will be supported with an algorithm.
Here, the half-reactions will play an essential role. Since for finding the
independent functions fewer resources are needed, although it is necessary
to take into account the enzymatic mechanism, it is not so expensive any
more. The example, taken from the nucleotide metabolism will illustrate the
analysis.

The concept of elementary flux modes can help to clarify the cause of
dangerous diseases. Essential enzymes can be recognized and, if they work
deficiently, they or their activators can be supplied with drugs, in an appro-
priated way. Possible alternative routes for a given function can be discovered
and then activated by drugs, or artificial alternative routes can be built, using
over-expressing methods of biotechnology, so that diseases based on enzymes
deficiency can be alleviated. The severity degree of some enzymes defects can
be predicted and its occurrence - avoided. The third chapter (3) will illus-
trate these findings on nucleotide metabolism. As this part of the metabolism
is normally responsible for proliferative and immunodeficiency diseases, and
also exploited by viruses and parasites as well, we highlight the similarities
and the differences between these three cases and how they are reflected into
cure strategies. Although the diseases related with this metabolism part are
already almost known, matching results obtained by two different methods
(experimental and theoretical) represents a step forward. They should be
applied also on unexamined systems.

An alternative way of modelling, which can partially overlap with the
traditional one, but which can also bring new aspects is brought under a
magnifying-glass in the forth chapter (4). Applied only to metabolic sys-
tems, our analysis is done on place/transition Petri nets. Later on, when the
signalling networks will enter the scene, we shall deal with condition/event
coloured Petri nets [Jen98]. In the forth chapter (4), we shall show the
correspondence between concepts in both, Petri nets theory and traditional
metabolic network analysis. Some examples will help the reader see the
similarities and to exploit them. We shall focus on the topological analysis
of biochemical networks by using Petri nets rather than on the analysis of
the dynamic behaviour. In particular, we shall deal with various invariants
and other features in these nets such as dedlockfreeness and liveness and re-
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veal their biochemical meaning. Moreover, we shall discuss the appropriate
treatment of source and sink metabolites.

Coloured Petri nets approach can be also useful to design signalling net-
works. The similarities and differences between metabolic and signalling
networks will be pointed out and a proper framework to decompose them
into functional units will be built. Depending on the complexity degree of
the networks, two models will be presented. One corresponds to signalling
networks containing only monomolecular reactions and effects. This model
is based on classical graphs and allows presence of both activations and inhi-
bitions as effects. Thus, applying the algorithm that we proposes, all route
starting in a given initial factor and leading to each possible reachable target
will be detected and their total effect will can be evaluated. The second
model handles with more complex networks consisting of multipart activa-
tions and multimolecular reactions. Using a backtracking-based algorithm,
the simple routes between special sets of initial factors and targets, routes
that are not any more sequences, will be detected. An example from B cell
antigen receptor signalling pathway illustrates the idea.





Chapter 2

Treatment of multifunctional
enzymes

2.1 Introduction

Due to their capacity to catalyse biochemical reactions, the enzymes are im-
portant actors in metabolic world. Most of them are very specific, being able
to recognize and accept the mediating of only those substrates involved in
one single reaction. But other many enzymes have active sites characterized
by a low specificity. Thus, they are able to facilitate several reactions.

Such multifunctional enzymes are known to be of huge importance, being
often responsible for vital processes in organism, their deficiencies frequently
leading to severe diseases. Let us view several multifunctional enzymes act-
ing in human sugar metabolism: Transketolase is an essential enzyme in the
pentose phosphate pathway (PPP) [MH99]. It is involved in the synthesis of
ribose-5-phosphate as a precursor of nucleotides and erythrose-4-phosphate
as a precursor of aromatic amino acids. Transketolase has been analysed
in detail in cancer research. It is supposed that the growth of tumour cells
with their highly active nucleotide synthesis could be reduced by inhibition
of this enzyme [CCV+00]. Tkt is extremely abundant in human white blood
cells. A loss of its activity occurs in several diseases (e.g. chronic lymphatic
leukaemia); Tkt is also present in high levels in mammalian cornea. NADPH
produced by the PPP has a role in the removal of light-generated radicals
[UUY+00]. Another multifunctional enzyme is transaldolase. It is involved
in the synthesis of sugars, sugar analogues and related compounds. Like Tkt,
it has a key role in the conversion of R5P into glycolytic intermediates. A Tal
deficiency could produce liver cirrhosis and persistent hepatosplenomegaly;
there is also a hypothesis saying that HIV-induced apoptosis could be reg-
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ulated by Tal [VHR+01]. Many diseases are associated with an increased
presence of aldolase, such as muscular dystrophy, acute hepatitis and other
liver diseases, myocardial infarction and prostate cancer [RKL+87].

Tkt, Tal and Ald are reversible enzymes, being able to act both forward
and backwards, depending on the substrates availability. Most of the time,
the reactions directionality complicates the model. Therefore, let us first
consider the case where all multifunctional enzymes involve only irreversible
steps.

2.2 The case where all multifunctional en-

zymes involve only irreversible steps

For uridine kinase, the reaction with the highest activity is

Urk1: ATP + uridine = ADP + UMP.

In the following, we list all reactions phosphorylating uridine that have
more than about 50% of the activity of this reaction as well as all reactions
phosphorylating cytidine that have more than about 50% of the activity of
the reaction

Urk2: ATP + cytidine = ADP + CMP,

(which, in turn, has 35.6 % of the activity of Urk1) (see database BRENDA,
http://www.brenda.uni-koeln.de/).

Urk3: dATP + uridine = dADP + UMP,
Urk4: dATP + cytidine = dADP + CMP,
Urk5: dUTP + uridine = dUDP + UMP,
Urk6: dUTP + cytidine = dUDP + CMP,
Urk7: dCTP + uridine = dCDP + UMP,
Urk8: dCTP + cytidine = dCDP + CMP.

In every cell containing a given multifunctional enzyme, all its different
functions are performed simultaneously, but to avoid redundancy, we will
consider only independent functions. The other ones can be expressed as
linear combinations of these. For example, Urk4 = -Urk1 + Urk2 + Urk3.
The number of linearly independent reactions is given by the rank of the sto-
ichiometry matrix [Alb94, HS96]. This can be calculated either by standard
tools from linear algebra or by determining the number of metabolites minus

http://www.brenda.uni-koeln.de/
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the number of independent conservation relations. We here apply the sec-
ond method. There are twelve metabolites involved in uridine kinase: ATP,
dATP, ADP, dADP, UMP, CMP, dUTP, dUDP, dCTP, dCDP, uridine, cyti-
dine, and seven conservation relations, notably for the moieties ADP, dADP,
dUDP, dCTP, uridine, cytidine, and phosphate. Thus, the number of inde-
pendent reactions is five (12 - 7 = 5). As in any vector space, the choice of
basis vectors is not unique. Here, one could choose, for example, the follow-
ing five reactions: Urk1, Urk2, Urk3, Urk5, Urk7. Two of these are shown
in Fig. 2.1.

Figure 2.1: Uridine kinase system. Enzymes: APT , adenine phosphoribosyltrans-
ferase (EC 2.4.2.7); Cdd , cytidine deaminase (EC 3.5.4.5); KAD , adenylate kinase (EC
2.7.4.3); Kcy1 , cytidylate kinase (EC 2.7.4.14); KPR, ribose-phosphate pyrophospho-
kinase (EC 2.7.6.1); UPP , uracil phosphoribosyltransferase (EC 2.4.2.9); Urk , uridine
kinase (EC 2.7.1.48). Metabolite names: ADP, adenosine diphosphate; AMP, adenosine
monophosphate; ATP, adenosine triphosphate; CDP, cytidine diphosphate; CMP, cyti-
dine monophosphate; Cyt, cytidine; NH3, ammonia; Ppi, diphosphate; PRPP, phospho-
ribosylpyrophosphate; R5P, ribose-5-phosphate; UDP, uridine diphosphate; UMP, uridine
monophosphate. The arrow with double arrow-head corresponds to the production of two
molecules of metabolite.
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As mentioned in Chapter 1, multifunctional enzymes can be described
in two different ways. The formulation of a reaction in terms of elemen-
tary steps (half-reactions) depends on the reaction mechanism. For exam-
ple, a bifunctional reaction, A + B → C + D and F + B → G + D, can
proceed according to the different mechanisms shown in Fig 2.1. There
are opposing views in the literature about the mechanism of uridine ki-
nase [LA75, LGMA75, Ore68, PCT85, see also database BRENDA]. Let us
first assume that it operates according to an ordered sequential mechanism
[LGMA75, PCT85]. Clearly the phosphate donor binds first. For symmetry
reasons, this implies that (d)NDP is released last (with N standing for A, U,
or C). Then, the half-reactions read:

ATP + Urk = Urk-ATP (i.e. the enzyme-substrate complex)
Urk-ATP + uridine = Urk-ADP + UMP
Urk-ATP + cytidine = Urk-ADP + CMP
Urk-ADP = Urk + ADP
dNTP + Urk = Urk-dNTP
Urk-dNTP + uridine = Urk-dNDP + UMP
Urk-dNTP + cytidine = Urk-dNDP + CMP
Urk-dNDP= Urk + dNDP.

More rigorously, one should write the formation and decay of ternary
complexes such as Urk-ATP-uridine. However, for establishing the input to
METATOOL, it is not necessary to write all elementary steps. Consecutive
steps without branching in between can be lumped into one step because
any elementary mode containing one of these steps will also include the other
[PSVNn+99]. For example, in the ordered ping-pong mechanism indicated in
Fig. 2.2(a), we can lump the first two steps (E + B → EB, EB → D + EP)
into E + B → D + EP and the last two steps A + EP → EC, EC → C + E
into A + EP → C + E, respectively F + EP → EG, EG → E + G into
F + EP → E + G.

If the enzymatic mechanism of uridine kinase is ordered ping-pong [Ore68],
the half-reactions read:

ATP + Urk = Urk-P + ADP dCTP + Urk = Urk-P + dCDP
dATP + Urk = Urk-P + dADP Urk-P + uridine = UMP + Urk
dUTP + Urk = Urk-P + dUDP Urk-P + cytidine = CMP + Urk.

We consider a system made up of uridine kinase and several other reac-
tions of nucleotide metabolism (Fig. 2.1). Here, the number of elementary
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modes does not depend on the level of description nor on the enzyme mech-
anism. In each case, there are four elementary flux modes, which in terms
of overall reactions read: {Kcy2, Urk2}; {Kcy1, Cdd, Urk1}; {UPP, Kcy1,
KAD, KPR}; {(2 UPP), (2 Kcy1), KPR, APT}. All of them are irreversible.
Moreover, the convex basis here coincides with the set of elementary modes.

2.3 The case where some multifunctional en-

zymes involve reversible steps

A linear dependence among the various reactions of a multifunctional enzyme
only occurs if these reactions share partly the same substances. For exam-
ple, an enzyme catalysing the reversible reactions A ↔ B and A ↔ C will
also catalyse the reaction B ↔ C. In contrast, there is no linear dependence
for an enzyme catalysing the reactions A ↔ B, C ↔ D. The term “bifunc-
tional enzyme” should be used for an enzyme with two linearly independent
functions.

A prominent example of a reversible multifunctional enzyme is transke-
tolase (EC 2.2.1.1). It is a homodimer, but each monomer can be studied
separately without restricting the analysis. Each of its monomers can catal-
yse the reactions [Str95] Tkt1: ribose-5P + xylulose-5P = sedoheptulose-
7P + glyceraldehyde-P, Tkt2: erythrose-4P + xylulose-5P = fructose-6P
+ glyceraldehyde-P (where P stands for phosphate). Interestingly, a lin-
ear combination can be written: Tkt3: erythrose-4P + sedoheptulose-7P
= ribose-5P + fructose-6P (-Tkt1, Tkt2), which is also a bimolecular reac-
tion. Usually, in the literature, only Tkt1 and Tkt2 are mentioned [SHL+83,
Str95, YO80]. However, one can likewise indicate, for example, Tkt1 and
Tkt3 as independent functions of transketolase. It is important to realize
that the choice of independent functions is, up to now, somehow arbitrary.
Accordingly, one cannot assign net fluxes to all the different functions of a
multifunctional enzyme on the basis of the knowledge of the production or
consumption rates of the metabolites converted by this enzyme.

Moreover, it was hypothesized that transketolase can also act on octulose-
8-phosphate (O8P) [NnSVPI+97, WAL87]. This would imply the following
additional reactions:

Tkt4: O8P + GAP = F6P + X5P .
Tkt5: 2 F6P = E4P + O8P .
Tkt6: S7P + F6P = R5P + O8P .

However, the latter two reactions are not independent of the others; they can



22 CHAPTER 2. TREATMENT OF MULTIFUNCTIONAL ENZYMES

(a) (b)

(c)

(d) (e)

(f) (g)

(h)

Figure 2.2: Different reaction mechanisms for the bifunctional reaction A + B
→ C + D and F + B → G + D. (a) Ordered ping-pong with low specificity in
the lower part. (b) Ordered ping-pong with low specificity in the upper part. (c)
Random ping-pong. (d)-(g) Ordered sequential with low specificity in various
steps. (h) Random sequential.
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be written as Tkt5 = (-Tkt2, -Tkt4); Tkt6 = (-Tkt1, -Tkt4). We consider
reactions Tkt1, Tkt2 and Tkt4 as a basis for the others.

As the transketolase reaction follows the ordered ping-pong mechanism
[FGS+01], it can be described as:

R1 : C5 + TK = C3 + TKC2 . R3 : C7 + TK = C5 + TKC2 .
R2 : C6 + TK = C4 + TKC2 . R4 : C8 + TK = C6 + TKC2 .

We used the following notation referring to the number of carbon atoms:

GAP =: C3, E4P =: C4,
X5P or R5P =: C5, F6P =: C6,
S7P =:C7, O8P =: C8

because the main feature of the transketolase functions is to carry two
atoms of carbon (the so-called glycolaldehyde residue) from one reactant
to another. TKC2 stands for the enzyme-substrate complex consisting of
transketolase and a C2-unit.

We start with studying a reaction system which is very similar to the
system investigated in [NnSVPI+97]. It involves sugars with three to eight
carbons. Not only transketolase but also transaldolase (with two indepen-
dent functions) and aldolase (with three independent functions) are here
considered multifunctional. This system was proposed to be relevant for
erythrocyte and liver metabolism [WAL87].

Using the abridged notation introduced above, the system can be written
as follows:

Functions of transketolase: as given above.

Functions of transaldolase: Functions of aldolase:
Tal1: C4 + C6 = C3 + C7 Ald1: C6 = 2C3
Tal2: C4 + C8 = C7 + C5 Ald2: C7 = C3 + C4
Tal3: C8 + C3 = C6 + C5 Ald3: C8 = C3 + C5
(Tal3=Tal2 - Tal1)

The system under study also has some more reactions:

OPPP : C6 + 2 NADP = C5 + CO2 + 2 NADPH
(lumped reaction sequence of oxidative PPP)
RCon : C5 = C5ex (ribose consumption)
Glucim : C6ex = C6 (glucose import)
PyrCon : C3 = C3ex (pyruvate consumption).



24 CHAPTER 2. TREATMENT OF MULTIFUNCTIONAL ENZYMES

Name Decomposition
C3 C3
C4 C4
C5 C3-C2
C6 C4-C2
C7 C3-C2-C2
C8 C4-C2-C2

Table 2.1: The composition of the metabolites participating in the transketolase
reactions.

Name Decomposition
C3 C3
C4 C4
C5 C5
C6 C3-C3’
C7 C4-C3’
C8 C5-C3’

Table 2.2: The composition of the metabolites participating in the transaldolase
and aldolase reactions.

When considering only linearly independent reactions (e.g. only Tal1 and
Tal2, but not Tal3), the numbers of elementary flux modes and basis vectors
are, using METATOOL, computed to be 37 and 6. If also linearly dependent
reactions were included, we would obtain elementary modes representing
reaction cycles. For example, when including not only Tkt1 and Tkt2 but
also Tkt4: C4 + C7 = C5 + C6, we obtain 86 elementary modes. One of
these is {-Tkt1, Tkt2, Tkt4} which does not perform any net transformation
of substances. Moreover, there are several modes which differ from other
modes just by a replacement of {-Tkt1, Tkt2} by {Tkt4}. To avoid irrelevant
cyclic modes, it is appropriate to consider only linearly independent functions
of multifunctional enzymes.

As mentioned in the in the previous section, to determine a set of linearly
independent reactions, one can use standard methods from linear algebra or,
alternatively, one can calculate them in a less abstract way. This will be
illustrated here for the system under study. The reaction subsystem made
up of the six functions of transketolase involves six metabolites and three
conservation relations, namely for C2, C3 and C4. Note that C5, C6, C7
and C8 are composed of C3 and C2, C4 and C2, C3 and two C2 moieties,
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and C4 and two C2 moieties, respectively (Table 2.1). Note that always the
moieties of which the metabolite is composed and which are not decomposed
in the system, are conserved. Thus, the number of linearly independent
functions is 6 - 3=3. For transaldolase, four conservation relations exist,
notably for the C3, C4 and C5 moieties which can exist both freely or bound
and the persistent C3 moiety (denoted C3’ in Table 2.2) which can only exist
in the bound state. Thus, the number of linearly independent functions of
transaldolase is 6 - 4=2. Table 2.2 shows the composition of the metabolites
participating in the transaldolase and aldolase reactions.

Transketolase, transaldolase and aldolase operate according to the or-
dered ping-pong mechanism (database BRENDA,

http://www.brenda.uni-koeln.de/).

Thus, the reaction system reads, in terms of hemi-reactions,

R1 : C5 + TK = C3 + TKC2 . R5 : C6 + TA = C3 + TAC3 .
R2 : C6 + TK = C4 + TKC2 . R6 : C7 + TA = C4 + TAC3 .
R3 : C7 + TK = C5 + TKC2 . R7 : C8 + TA = C5 + TAC3 .
R4 : C8 + TK = C6 + TKC2 . R8 : C6 = 2 C3 .

R9 : C7 = C3 + C4 .
R10 : C8 = C3 + C5 .
OPPP : C6 + 2 NADP = C5 + CO2 + 2 NADPH .
RCon : C5 = C5ex .
Glucim : C6ex = C6 .
PyrCon : C3 = C3ex .

Now, we have more reaction steps than in the overall description. The
number of elementary flux modes seams to change to be 65, while the number
of basis vectors remains the same (6). Thus, the question occurs whether all
these 65 flux modes are really elementary. So, do the elementary flux modes
depend on the description of the system? To answer these questions, we first
consider a simple example.

2.4 A simple hypothetical example

We will now consider the simple hypothetical system shown in Fig. 2.3(a).
Reaction 2 is depicted in terms of hemi-reactions. Half-reaction b is re-
versible, while a and c are irreversible. Applying the algorithm for computing
elementary modes [SFD00, SHWF02] formally to the hemi-reactions system,
the following modes are obtained:

http://www.brenda.uni-koeln.de/
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(a) (b)

(c) (d)

Figure 2.3: Simple reaction schemes illustrating elementary modes and convex
basis on different levels of description. (a) The multifunctional enzyme is repre-
sented by half-reactions ( labelled by a, b, and c). Arrows with single (double)
arrow-heads refer to irreversible (reversible) reactions. The forward orientation
of reversible reactions is symbolized by full arrow-heads. Elementary flux modes
are depicted by dashed arrows. (b) The same system as in (A) in terms of overall
reactions. (c) Half-reactions system with an additional enzyme, E4. (d) The same
system as in (C) in terms of overall reactions.

{E1, a, -b}, {b, c, E3}, {E1, a, c, E3}.

The last mode fulfils the conditions mentioned in the two definitions given
in the Chapter 1 provided that the components of V correspond to reaction
steps. However, when steps a and c are operative, also step b can be opera-
tive because it belongs to the same enzyme, E2. Therefore, one can write the
third mode as the sum of the first two and, accordingly, it is not elementary.

The corresponding overall-reactions of enzyme E2 could be, for example:

A = a - b, B = b + c .

The third overall reaction, C = a + c, is linearly dependent on A and B.
Therefore, it should not be included on computation of pathways because,
otherwise, the meaningless elementary mode {A, B, -C} would occur.
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The translation of the above-mentioned modes from the hemi-reactions
system in terms of overall-reactions is (Fig. 2.3(b)):

{E1, A}, {B, E3}, {E1, A + B, E3}.

Now it can clearly be seen that the last one is, according to the definition
of elementary flux modes, not elementary, because it is the sum of two modes
involving fewer reactions. In the light of the verbal definition of elementary
modes given in the Introduction, one may wish to write the modes in terms
of enzymes rather than reactions: {E1,E2}, {E2,E3}, {E1, E2,E3}. However,
the last of these is still non-elementary because it involves the former two as
subsets.

We will now consider the convex basis for this example system. In the
half-reactions description, the basis vectors are {E1, a, -b} and {b, c, E3}.
The mode {E1, a, c, E3} is not a basis vector because it is the sum of these
two pathways. For the given directionality of reactions, the basis vectors
are unique. However, if, for example, reactions a and E1 were reversible,
uniqueness would be lost. We could then choose {E1, a, -b}, {-E1,-a, b} and
{b, c, E3}, or we could choose {E1, a, -b}, {-E1, -a, b} and {E1, a, c, E3}.
In the overall description, if reaction a is irreversible, the convex basis reads
{E1, A}, {B, E3}. If reaction a is reversible, we can take {E1, A}, {-E1, -A},
{B, E3} or {E1, A}, {-E1, -A}, {C, E3}. Thus, in both cases, the number
of basis vectors is independent of the level of description. Moreover, for the
overall reactions system, the convex basis can be obtained by translating the
convex basis of the hemi-reactions system.

As mentioned above, the choice of linearly independent functions of a
multifunctional enzyme is not a priori unique. In the example under study,
if a were reversible, we could take functions A and C instead of A and B.
Formal application of the algorithm then yields the “elementary modes” {E1,
A}, {-A, C, E3}, {E1, C, E3}. This result is not, however, correct because
the third mode is not really elementary. It appears that this choice of linearly
independent functions is not suitable. Instead, one should take the functions
A and B. Importantly, the choice of these is derived from the convex basis,
{E1, a, -b} and {b, c, E3} (with step a being irreversible). The convex basis
and, thus, the choice of linearly independent functions are imposed on the
multifunctional enzyme by the other enzymes in the system.

The above reasoning leads us to establishing a method for identifying the
appropriate linearly independent functions.

1. Determine the convex basis in the half-reactions system.
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2. See which combinations of half-reactions of the multifunctional enzyme
occur and translate these into overall reactions.

3. Compute the elementary modes in the overall reactions system.

In this way, the elementary modes are uniquely defined and do not depend
on the level of description. We recall that, on the half-reactions level, the
definition of elementary modes should be applied in terms of enzymes rather
than of half-reactions.

We now apply the above method to a network describing glycolysis and
the pentose phosphate pathway (see [SFD00] for the reaction equations) in
which transketolase is described by half-reactions. This gives a convex basis
that involves six basis vectors, three of which do not contain transketolase at
all, while the others contain 2R1 + R2 + R3. This can be simply translated
into Tkt1 + Tkt2. A translation involving Tkt3 would be more complicated,
for example, 2 Tkt2 + Tkt3. Thus, the two functions usually given in the
literature are in accordance with the above method.

It is interesting to consider the system depicted in Fig. 2.3(c), which
extends the system shown in Fig. 2.3(a) in that the substance converted by
the reversible hemi-reaction b is also converted by an additional enzyme, E4.
For this system the elementary modes in terms of half-reactions read {E1,
a, -b, E4}, {E4, b, c, E3}, {E1, a, c, E3}. The last one reads, in terms
of overall reactions, {E1, A + B, E3} (Fig. 2.3(d)). This mode is now
elementary because it does not involve enzyme E4. In this situation, it is
thus unnecessary to apply the above method.

2.5 Interconversion of nucleoside triphosphates

To illustrate the main point of this paper, we consider a biochemical system
involving the enzyme nucleoside diphosphokinase (EC 2.7.4.6). This enzyme
reversibly interconverts various nucleoside triphosphates as well as deoxy-
nucleoside triphosphates and the corresponding diphosphates. For simplic-
ity’s sake, we here consider only the conversion of ATP, GTP, CTP and UTP.
The general reaction equation reads

N1TP + N2DP = N1DP + N2TP (*)

with N1 and N2 denoting some nucleosides. As we here consider four
different nucleosides, there are 16 different reaction equations of the type
(*), of which only six are relevant for symmetry reasons and because N1 and
N2 should be different.
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Figure 2.4: Interconversion of nucleoside triphosphates. Enzymes: NDK ,
nucleoside-diphosphate kinase (EC 2.7.4.6); UDP , UTP-glucose-1-phosphate
uridylyltransferase (EC 2.7.7.9); PGM , phosphoglucomutase (EC 5.4.2.2); KIC ,
choline kinase (EC 2.7.1.32); CTP , choline phosphate cytidylyltransferase (EC
2.7.7.15); CPT , diacylglycerol cholinephosphotransferase (EC 2.7.8.2); IPY , in-
organic pyrophosphatase (EC 3.6.1.1); UGS , glycogen synthase (EC 2.4.1.11);
CYG, guanylate cyclase (EC 4.6.1.2); Kcy , cytidylate kinase (EC 2.7.4.14);
KAD , adenylate kinase (EC 2.7.4.3). Metabolite names other than those in
Fig. 1.1: CDP-Chol, CDP choline; Chol, choline; CholP, cholinephosphate; CTP,
cytidine triphosphate; DAG, 1,2-diacylglycerol; G1P, glucose 1-phosphate; G6P,
glucose 6-phosphate; GDP, guanosine diphosphate; Glyc, glycogen; GMP, guano-
sine monophosphate; GTP, guanosine triphosphate; PChol, phosphatidylcholine;
UDP-Glc, UDP-glucose; UTP, uridine triphosphate.
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Nucleoside diphosphokinase operates according to an ordered ping-pong
mechanism [CCV72, see also database BRENDA]. Therefore, in the formal-
ism of half-reactions, the enzyme reaction can be written as

R1 : ATP + NDK = ADP + NDKP
R2 : GTP + NDK = GDP + NDKP
R3 : UTP + NDK = UDP + NDKP
R4 : CTP + NDK = CDP + NDKP .

Now we consider the reaction system shown in Fig. 2.4, which extends a
network analysed earlier [SPM+02]. For simplicity’s sake, we do not indicate
transport reactions between different organelles. The network includes, in
addition to nucleoside diphosphokinase, several other enzymes of nucleotide
interconversion. One of these, adenylate kinase (KAD), is multifunctional as
well,

KAD1 : ATP + AMP = ADP + ADP
KAD2 : GTP + AMP = GDP + ADP
KAD3 : CTP + AMP = CDP + ADP
KAD4 : UTP + AMP = UDP + ADP .

Its hemi-reactions read:

R5 : ATP + KAD = ADP + KADP
R6 : GTP + KAD = GDP + KADP
R7 : UTP + KAD = UDP + KADP
R8 : CTP + KAD = CDP + KADP
R9 : ADP + KAD = AMP + KADP .

The remaining enzyme reactions are:

UDP : UTP + G1P = UDP-Glc + Ppi
CTP : CTP + CholP = CDP-CholP + Ppi
CPT : CDP-CholP + DAG = CMP + Pchol
KIC : CholP + ADP = Chol + ATP
Kcy : CDP + ADP = CMP + ATP
PGM : G6P = G1P
IPY : PPi = 2 Pi
UGS : UDP-Glc = Glyc + UDP .

For such a large system, the comparison of elementary modes at the two
levels of description is not straightforward. Therefore, we implemented an
algorithm which translates the elementary flux modes of the overall-reactions
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system into elementary flux modes in terms of hemi-reactions and compares
this set with the set of elementary modes computed for the hemi-reactions,
identifying the difference. For writing this program we used Lex (Lexical
Analyser Generator), with host language C. Our program is available upon
request.

According to the method given in Section 3, we first determined the con-
vex basis for the half-reactions system. This involves six vectors. However,
three of these are irrelevant because they represent cyclic flows and perform
no net transformation (e.g. R1, -R2, -R5, R6). The vectors of the con-
vex basis contain the following combinations of hemi-reactions belonging to
the same enzyme: (R1, -R2), (R1, -R3), (R1, -R4), (-R5, R6), (R5, –
R7), (R5, -R8), (R5, -R9). In this way, we define the linearly independent
functions of KAD and NDK:

NDK1 = R1 - R3: ATP + UDP = ADP + UTP
NDK2 = R1 - R2: ATP + GDP = ADP + GTP
NDK3 = R1 - R4: ATP + CDP = ADP + CTP
KAD1 = R5 - R9: ATP + AMP = 2 ADP
KAD5 = R5 -R8: ATP + CDP = ADP + CTP
KAD6 = R5 -R7: ATP + UDP = ADP + UTP
KAD7 = -R5 + R6: ADP + GTP = ATP + GDP .

Out of the six reactions of NDK mentioned above, only three are linearly
independent because we have eight different metabolites and five conserva-
tion relations (for the ADP, GDP, CDP, UDP, and phosphate moieties).
Importantly, we have obtained exactly three independent overall reactions
from the convex basis. The reaction NDK4 :GTP + CDP = GDP + CTP,
for example, is the sum of the reactions NDK3 and (-NDK2). Note that
NDK1, NDK2, and NDK3 are all reversible. As KAD involves one addi-
tional metabolite (AMP) and implies the same number of conserved moieties
(with AMP instead of ADP being a conserved moiety), the number of lin-
early independent functions is four. This is in agreement with the functions
obtained above.
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Table 2.3: List of elementary modes for the reaction scheme of nucleotide
metabolism shown in Fig. 2.4.

No Elementary flux
modes in overall reac-
tion system in terms
of half-reactions

Elementary flux
modes in terms of
overall reaction

Directionality

1 -R5 R9 -KAD1 reversible

2 -R1 R2 -R6 R9 NDK2 KAD2 reversible*

3 -R1 R3 -R7 R9 NDK1 KAD4 reversible*

4 R1 -R3 UDP PGM
IPY UGS

NDK1 UDP PGM
IPY UGS

irreversible

5 -R7 R9 UDP PGM
IPY UGS

-KAD4 UDP PGM
IPY UGS

irreversible

6 R1 -R4 R8 -R9 NDK3 KAD3 reversible*

7 R1 -R4 -Kcy -KIC
CTP IPY CPT

NDK3 -Kcy -KIC
CTP IPY CPT

irreversible

8 -R8 R9 -Kcy -KIC
CTP IPY CPT

-KAD3 -Kcy -KIC
CTP IPY CPT

irreversible

* These modes are cyclic and perform no net transformation. They occur
because several of the functions of NDK and KAD are identical. They
also not elementar, all of them containing the first mode. Therefore,
they should be deleted.

Using these functions, computation of elementary modes by the program
METATOOL gives eight modes (Table 2.3). However, we have to cancel
three of these (modes 2, 3 and 6) because they do not perform any net
transformation. Cyclic modes that cannot operate due to thermodynamic
reasons are not eliminated by METATOOL. To decide whether these modes
can operate, one needs to know whether they are driven by a free-energy
difference between external metabolites, which may have been omitted in the
reaction equations for the sake of simplicity. It now becomes clear that in the
presence of multifunctional enzymes, elementary modes have to be checked
carefully whether they realize a net transformation of external substances.
Otherwise, non-elementary modes would be obtained. For example, modes
2, 3 and 6 in Table 2.3 include mode no. 1 as a subset. Also in the convex
basis, irrelevant cyclic modes have to be cancelled. The number of relevant
basis vectors is three in the overall reactions system and, thus, equal to the
number obtained above for the hemi-reactions system.

This example shows on a larger scale than the hypothetical example dis-
cussed in Section 2.3 how to deal with reversible multifunctional enzymes.
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Here, the reason for a special treatment of such enzymes is, however, dif-
ferent. There are sets of substrates of two multifunctional enzymes which
overlap. KAD and NDK both use ATP, ADP, UTP, UDP, GTP, GDP, CTP
and CDP. Therefore, if we computed the elementary modes for the hemi-
reactions system formally (that is, without considering the enzymes as basic
units), we would obtain, for example, the mode {R2, -R3, R5, -R6, UDP,
PGM, Ppase, UGS}. However, the set of hemi-reactions {R2, -R3, R5, -R6}
performs the same overall transformation as the hemi-reactions R1 and -R3,
so that this mode is equivalent to mode 4 in Table 2.3.





Chapter 3

Studying enzyme deficiencies
by metabolic pathway analysis

3.1 Example from nucleotide metabolism

The system that we studied in the last section of Chapter 2 represents only a
small part of the more complex nucleotide metabolism, which contains even
more multifunctional enzymes: adenine phosphoribosyltransferase (APRT,
EC 2.4.2.7), hypoxanthine-guanine phosphoribosyltransferase (HPRT, EC
2.4.2.8), purine-nucleoside phosphorylase (PNPase, EC 2.4.2.1), 5’-nucleotida-
se (AMPase, EC 3.1.3.5), cyclic nucleotide phosphodiesterase (cNPDe, 3.1.4.17),
apyrase (ADPase, EC 3.6.1.5), xanthine dehydrogenase (Xd, EC 1.1.1.204),
xanthine oxidase (XOR, EC 1.1.3.22), etc (see Appendix A). The nucleotide
metabolism has been the subject of intense mathematical modelling [JP89,
HSG+93, SGHS97].

As already said, each function of a multifunctional enzyme has to be ini-
tially treated as a different enzyme. But after the elementary flux modes
are computed, one has to take into account that if one function of an en-
zyme does not work properly, the other functions will suffer from the same
problem. Therefore, all the elementary flux modes containing functions of
an improperly working enzyme, will be affected or even cancelled. Moreover,
having the certitude that treating the multifunctional enzymes at the overall
reaction level does not lead to misinterpretation, we shall see how pathway
analysis can be used in the context of enzyme defects studies.

Let us first consider an overview of the system of interest. The nucleotide
metabolism serves to produce nucleosides (purine derivatives: adenosine,
guanosine and pyrimidine derivatives: cytidine, uridine and thymidine) and
their phosphates (e.g. AMP or CTP), which are called nucleotides, in the

35
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“de novo” pathways. The nucleotides are required to synthesise DNA and
RNA and are also used in the synthesis of NAD+, FAD+, Coenzyme A,
cAMP, cGMP, CDP lipids, ß-alanine, and ß-aminoisobutyric acid [Str95].
The surplus is converted into urea and eliminated. Parts of the bases (A,
G, C, U and T) that are not utilised are recycled by the salvage path-
ways (Fig. 3.1). Usually, taking into account the end-products, one de-
composes the nucleotide metabolism into purine and pyrimidine pathways
(http://www.genome.ad.jp/kegg/).

Figure 3.1: Schematic representation of nucleotide metabolism. R5P stands for
ribose-5-phosphate, Glu – for L-glutamate, Glyc – for glycine. The other abbrevi-
ations have the usual meaning known in biochemistry.

Considering the whole purine metabolism in humans, as it is represented
in KEGG

(http://www.genome.ad.jp/dbget-bin/get pathway?org name=hsa&mapno=00230),

we have found around 2650 elementary flux modes (depending on which
metabolites are considered external). But we think that studying smaller
systems presents the advantage of being able to check the solution both

http://www.genome.ad.jp/kegg/
http://www.genome.ad.jp/dbget-bin/get_pathway?org_name=hsa&mapno=00230
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technically and intuitively. Finding on a theoretical way facts that were
proven also experimentally, we can develop a method to make predictions
for biochemical systems that were not so profoundly studied experimentally.
Therefore, we have restricted the initial system to the one given in Fig 3.2.

Figure 3.2: Central purine metabolism extracted from KEGG. Empty cycles:
internal metabolites, full cycles: external metabolites; grey rectangles: E.C. num-
bers of the enzymes present in humans. Names and detailed reactions are given in
Appendix A. Inset: Schematic representation of the two pararell routes of AMP
degradation.

The external metabolites are depicted in full circles. They are: NAD,
urate*, NADH2, H2O2, NADPH, NH3*, Pi, PPi, ADP*, ATP*, fumarate,
glycine, aspartate, glutamine*, glutamate, pyruvate, PEP, NADP, R5P*,
GTP*, GDP*, XMP*, IMP*, AMP*, GMP*. Only those marked with a star
are depicted in the scheme extracted from KEGG. In the schemes of that
database and in many schemes describing big biochemical systems only one
reactant and one product are depicted for each reaction. Other coreactants,
considered to be unimportant because they exist in sufficient amount, and
the coproducts, which are not further transformed, are ignored. Another
reason for overlooking these substances is to simplify the scheme.
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There are two criteria for choosing the above-mentioned metabolites as
external [SPM+02]. Some of them are boundary metabolites – there are
only reactions consuming them (R5P, L-glutamine, etc) or only reactions
producing them (urate, NH3). Others are branch metabolites (ATP, GTP,
IMP, etc), being used in many reactions, as reactants and also as products.
The importance of such branch metabolites will be pointed out in the next
section.

It must be said that we studied a modified system than that presented
in KEGG. There, many reactions are depicted as reversible, while in the
literature [JP89] we find that they are irreversible. Therefore, in our model,
APRT, HGPRT and KPY proceed in only one direction.

3.2 Pathway analysis of a purine metabolism

model

For this system (see Appendix B), including the enzyme FGAMs (EC 6.3.5.3),
converting 1-5’-phosphoribosyl N-formylglycinamide (FGAR) into 2-formami-
do-N1-5-phospho-D-ribosyl acetamidine (FGAM), we compute 97 elementary
flux modes given in Appendix C, together with their significance. Only one
elementary mode (containing FGAMs) stands for a “de novo” pathway of
purines, because IMP is set as external. This means that each enzyme which
takes part in the elementary flux mode considered above is essential for the
“de novo” pathway to function. The conversion between nucleotides is con-
tained in the 82 elementary flux modes, which represent the salvage pathway.
22 of these elementary flux modes lead also to urate. 14 other elementary
modes play a role only in nucleotides degradation to urate, producing no
additional nucleotides.

In this context, we detected an error in KEGG. In that database, FGAMs
is indicated not to function in humans. However, this would imply that there
is no “de novo” pathway for purines in humans. This contradicts findings of
[BBK+76]. In general, the elementary flux mode concept can be applied to
find some gaps and to fill them based on, at least, some suppositions. They
then need to be proven later on experimentally.

The ”enzyme- or reaction-subsets”for the system under study read as
follows: {PNPase3, APRT}, {PNPase5, AMPase6}, {PNPase7, -AMPase4},
{CNPDe, GUc}, {CNPDe2, ADc}, {AIRs2, ASS}, and {IMPc, AIRc, AIRs,
SACAIRs, GARt, AICARt, amidoPRT, PRPPs, AIRc2, GARs, FAMs}. As
PNPase3, 5 and 6 are three functions of the same enzyme, we can conclude
that PNPase functions with APRT and on the other hand with AMPase.



3.2. PATHWAY ANALYSIS OF A PURINE METABOLISM MODEL 39

Branch-point metabolites Enzymes in which the
branch-point metabolite is involved

Adenosine PNPase, AMPase, ADK, ADA
Xanthine PNPase, Xd, Xd2, XOR, GDA, HPRT2

Hypoxanthine PNPase, Xd2, HPRT2
Inosine PNPase2, AMPase2, ADA
Guanine PNPase7, GDA, HPRT
PRPP AmoidoPRT, PRPPs, APRT, HPRT2,3,4
R1P PNPase2, 3, 5, 7

Table 3.1: Branch-point metabolites and the enzymes that use them.

Therefore, when the enzymes (rather than reactions) are considered as the ba-
sic units, {PNPase}, {APRT}, and {AMPase} are separate enzymes-subsets.
CNPDe and CNPDe2 are two functions of CNPDe. Thus, the two reactions-
subsets containing them and only one additional enzyme each will be dis-
solved into individual subsets {CNPDe}, {Guc} and {ADc}. Again, because
AIRs and AIRs2 are two functions of the same enzyme, from the last two
subsets given at the beginning of this paragraph, AIRs has to be extracted
into individual enzymes-subset. {ASS} and {IMPc, AIRc, SACAIRs, GARt,
AICARt, amidoPRT, PRPPs, AIRc2, GARs, FAMs} form new enzymes-
subsets. Therefore, the genes responsible for synthesis of the enzymes con-
taining in the latter subset should be expressed simultaneously. The enzymes
not belonging to it appear to be synthesised by independently regulated
genes. Of course, enlarging the system new constraints could occur, split-
ting also this subset. Importantly, a defect affects the whole enzyme-subset
simultaneously.

Besides most external metabolites, there are also several internal metabo-
lites involved in more than one in- and one out-going reaction. Interventions
on the concentrations of such branch metabolites could affect several fluxes
in the system. Adenosine participates in 4 reversible reactions, catalysed by
PNPase, AMPase, ADK and ADA. Xanthine is involved in one reversible
reaction, catalysed by PNPase and 5 irreversible, catalysed by Xd, Xd2,
XOR, GDA, and HPRT2. Interestingly, Xd and Xd2 are two functions of
the same enzyme, contributing once to the xanthine synthesis from hypox-
anthine and once to xanthine degradation to urate. Hypoxanthine, inosine,
guanine, PRPP and R1P are also branch-point metabolites and the reactions
in which they take part are given in Table 3.1.

In the treatment against severe diseases as hyperuricemia and gout, the
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Figure 3.3: (a) System illustrating the combinatorial explosion. (b) 6 elementary
flux modes if S is an internal metabolite. (c) 5 elementary flux modes if S is an
external metabolite.

possibility to influence the whole system by the intervention on some branch-
point metabolites was materialized in dietary purine restriction. Certainly
a restriction might have effect only if the difference between the initial and
the final configuration is big enough. Therefore this kind of management
gives results only for those patients which normally ingest large quantities of
purine-rich foods or drinks.

A way to mark that the intervention on a given metabolite is allowed
is to set it as external. Switching an internal metabolite into an external
one, the map of the elementary flux modes is also changed. If the switched
metabolite is a branch-point metabolite (or hub-metabolite as [JTA+00] call
it), often the number of elementary flux modes decreases. This is because
a combinatorial explosion is avoided [SKW+02], a case presented in a small
example in Fig. 3.3. Very interesting are the systems, whose topology allows
recovery of the initial elementary flux modes from the elementary flux modes
of the modified system through combinations methods, such as in the case
of Fig. 3.3. This kind of systems permits a simplification during the study,
but they do not lose information. There are, however, also systems in which
the determination of elementary modes in the entire system by combination
of the modes in the subsystems is difficult.

In the system under study, there is no conservation relation. This fact
is explicable in a system which has as purpose to produce and decompose
nucleotides. Usually in other systems (see Fig. 4.3) where ATP is only an
energy source, ATP + ADP = const.

The ”de novo”pathway is very expensive in comparison with so called
“salvage” one. To produce one IMP, 6 ATP are spent. Therefore, most or-
ganisms rely mainly on the salvage pathways, which are able to convert more
conveniently (with maximal 2 ATP and/or 2 NAD) the existing nucleotides
in required nucleotides. Species not having “de novo” pathways themselves
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have to use properly the “de novo” pathway of the host. This means that
the chosen host has to be able to provide all the essential genetic precursors.

Table 3.2: Hierarchy of enzymes and the diseases that their deficiency caused.*

Enzymes Number** Diseases

PNPase 77 Lymphopenia and ISCD***

AMPase 64 Lymphopenia and ISCD***

PRPPs 64 Hyperuricemia
Xd2 56 Xanthinuria

HPRT 49 Hyperuricemia Lesch-Nyhan syndrome
ADA 41 Lymphopenia and immunodeficiency severe

combined immunodeficiency disease
ADK 29 Contributes to neonatal hepatic steatosis
APRT 25 Crystaluria and the formation of urinary

stones
XOR 20 Xanthinuria
GDA 19 High activity in acute and chronic hepatitis,

cirrhosis of liver and C virus hepatitis
CNPDe 2 Human retinitis pigmentosa
KAD 1 Hemolytic anemia

NTDPase3 1 Thiopurine drugs toxicity
AIRs 1 Psychomotor regression

ATPase 1 Myopathy in human
GARs 1 Hyperuricemia in Down syndrome

* In our model, ADc, AICARt, AIRc, AIRc2, AIRs2, AmidoPRt, AM-
Pda, ASS, FGAMs, GARt, GDPase, GMPr, GMPs, GUc, GUK, IMPc,
IMPd, KPY, NDK3, SACAIRs are involved in one elementary flux
mode. In the literature, we did not find any direct reference to a
specific disease. For several such enzymes, only animal models were
investigated.

** Number of elementary flux modes in which the enzyme is involved
*** Immunodeficiency severe combined disease

Importantly, 65 elementary flux modes use R5P to produce nucleotides.
One of them is “de novo” pathway and the rest are part of the salvage
pathway. Only 20 modes can convert nucleotides without using R5P. Because
R5P is an important product of the pentose phosphate pathway, problems
occurring there propagate also in nucleotide metabolism.

HPRT and/or APRT are part of 64 elementary flux modes. Among the
remaining elementary flux modes, only 5 are able to produce ATP and 4
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of them have as end-product also urate. Obviously, a defect in HPRT and
APRT will have grave consequences; this result is confirmed also by experi-
mentally studies.

In Table 3.2, the hierarchy of most used enzymes is presented together
with the diseases caused by the malfunctioning of some of them. For such
very used enzymes, it is interesting to find out which are their products and
then to search alternatives routes capable to yield these products. One can
manage such a problem fully automatically, going twice through the set of
elementary flux modes. First time, one has to record the elementary flux
modes that do not use the enzyme under study and the end-products of the
modes containing this enzyme. Second time, one has to examine the list of
modes resulted in the first step and find out which of them could provide the
end-products of the modes containing the specified enzyme. Also between
these end-products it is recommendable to set an hierarchy. Unfortunately,
this can not be done automatically. Strictly biochemical knowledge can de-
cide which of these end-products are really needed for the good functioning of
the organism. If a set of modes leading to such a very important end-product
is empty, we can conclude that the enzyme under study is an irreplaceable
enzyme. Defects in this enzyme cause without doubt severe diseases. If the
set of modes is not empty, but is also not so rich, it might be that defects in
expression of this enzyme cause diseases that are not so severe.

In the next section, we shall recall those diseases which were associated ex-
perimentally with the deficiencies of PNPase, PRPPs, HPRT3, ADA, APRT,
and XOR, which are the enzymes with the highest involvement degree.

3.3 Impact of enzymes defects on health

Hyperuricemia (serum urate concentration exceeding 7.0 mg/dl in men and
6.0 mg/dl in women) and gout (urate crystal deposition disease) can be
caused by inborn metabolic errors altering uric acid homeostasis. Three en-
zymes defects lead to hyperuricemia and gout [Bec00]. In glucose-6-phosphata-
se deficiency (glycogen storage disease called also Gierke’s disease) both ex-
cessive uric acid production and impaired uric acid excretion occur. In severe
and partial deficiencies of HPRT (number 5 in our hierarchy) and in super
activity of 5-phosphoribosyl-1-pyrophosphate synthetase (PRPPs – number 2
in our hierarchy), purine and uric acid overproduction favour hyperuricemia
and gout. Super activity of PRPPs can occur due to loss of feedback inhibi-
tion or increased affinity for R5P.

Xanthine oxidoreductase (XOR – number 9 in our hierarchy) catalyses
the oxidation of hypoxanthine to xanthine and then to uric acid. Inherited
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deficiency of this enzyme is very rare and usually asymptomatic or benign
[RSL00]. It causes the precipitation of xanthine in the urinary tract or mus-
cle. This may give rise to urolithiasis and muscle pain. Xanthinuria – the
disease caused by XOR deficiency – is characterized by low uric acid and
elevated xanthine in plasma and urine. The treatment consists in low-purine
diet and high fluid intake.

An almost effective way to suppress excess uric acid production due to,
for example, HPRT deficiency, consists in xanthine oxidase inhibition using
allopuritol. However, this may have severe side-effects caused by xanthine
accumulation. Among the 11 elementary flux modes containing XOR and
not containing HPRT, 3 modes contain also PNPase5, another 3 contain
also GDA and the remaining 5 modes contain Xd2. Each of these enzymes
produces xanthine, which has to be further degraded by XOR to urate. If
XOR is inhibited by allopuritol to avoid urate production and accumulation,
also xanthine synthesis from hypoxanthine will be stopped, but not xanthine
production by one of those above-mentioned enzymes. Since xanthine accu-
mulation leads to xanthinuria, it is clear why the treatment with alloporitol
often has side-effects.

Dietary purine restriction is not effective in the treatment of patients
with normal dietary habits, but it may improve the state of those who nor-
mally ingest large quantities of organ-rich foods (liver, sweetbreads), beer or
distilled spirits.

Lesch-Nyhan syndrome (LNS) is the most severe disorder caused by de-
ficiencies of HPRT (number 5 in our hierarchy). LNS is always accompanied
by hyperuricemia and gout [JF00]. Their damage degrees depend on the
amount of residual enzyme activity. Unfortunately, the treatment with al-
lopuritol is not able to cure the neurobehavioral disorders which attend the
Lesch-Nyhan syndrome. To explain this aspect, an analysis on the processes
going on in the brain has to be done. Certainly, several lesions caused at that
level by HPRT deficiency are permanent. Until now, more than 200 muta-
tions responsible for this disease were characterized. However, this aids only
the development of rapid and convenient methods for diagnosis and prenatal
testing. Effective treatment strategies for neurobehavioral features were not
yet elucidated.

Unlike HPRT, adenine phosphoribosyltransferase (APRT- number 8 in
our hierarchy) is not vital for the overall control of purine metabolism in hu-
mans [STKS00]. Its deficiency results in adenine oxidation to 2,8-dihydroxy-
adenine (2,8-DHA). This process, catalyzed by two enzymes, is not shown in
our scheme because it is not considered part of the nucleotide metabolism.
2,8-DHA is very insoluble and its accumulation in kidney leads to crystaluria
and the formation of urinary stones. Up to now 18 mutations causing APRT
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deficiency were identified. Although a dietary purine restriction showed only
slight results, it was suggested that diet may be an important precipitating
factor in the clinical expression of the defect. This assumption is supported
by the fact that members of the communities that consume adenine-rich diets
present more often the signs of the enzyme deficiency. Allopuritol therapy
was used to control 2,8-DHA formation and a high fluid intake together with
a low-purine/low-adenine diet were recommended.

Adenosine deaminase (ADA - number 6 in our hierarchy) and purine nu-
cleoside phosphorylase (PNPase - number 1 in our hierarchy) have a great
degree of involvement in the system. The diseases caused by deficiencies of
these enzymes confirm the relevance of such an evaluation criterion. ADA and
PNPase deficiencies impair lymphocyte differentiation, viability and func-
tion, resulting in lymphopenia and immunodeficiency [HM00]. Often, these
patients lack both cell-mediated (T cell) and humoral (B cell) immunity,
which lead to severe combined immunodeficiency disease (SCID).

Let us take a more close look in the mechanisms of ADA and PNPase.
The elementary flux mode concept is also here suitable. When PNPase does
not operate, only 21 out of 97 elementary flux modes are possible. One of
these represents the “de novo” synthesis (mode 33 in Appendix C) – as al-
ready said, a very expensive mode - and the others are very simple modes
(modes 1-20 in Appendix C), most of them being irreversible and responsi-
ble for conversion between the few existing nucleotides. Roughly speaking,
a cell lacking PNPase does not dispose of the nucleotides necessary to syn-
thesise the DNA for replication. [HM00] said that the lymphocytes are not
able of differentiation, but we assess that they are also not able to replicate.
Moreover, if the mechanism of cell apoptosis is still functioning, the lym-
phocytes number decreases, leading to lymphopenia. The whole organism is
consequently not any more able to fight against infection agents, resulting
in immunodeficiency. Also the modes producing urate are blocked. We can
consider this fact as a measure to avoid the inopportune lost of nucleotide
when they are, anyway, not sufficiently available. Unfortunately, in the case
of severe PNPase deficiency, no cure is nowadays available.

Our model excludes the whole deoxymetabolism, focusing on, let us call
it so, the central nucleotide metabolism. However, several experimental find-
ings draw our attention also to deoxymetabolism. In the absence of ADA, de-
oxyadenosine is phosphorylated to yield levels of dATP that are 50-fold higher
than normal (http://www.amg.gda.pl/∼essppmm/ppd/ppd pu ada.html).
High concentrations of dATP, especially in lymphocytes inhibit ribonucleotide
reductase, thereby preventing other dNTPs from being produced. The net
effect is to inhibit DNA synthesis. Due to inability to produce enough lym-
phocytes in response to antigenic challenge, SCID occurs. It would be of

http://www.amg.gda.pl/$sim  $essppmm/ppd/ppd{_}pu{_}ada.html
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interest to analyse also the deoxymetabolism considering the elementary flux
modes. It is very likely to reach a theoretical conclusion in agreement with
the experimental observations, but with less effort.

The treatments for ADA deficiency consist in bone marrow transplanta-
tion from human leukocyte antigen identical donor, which gives a complete
or partial immune reconstitution, a T cell-depleted marrow transplantation
from an haploidentical donor, which is less effective and also presents higher
risks, or replacement therapy by intramuscular injection of bovine ADA mod-
ified by attachment of polyethylene glycol (PEG-ADA). This shows that a
deficient enzyme could be also directly supplied. Usually, two risks have to
be avoided. Firstly, if the enzyme is administrated orally, due to its big di-
mensions, it will certainly be cut by the digestive tract enzymes. Secondly, if
it is administered intravenously, it might trigger the immunoresponse, so it
could also be destroyed. It may be argued, however, that the second method
can be successfully applied because, in the case of SCID, the immunoresponse
should be almost null.

Adenylosuccinate lyase (4.3.2.2) deficiency (ADSL – enzyme participating
in the only “de novo” elementary flux mode) is characterized by the appear-
ance of succinylaminoimidazolecarboxamide riboside (SAICAriboside) and
succinyladenoside (S-Ado) – the substrates of ADSL - in cerebrospinal fluid,
urine and, to a much smaller extent, in plasma [VdJ00]. The main prob-
lem is not that the “de novo” pathway is blocked, but the accumulation
of SAICAriboside and S-Ado seems to be toxic. It causes variable degrees
of psychomotor retardation (also muscular wasting), often accompanied by
epileptic seizures and/or autistic features. All 19 mutations identified up
to now seem to lead to structural instability of the enzyme, without mod-
ifications of its kinetic properties. The treatment with oral supplements of
adenine and allopuritol (the latter to avoid conversion of adenine into 2,8-
DHA) showed no improvements. Very likely, the adenine was degraded before
reaching where it was necessary.

In the medical literature, there is no direct reference to a disease caused
by AMPda. Moreover, if in our system the status of IMP is changed from
external to internal and the status of inosine is changed from internal to
external, one can observe three parallel routes producing inosine (Inset of
Fig. 3.2). The first mode contains AMPda and AMPase3, the second - ADK
and ADA, and the third – AMPase and ADA. So inosine can be produced
without using AMPda. It might be that the existence of this parallel route
is enough to prevent a severe disease.
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3.4 Medical approaches against proliferative

and autoimmune diseases in the light of

pathway analysis

A common feature of cancerous cells is that they grow and multiply rapidly.
To avoid this phenomenon, a possibility is to find promptly reacting targets
for chemotherapy in the purine or pyrimidine pathways of these aberrant
cells. Disrupting of one of these pathways, the cell is deprived of the nu-
cleotides necessary for its fast multiplication and this is often effective in
treating proliferative diseases. For example, dihydroorotate dehydrogenase
(DHODH - belonging to the pyrimidine pathway) has been found to be a
target for the treatment of autoimmune diseases as rheumatoid arthritis as
well as a target for immunosuppression during transplantation [FHF+99].

Figure 3.4: Pyrimidine metabolism extracted from KEGG. Cycles: metabolites;
grey rectangles: E.C. numbers of the enzymes present in humans. Names and
detailed reactions are given in Appendix D.

Let us consider the pyrimidine metabolism for humans as it is given in
the database KEGG at
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www.genome.ad.jp/dbget-bin/get pathway?org name=hsa&mapno=00240.

It is also depicted in Fig 3.4. Appendix D presents the names, abbrevia-
tions and E.C. numbers of the enzymes participating in this system and the
reactions that these enzymes catalyse.,

The input file used by Metatool to calculate the convex basis, the enzymes
subsets, the elementary flux modes, and the branch metabolites is given in
Appendix E. PRPP, Gln, Glu, PPi, CO2, H, O2, H2O2, H2O, NH3, β-
alanine, AisoB, ME4HF, DHF, R1P, dR1P, aspartate, dCTP, dTMP, dUMP
and UMP are considered as external metabolites because they are either
sources or sinks. Pi, ATP, ADP, AMP, NADP, NADPH, and NADPH2 are
also treated as external due to their high degree of connectivity. On these
conditions, we obtained 64 elementary flux modes showed in Appendix F.

DHODH is involved in all 5 elementary flux modes that stand for the “de
novo” synthesis of β-alanine. Thus, knocking out DHODH forces the cell to
use only the already existing nucleotides through its salvage pathways. There
are another 30 elementary flux modes producing ß-alanine from dCTP. In
KEGG, there is only one enzyme (MAD2L2 – E.C. number 2.7.7.7) producing
dCTP from DNA. We omitted this enzyme in our system because cancer cells
and lymphocytes need DNA for proliferation and do not, thus, degrade it. For
young cancerous cell, DHODH is essential, because it is necessary to produce
some pyrimidines to be then able to reuse them. But otherwise, from our
analysis it can be deduced that it is not enough to inhibit DHODH. Also
the alternative routes leading to β-alanine have to be interrupted. Because
the number of substitutive routes is already high, one has to find an enzyme
present in all elementary modes or the minimal combination of enzymes the
inhibition of which stop the flux in all these modes. In this case, there are
three enzymes present in all these modes: DPYD1, DPYS1, and UPB1 –
they form also an enzyme subset. Knocking out any of them blocks each
mode producing β-alanine. If, for various reasons it is difficult to provide
drugs for the inhibition of each of them, there are still several interesting
enzymes. Each enzyme from this enzyme subset S = {DHODH, -UMPS1,
-CAD1, CAD3, UMPS2, CAD2} is essential for de novo modes. UP or NM3
are essential for all modes producing β-alanine. UMPK1 is contained in
almost all modes producing β-alanine and those modes that do not use it, use
UMPK2. As UMPK is an enzyme with low specificity, both functions can be
blocked by inhibition. Therefore, inhibiting any of the enzymes belonging to
the subset S or one of the enzymes UP, NMP or UMPK could be worthwhile
for treating proliferative diseases.

[MWY+03] observed that thymidine kinase and thymidylate synthetase
activities correlate positively with the stage and grade of renal cell carci-

http://www.genome.ad.jp/dbget-bin/get_pathway?org_name=hsa&mapno=00240
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noma. They suggested that thymidine kinase activity may be associated
with the malignant potential of renal cell carcinoma and thymidine kinase
and thymidylate synthase inhibitors may be a molecular therapeutic target
for this disease.

The thymine nucleotide precursors for DNA synthesis depend on thymidy-
late synthase (TYMS). After more than 40 years, when TYMS was the pri-
mary target of 5-fluorouracil (5-FU), the search for TYMS inhibitors con-
tinues [DMS99]. The interest is straightened now to structural analogues to
5,10-methylenetetrahydrofolate, the second substrate of TYMS. The major
problem of this class of inhibitors is that TS is not the only enzyme that they
affect.

As in our model, the elementary flux modes in which TYMS acts repre-
sent the only source of AisoB, which is used further in valine, leucine and
isoleucine metabolism. Non-functioning of TYMS leaves indeed the cell with-
out its DNA precursors. Therefore, we can expect that TYMS can be an
effective target in the fight against cancer.

For human cancer, the inhibition of the enzymes of the pyrimidine path-
way seems to be accompanied by toxic side effects [CLW02]. It is difficult
to predict how drugs such as methotrexate (MTX) and 6-mercaptopurine
(6MP), acting on the pyrimidine pathway [MKK01], manipulate the cell,
since they have multiple sites of action. Recently, inhibitors rationally de-
signed from the knowledge of the catalytic mechanism, based upon the X-ray
structure of the target enzyme, can become drugs with only one site of ac-
tion. An example is VX-497, which inhibits IMPDH involved in the purine
pathway. Therefore, this pathway may be a safer target for inhibition.

Biosynthesis of guanine nucleotides has been reported to be upregulated
in tumour cells. Therefore, IMP dehydrogenase (IMPDH) – one of the rate
limiting enzymes in guanine nucleotides synthesis, represents also an inter-
esting target in the purine pathway for cancer chemotherapy. It was exper-
imentally shown that, by blocking the conversion of IMP to XMP, IMPDH
inhibitors lead to depletion of the guanylate (GMP, GDP, GTP and dGTP)
pools. Both nucleoside inhibitors, such as ribavirin and tiazofurin, and non-
nucleoside inhibitors, such as mychophenolic acid, showed antineoplastic, an-
tiviral and immunosuppressive activity [FG99].

Indeed, there is only one elementary flux mode that can transform glu-
tamine to GMP. It depends on XMP. Each other mode producing GMP uses
GTP or GDP as reactant and vice-versa. We can conclude that XMP is
essential for guanylate pools. But looking for alternative elementary flux
modes capable to produce XMP, we found out another 24 elementary flux
modes (given in Appendix F). All of them use R5P and some of them also
need IMP. Importantly, they are very expensive, consuming relatively high
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amounts of ADP, or ATP, and NAD. It might be that the cell avoids to use
them and the decrease in guanylate pools was great enough to be observable.
But it might also be that blocking simultaneously all the modes producing
XMP leads to an even more effective result. Both PNPase2 and PRRPs and
various functions of AMPase act in each such elementary flux mode. So,
inhibiting any of these enzyme together with IMPDH stops the feeding of
guanylate pools. But we must also consider the side-effects of such an ac-
tion. As already presented in the previous section, the lack of PNPase and /
or AMPase leads to severe combined immunodeficiency disease. PRPPs defi-
ciency was associated with mental retardation, hypouricemia, megaloblastic
changes in the bone marrow, and increased excretion of orotic acid in the
urine [WNT+74]. Therefore inhibition of any of these enzyme can be a dan-
gerous solution. It is applicable only for a very short period of time to avoid
that the conditions that trigger the disease are fulfilled.

It was suggested that glycinamide ribonucleotide transformylase (GARt)
– an enzyme in the de novo purine nucleotide biosynthesis pathway - is a
target for a series of compounds whose structures resemble that of tetrahy-
drofolate [SBS91]. Its inhibition is sufficient to induce the maturation of
HL-60 leukaemia cells.

As GARt is an enzyme belonging to the only de novo elementary flux
mode, its inhibition prevents the cell from producing IMP from R5P and
forces it to only reuse the few available nucleotides.

In the purine pathway, PNP is involved in 77 out of 97 elementary flux
modes. Also its inhibitors have the potential to suppress the T-cell response
in T-cell proliferative diseases such as T-cell lymphoma and T-cell leukaemia,
as well as in T-cell autoimmune diseases such as rheumatoid arthritis and
lupus. This method of suppressing T-cells may also find application in organ
transplantation. Despite the potential benefits of a potent inhibitor of PNP
activity, no such therapy was tried up to now [PE02].

Most of the studies undertaken to find potential drugs were mainly ex-
perimental. Nevertheless, few others drew successfully the attention to the
possibility to rationally design drugs based on the prediction given by path-
way analysis. For example, [CCV+00] showed that tranketolase inhibition in
pentose phosphate pathway leads to the disappearance of several important
elementary modes, whereas its activation increases the flux in the system and
speed up the synthesis of ribose, which is incorporated in nucleic acids nec-
essary for tumour growth, chemotherapy resistance, and proliferation. More-
over, this study resulted interestingly, in a fact that [Bor00] emphasised.
Thiamine (vitamine B1), administrated as fortifier, turn out to increase, in
fact, the risk of cancer because it is an activator of tranketolase.
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3.5 Similarity and difference between enzyme

deficiencies and enzymes “hijacked” by

viruses or parasites. Medical trials to

cure them in the light of pathway analy-

sis.

Some viral mechanisms are already known, others have only been hypothe-
sised. Importantly, most viruses disturb the host cell nucleotides mechanism,
to use it in their own interest. “Hijacking” by viruses is similar to enzyme
deficiencies and knock-out experiments because the enzyme is no longer avail-
able to the host. [YG84] showed what is behind Reye’s syndrome, following
an influenza infection. The viral RNA polymerase combines with and acti-
vates liver host cell ornithine decarboxylase, which is no longer available to
combine and activate host cell RNA polymerase and is prevented from par-
ticipating in the urea cycle. Thereby, mitochondrial carbamoyl phosphate
levels increase until carbamoyl phosphate passes from mitochondria into the
cytosol where it is metabolised by the de novo pyrimidine synthesis pathway.
Briefly, host cell RNA polymerase is inactivated while viral RNA polymerase
has complete access to newly synthesised pyrimidines, which are used for
viral replication.

One of the most dangerous viruses of the last century, having an extremely
high rate of replication and rapid development of drug-resistant mutants, hu-
man immunodeficiency virus (HIV), depends on host dNTP synthesis, due to
the lack of specific enzymes of nucleotides metabolism, such as ribonucleotide
reductase, nucleoside kinases, and deoxyribonucleases. Thus, the restriction
of host dNTP synthesis may represent a strategy for both inhibiting HIV
replication and slowing the development of drugs-resistant mutants. For ex-
ample, hydroxyurea, a known inhibitor of ribonucleotide reductase, increases
the anti-HIV activities of the substances AZT, 2,3-dideoxycytidine (ddCyd)
and 2,3-dideoxyinosine (ddIno) in primary cultured human peripheral blood
mononuclear cells [GJCM95].

Hepatitis B virus (HBV), causing both acute and chronic hepatitis was
long time treated only with alpha interferon. The trials to combat HBV
confronted with its capacity to restart its replication when the treatment is
finished. [Kor95] proposed combination therapies, which have the advantage
to reduce the amount of drug required for efficacy, and, thus drugs toxic-
ity, and to induce a more effective and rapid shutdown of virus replication.
He suggested that combination of lamivudine (3TC), a promising nucleo-
side analogue, with either interferon or penciclovir significantly enhances the
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antiviral effectiveness of these of agents against HBV replication.
In humans, herpes simplex viruses (HSV) are a common cause of infec-

tions that can be sometimes severe, prolonged and life threatening. Penci-
clovir (PCV), acyclovir (ACV) and ganciclovir (GCV) are drugs that were
successfully used to suppress HSV. Their target is HSV-thymidine kinase.
HSV replication is inhibited by the selective phosphorylation of these com-
pounds by a virus encoded thymidine kinase. But at an ever increasing
frequency, thymidine kinase-negative ACV resistant strains of HSV occur
[KSYA96]. [ZHM+02] proposed another antiviral agent, N-methanocarba-
thymidine (N-MCT). It is a thymidine analogue incorporating a pseudosugar.
It profoundly inhibits the development of HSV infections, recording no cyto-
toxicity against uninfected cells.

As presented here, a virus adopts a double-effective strategy. It trans-
forms the host cell into a virus replication factory and, simultaneous, weakens
its defence system almost to its breakdown. Importantly, the virus has no
metabolism on its own, being able to “slave” the host metabolism. Although
the host organism weakens because it does not dispose of any resources for
its maintenance, it is not possible to supply the hijacked enzymes or their
products by drugs as in enzyme deficiency diseases because the virus uses
them also. Therefore, the already applied strategies were trying to knock-
out enzymes necessary in virus replication. This replication can indeed be
stopped, but the host keeps to be deprived of some essential enzymes. Its
immune system continues to be down and the victim does not cope with
normal external attacks. Thus, to prevail over the viruses, one has to target
the few specific virus proteins.

In contrast to viruses, the parasites have at least a small part of a
metabolism. Knocking out some enzymes, existing in both host and par-
asite, could be sometimes dangerous. But kinetic studies can reveal which
enzyme are intensively used by parasite, but only sporadically by the host.
Choosing only such enzymes, one can avoid the unfavourable secondary ef-
fects in host. Another valuable approach is to detect an essential enzyme of
the parasite, applying pathway analysis that we proposed, to create a mutant
of the parasite and to inoculate it as a vaccine, waiting then for the immune
response that the mutant recognised as antigen triggers. Such a strategy,
but starting rather from experimentally work, was successfully followed for
Toxoplasma gondii.

T. gondii is one of the most widespread parasites of wild and domestic
animals, provoking toxoplasmosis [CJ01]. It follows a very complex life cy-
cle, having as intermediate hosts many and varied organisms and as definitive
host – the domestic cat. Therefore, it can be regarded as an opportunistic
parasite. Due to the close association between humans and cats, high levels
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of infection with T. gondii occur in humans. Normally, toxoplasmosis has
no visible symptoms, but it can also be lethal in immunocompromised pa-
tients and causes severe birth defects in newborns from primary infections
during pregnancy. Plasmodium falciparum belongs to the same family of
intracellular parasites and causes a virulent malaria.

Importantly, T. gondii could not rely on the pyrimidines provided by the
host. Therefore it retained its ability to synthesise these essential genetic
precursors. The same is valid for other members of its family. [FB02] man-
aged to create a mutant T. gondii knocking-out one enzyme of its “de novo”
pathway (uracil phosphoribosyltransferase). This mutant was not any more
able to replicate itself. It lost its virulence; no symptom occurred in mice
infected with a dose of mutant that would be lethal, if it contained wild-type
T. gondii. Even immunocompromised mice did not present any warning sign.
Essentially, it provided a high protection against the normal parasite, acting
as a vaccine.

As this section illustrates, viruses and parasites attack especially the nu-
cleotide metabolism to destroy the host immune defence and to use purines
and pyrimidines of the host for viral and parasite replication. The faster a
virus replicates, the faster it can develop drugs-resistant mutants. Applying
their own strategy could be a method to prevent them from replication and
even to kill them. Therefore, most treatments consist in inhibition of one or
some important enzymes of the nucleotide metabolism which are vital for vi-
ral replication. Unfortunately, by blocking such enzymes, often not only the
virus is hit, but also the host. Either we make drugs, which are directed at
enzymes present in both host and virus, but capable to distinguish between
them or we should aim only at virus-specific enzymes. Moreover, metabolic
control analysis can help to assess whether an enzyme exerts high control in
the virus and low control in the host. For all these strategies, a good under-
standing of virus mechanisms is required. And then, analysis of elementary
flux modes existent in the viral system could help us to refine the methods.



Chapter 4

Modelling metabolic networks
as Petri nets

4.1 Similarities between Petri net theory and

traditional biochemical modelling

In graphical representations of Petri nets, circles are used for places, while
rectangles stand for transitions (Fig. 4.1). The correspondence place –
substance (in biochemistry often called metabolite) and transition – reac-
tion/enzyme is obvious. Metabolic networks have a static level - the stoi-
chiometry, and a dynamic one, characterized by fluxes. The stoichiometric
coefficients indicate how many molecules of a substance have to react in order
to produce how many molecules of product. The stoichiometric coefficients
are described by the weights of arcs. Thus, the stoichiometry matrix con-
taining these coefficients corresponds to the incidence matrix of a Petri net
(see below).

A further object - the token- was introduced in order to describe the
dynamics of a Petri net. It is denoted by a solid dot (•) inside the circles
representing places. In ordinary Petri nets, the tokens do not represent spe-
cific information and are indistinguishable. They indicate the presence or
absence of a condition, a signal, or a resource. In our case, the number of
tokens in a place stands for how many molecules of that metabolite exist at a
given moment. Alternatively, tokens may correspond to any predefined unit
measuring the amount of substance, such as mole, millimole etc. However,
this brings about that non-integer token numbers should be admitted. This
leads to hibrid or continuous Petri nets, which are currently being developed
[AD98, MDNM00]. Executable Petri nets models were proposed by [GKV01],
as a first step to automatic creation and implementation of high-level Petri

53
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Figure 4.1: Components of a Petri net. Their counterparts in metabolic networks
are as follows: (a) A→B (isomerization). (b) A→B + C. (c) A+B→C. (d) A
product that is not further consumed. (e) A substrate that is not produced. (f)
A metabolite produced and then consumed. (g) A metabolite produced in one
reaction and then consumed in two or n reactions. (h) The situation opposite to
(g). (i) Inhibition phenomena.

Name Notation Definition

Preset of t •t {p  p ∈ P, pre(p,t) ≠ 0}
Postset of t t• {p  p ∈ P, post(t,p) ≠ 0}
Preset of p •p {t  t ∈ T, pre(p,t) ≠ 0}
Postset of p p• {t  t ∈ T, post(t,p) ≠ 0}

Table 4.1: Definition of the terms preset and postset.

net models [Jen97].

The tokens that exist in the system at a given time describe the state of
the system. This is called marking, M(P) [Rei85, Sta90]. The system state
changes when a transition fires. This can happen only if the transition is
active/enabled, that means that every place from the input places set (Fig.
4.1 & Table 4.1) of the considered transition has at least as many tokens as
the weight of the corresponding arc. The set of input and output places of a
transition t is denoted by t and t, respectively. This set corresponds to the
metabolites that act as reactants and products, respectively, in the reaction
t. The new state is obtained by subtracting from each input place of the
considered transition a number of tokens equal to the weight of the corre-
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sponding arc and adding in each output place of the considered transition a
number of tokens equal to the weight of the corresponding arc (Fig. 4.2 and
Table 4.1). Formally, we can also speak about the input and output transi-
tions set of a place p - p and p, respectively, which contain all the transitions
which produce, respectively consume, the metabolite p.

Figure 4.2: Marking and firing. M: P→N is called marking. For each place
p∈P, M(p) represents the number of tokens which exist in p. M(p) gives the local
state, while the vector M gives the state of the system and is called vector state.
A transition is enabled/activated if M(p) > pre(p,t) ∀p∈P and K(p) > M(p)-
pre(p,t)+post(t,p) ∀p∈P. The mapping K: P→ N represents the maximal capacity
of a place, if the number of tokens is limited. After the enabled transition fires, the
new state of the system is M’: P→ N, so that M’(p) = M(p)-pre(p,t)+post(t,p)
∀p∈P. In the example, the marking M’=[0, 1, 1, 4, 1] is obtained from the marking
M=[2, 5, 2, 1, 0] after transition t fires. The formal description is: M [ t > M’.

Considering the special graph description, it is useful to know between
which places (P) and transitions (T) there exist arcs. For this purpose, two
mappings describing weights were introduced (see also Table 4.1):
pre: P×T→ N and post: T×P→ N (with N denoting the set of nat-
ural numbers). One can think about them also as matrices. The rows in
pre correspond to places and the columns to transitions, while in the matrix
post, the roles of rows and columns are transposed. The entries of these ma-
trices have a nonzero value (equal to the weight of the arc), if an arc exists,
and zero otherwise.

Further, the topological structure of a Petri net can be represented by an
integer matrix, C, called an incidence or flow matrix. C is an n x m matrix
whose m columns correspond to the transitions and n rows correspond to
the places of the net. The following relation holds true: C=postT – pre.
The mappings pre and post can be reconstructed from the matrix C in the
following simple way:

post(tj, pi) = max{Cij, 0}, pre(pi, tj) = min{Cij, 0}.

It is worth finding whether another state can be reached from a given
state. This is related with the property of reachability. In metabolic net-
works, we can search all possible subsequent states, knowing the initial state
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of resources. Another interesting problem is to deduce all appropriate initial
states from a desired later state.

Figure 4.3: Simple example of capacity limitation in a metabolic system.

Places can hold an arbitrary number of tokens, or they can be restricted
by a given number - capacitated places. In Fig. 4.3, the unnamed places are
considered external (with inexhaustible numbers of tokens). The transitions
T1 and T2 are activated if there is at least one token in the place ATP (the
currency of metabolic energy), respectively ADP. If the initial marking is
[c, c, c, c, 1, 0], transition T1 can fire and produce the marking [c, c, c,
c, 0, 1]. Now, transition T2 is enabled. It fires and we obtain again the
initial marking. In this example it is important that ATP + ADP = 1,
independent of the system state. This is a conservation relation, which leads
to boundedness of the capacity of all the internal places. Usually the places of
biological systems are not considered to be limited because the limitation due
to the finite size of living cells is not critical to most biochemical processes.
There are only cases where the limitation comes from a conservation relation
such as in the above case.

Another situation important in biological systems is the presence of in-
hibitors. The corresponding Petri net model can be extended by a special
element, called inhibitory arc (Fig. 4.1i). The inhibitor is represented by
a place. Of course, if there is a token at that place, the transition is not
enabled, so it does not fire.

Note that the incidence matrix corresponds to the stoichiometric matrix
[HS96] for metabolic networks if the Petri nets are pure. That means that
the networks do not involve self-loops (Fig. 4.4), because self-loops cannot be
represented in the incidence matrix: a coefficient 1 and a coefficient t1 cancel
each other to yield zero in the matrix, thus losing track of the existence of
the self-loop. Thus, we should identify the situations that produce self-loops
and the way to treat them without losing the biological meaning. First, if
the transition models only the reaction and the enzymes are considered as
normal substrates, the problem can be avoided. There are algorithms for
deleting / eliminating self-loops: For each loop, one introduces another place
and another transition. If all weights equal unity, the number of tokens in
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(a) (b)

Figure 4.4: Self-loops. Left: the two types of self-loops. The conditions that a
place and a transition are in a self-loop is: pre(p, t)·post(t, p) 6= 0. In model
(b), the place marked by E represents an enzyme, which is regenerated after
the reaction. The self-loop can be eliminated by decomposing the reaction in
half-reactions (the two reactions that are depicted in the second part of (b) and
considering the enzyme-substrate complex (ES). The new model represents a pure
Petri net, which satisfies the relation: pre(p, t)·post(t, p) = 0 , ∀p∈P ∀t∈T. The
number of tokens in the place ES is the difference between the capacity of the old
place (the total amount of enzyme, we consider this equal to 1) and the number
of tokens that place E contains already.

the new place is the difference between the capacity of the old place and the
number of tokens that this old place contains already (Fig. 4.4(b)). By this
construction, the new place corresponds to the enzyme-substrate complex
and the so-called overall reaction (old transition) has been decomposed into
half-reactions (the new transitions).

Figure 4.5: Petri net representation of autocatalysis.

This construction can be applied also when the arcs have a multiplicity
larger than 1, but care should be taken that the new arcs might have also
such multiplicities. If p’ and t’ stand for the new place, respectively for the
new transition, the new arcs have to respect the formulae:

pre(p′, t) = post(t′, p′) = pre(p, t′) := pre(p, t),

while the old arcs keep the same multiplicity. This situation can be nicely
illustrated by the biochemical example of autocatalysis: A+B give 2B (Fig.
4.5). This reaction cannot simply be reduced to A gives B, because a small
quantity of the product B is needed to start the reaction.

Second, a reversible reaction might be wrongly interpreted as a self-loop
(Fig. 4.6). So, for each reversible reaction, we should consider only one flux
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Figure 4.6: Treatment of reversible reactions. To model a reversible reaction A+B
↔ C+D, one usually introduces a transition for each direction.

direction and for the opposite one, we should introduce in the model another
transition. So, the metabolic networks can be transformed into pure ones.
Alternatively, one might think of newly defining reversible transitions. This
has not, however, been dealt with so far in the literature.

A general feature of Petri nets consists in the possibility to be designed in
different ways, called top-down and bottom-up. The first method supposes to
start with a very generalized form of the system and then, to detail it as much
as possible, until the basic units are reached. The second one starts with the
“atoms”, building modules which are then joint to model the real system.
Sometimes it has many advantages to combine both of them. The importance
of modularity is expressed by the ancient saying “divide et impera”.

4.2 Modelling of external metabolites

In metabolic networks, one needs to differentiate between internal and ex-
ternal metabolites. The internal metabolites are totally produced and then
consumed in the given network, while the external metabolites represent
sources or sinks [HS96]. Their amount is usually assumed to be constant,
due to availability in large excess or well-tuned biological regulation. If one
considers the given net as a part of a larger system, the external metabo-
lites are a kind of boundary; or connection points with the remaining com-
ponents. In this remaining part, pathways exist that have the function of
producing or consuming these metabolites. An extension of the system in
order to include those pathways is not useful, as the following example can
illustrate. Glycolysis in humans (the well known pathway of sugar degra-
dation [Str95]) contains a sequence of reactions that transforms glucose into
pyruvate, producing ATP, which is the currency of energy in every organism.
Glucose, pyruvate, ATP and also some other metabolites are usually consid-
ered “external” for this pathway. We might include, in the model, a reaction
or pathway that consumes pyruvate, for example, for producing β-alanine.
However, β-alanine then would be an external metabolite. The model needs
to be delimited somewhere. In algebraic form the external metabolites can
usually be identified also in the incidence matrix. Provided that each inter-
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nal metabolite is both produced and consumed within the net, the external
metabolites correspond to those rows in which all the coefficients have the
same sign.

The modelling of external metabolites can be done in different ways. One
of them is to fill all initial places with an inexhaustible number of tokens
(modelled by infinity). For the sink places, one could allow them to accumu-
late tokens but has to take care in computing T-invariants (see below). If it is
preferred to use finite token numbers for the initial places, one could redefine
the firing rule for the transitions that have initial places in their preset or
final places in their postset, in such a way to not “consume” the input-place
tokens and to not “produce” final-place tokens,

M ′(p) = M(p) ∀p ∈ I ∪ F (4.1)

where I is the set of initial places and F is the set of final/terminal places.
Note that the firing rule for the internal metabolites is

M ′(p) = M(p)− pre(p, t) + post(t, p) ∀p ∈ P \ (I ∪ F ). (4.2)

Another possibility is to connect sink places with source places by ad-
ditional transitions so that a circular flow occurs [HKS00]. However, it is
difficult to find which places have exactly to be connected with each other,
because such transitions could impose unrealistic constraints on the flow
ratios. For example, one cannot regenerate carbon atoms from outgoing ni-
trogen atoms. A solution can be to use coloured Petri nets, in which different
atom groups can be modelled by tokens of different colour. [Sta90] proposed,
as another way of description, not to include the initial and final places in the
net. Thus, the boundary is made up of transitions without presets or with-
out postsets. The initial transitions do not need any tokens to fire. In the
traditional modelling of metabolic networks, a similar description is indeed
sometimes used for external metabolites that are of minor importance, such
as inorganic phosphate, water, protons etc. However, applying this technique
to all external metabolites has the drawback that they are not made explicit
so that overall molar yields cannot be computed.

Here, we propose an alternative method. For each initial place, we add
an arc feeding from the transition back to this place (Fig. 4.7(b)) and use the
firing rule (4.2) both for internal and external metabolites. This guarantees
that the number of tokens in the initial places remains unaltered. For each
final place, we add an arc feeding from this place back to the transition
producing it. To guarantee that the transition can always fire, at least one
token should be put in the final place at the beginning. However, one should
be aware that this generates self-loops, so that the Petri net is no longer
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(a)

(b)

Figure 4.7: Part of nucleotide metabolism. The symbols stand for abbreviations of
metabolites and enzymes usual in biochemistry. External metabolites are written
in brackets. If the reactions indicated by dashed arrows are absent, the conser-
vation relation ATP + ADP = const. holds. We do not consider R5P be part
of the system in this case. 4.7(a) Traditional biochemical representation. 4.7(b)
Petri net representation. The external metabolites were modelled with self-loops,
depicted by dash-dotted arrows.
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pure. Thus, as far as the external metabolites are concerned, the incidence
matrix does not equal the stoichiometry matrix. This is no problem since
the external metabolites are not usually included in the stoichiometry matrix
[HS96].

4.3 Invariants in Petri nets

When studying a system, it is always appropriate to begin with the study
of its structural invariants. They help in analysing the system’s behaviour
and checking its logical properties. The same is true for Petri nets describing
biochemical networks because the structural invariants do not depend on
kinetic enzyme parameters, which vary due to external influences and internal
fluctuations. Basically, there are two types of invariants in Petri nets: P-
invariants and T-invariants [Rei85, Sta90]. P-invariants (place invariants)
are vectors, Y, with the property that multiplication of these vectors with
any place marking reachable from a given initial marking yields the same
result. If M 0 is the initial marking and M is some arbitrary marking, the
relation Y T ·M=YT ·M0 describes a P-invariant and is called relation of
marking conservation. Taking into account consecutive markings (that are
obtained by firing of only one transition), it results that YT ·colt(C)=0,
for each transition t, where C is the incidence matrix. That means that,
algebraically, these vectors are the solutions of the equation

Y T ·C = 0. (4.3)

Invariants in Petri nets correspond to basic concepts in traditional bio-
chemical modelling. In particular, P-invariants express conservation rela-
tions for metabolites, as becomes clear in the scheme shown in Fig. 4.3.
This net has the P-invariant ATP+ADP=const. In general, equation 4.3 is
known, as for metabolic systems, as the general form of conservation rela-
tions [Cla80, HS96]. In most cases, these relations express the conservation
of atom groups [SH95b, SH91]. In the example in Fig. 4.3, the adenosine
moiety is conserved.

In algebraic terms, invariants form a linear vector space. This implies
that if I1 and I2 are invariants, also c1I1+ c2I2 with c1, c2 being real numbers,
are invariants of the net [Rei85]. For example, if a biochemical net involves
the P-invariants ATP+ADP=const. and NAD+NADH=const. [Str95], then
also ATP+ADP+2 NAD+2 NADH=const. is a P-invariant. Normally, one
chooses invariants with the smallest integer coefficients and tries to decom-
pose the invariants into the minimal terms (such as ATP+ADP=const.).
This leads to the concept of minimal invariants (see below).
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In order that conservation relations reflect the conservation of atom groups
(such as the adenosine moiety in ATP and ADP), the coefficients in these
relations have to be non-negative. This leads to non-negative conservation
relations [SH95b, SH91]. They correspond to semi-positive P-invariants in
Petri nets [CS90]. If all substances are involved in non-negative conservation
relations, the system is called conservative [ET89, HJ72]. This implies that
a positive linear combination of all substance concentrations (token numbers
in Petri nets) is constant in time,∑

i

gizi (τ) = µ, gi > 0 ∀i (4.4)

where τ denotes time. µ can be, for example, the number of some sort
of atoms. In a closed system, that is, a system without external metabo-
lites, there is always one relation of the type 4.4 in which µ represents total
mass. In addition, there may be further relations of the type 4.4. If there
is a positive linear combination that increases in time, the system is called
superconservative [ET89]:∑

i

gizi (τ) >
∑

i

gizi (τ
′), τ > τ ′, gi > 0 ∀i (4.5)

If the sum in Eq. 4.5 decreases in time until it reaches zero, the system is
subconservative. The terms conservative, superconservative and subconser-
vative have also been coined for Petri nets. The program INA developed by
Starke and coworkers (www.informatik.hu-berlin.de/∼starke/ina.html) de-
termines whether a Petri net has one of these properties. Note that these
three cases do not cover all networks. In fact, biochemical networks are usu-
ally open systems with a throughput of mass, as described by a flux between
external metabolites. Therefore they may, depending on conditions, have a
positive or negative mass balance, so that they usually belong to none of
these classes.

P-invariants are useful in checking the property of mutual exclusion. Two
transitions are called to be in mutual exclusion if there is no reachable mark-
ing that allows the two transitions to fire simultaneously. The first step is
to identify the marking set that could characterise the simultaneous activa-
tion of the specified transitions. These markings are reachable only if they
satisfy the conservation relation given by the P-invariants. For example, if
four places need to have at least one token each to enable two transitions
to fire simultaneously, while the conservation sum is three, mutual exclusion
occurs. Importantly, such a case is irrelevant for metabolic networks analysis
provided that the molecule numbers are large enough. Alternatively, if the
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token numbers represent mole or millimole or the like, token numbers need
not be integer, so that mutual exclusion is no problem either.

Often, two transitions are in mutual exclusion when they compete for the
same input places set. If the tokens are indivisible and once a transition takes
the existent tokens, the other transition cannot fire. If the tokens needed to
reactivate the competing transitions are simultaneously regenerated for each
conflict case, the net is called persistent. In this case, the two transitions
do not deactivate each other. At first sight, some metabolic networks seam
to be non-persistent because different enzyme reactions often compete for
the same substance. However, in real metabolic nets, even if the quantity of
the common resource is very small, the concurrent reactions share it, maybe
in different percentage according to the various reactions rates. Until now,
there are no techniques based on Petri nets that can model accurately this
behaviour.

Biochemical networks often reach, after some initial transient, a station-
ary state. More concretely, this is the case when the kinetic properties of
the networks are such that the stationary state is asymptotically stable, as is
often the case [Cla80, HS96]. At steady state, the following equation holds:

CV = 0 (4.6)

where V stands for the vector of net fluxes. They correspond to the flow
of tokens per time in Petri nets. Special attention has to be paid to the
involvement of external places in matrix C. If we connect outputs with inputs
by additional transitions as explained in the previous section or additional
arcs are added to create self-loops next to initial and final places, C can
contain the coefficients both for internal and external places. Otherwise, it
should only contain the coefficients for the internal places in order for Eq.
4.6 to hold true.

A T-invariant (transition invariant) is a vector with the property that if
each transition fires as many times as the value of the corresponding compo-
nent of the vector indicates, the original marking is restored. Algebraically,
these vectors are the solutions of Eq. 4.6. Therefore, T-invariants correspond
to flux distributions in steady state.

As Petri nets usually involve irreversible transitions only, all components
of a T-invariant must be non-negative. T-invariants with this property are
called true T-invariants. Frequently, the net direction of all biochemical
reactions in a network is known, for example, because they are irreversible or
have a defined biochemical function. In this case, the orientation of reactions
can be chosen in such a way that all (net) fluxes are non-negative. Then,
only steady-state flux distributions corresponding to true T-invariants are
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relevant.
Special interest in metabolic network analysis is paid to the elementary

flux modes [SH94, SHWF02]. They stand for a minimal set of enzymes that
could operate at steady state. That means that no other flux modes at steady
state are proper subsets of the elementary flux modes. The choice of these
elementary pathways is unique. For a better understanding of the behaviour
of biochemical systems, they can be decomposed into such simplest relevant
routes. This has been demonstrated for sugar cane metabolism [RB01] and
bacterial metabolism [VDL02]. In Petri net theory, elementary modes have,
as counterpart, the minimal T-invariants [SDF99]. The concept of elementary
modes is, however, more general because reversible reactions are allowed.
[CS90] developed an algorithm for computing minimal P-invariants. It can,
by transposition of the incidence matrix, be used also for computing minimal
T-invariants. The algorithm is based on row operations on the incidence
matrix augmented with an identity matrix. In the course of calculation, care
has to be taken to eliminate non-minimal and duplicate T-invariants. [CS90]
propose two alternative tests to do so. A method for computing elementary
flux modes based on convex analysis was proposed in [SH94, PSVNn+99,
SFD00]. Although the latter algorithm was developed with different goals
([CS90] did not deal with metabolic networks) and completely independently
of Petri net theory, the two algorithms show some similarities. However,
they differ in that elementary modes can involve reversible reactions. This is
taken into account by partitioning the stoichiometry matrix into reversible
and irreversible submatrices. Moreover, the test for eliminating non-minimal
and duplicate T-invariants (elementary modes) is slightly different. For a
more detailed comparison of the algorithms, see [SPM+02].

The T-invariants are helpful in studying several properties of Petri nets,
such as consistency. This property means that there exists an initial mark-
ing and a corresponding firing sequence that regenerates the initial state and
contains each transition at least once. As can be seen in the system shown in
Fig. 4.8 with either reactions 3 and 4 completely inhibited or reactions 5 and
6 completely inhibited, not every metabolic system is consistent according to
this definition. However, reactions 5 and 6 in the former case and reactions
3 and 4 in the latter case are not covered by true T-invariants. If we con-
sider only a subnet that is covered by true T-invariants, such as transitions
t1 and t2 in the example, it is consistent. This is because, once the mini-
mal T-invariants (elementary flux modes) are identified, appropriate initial
markings enabling these invariants to operate can be linearly combined and
a new initial marking is obtained. The system can fire each above-mentioned
T-invariant consecutively (the necessary resources exist due to the “construc-
tion” of the initial marking), each transition is used at least once and the
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initial marking is always regenerated.

Figure 4.8: Traps and deadlocks. Two situations are considered: either transitions
t3 and t4 are operative (dashed arcs) or the transitions t5 and t6 (dash-dotted arcs).
P1 and P2, external metabolites; Si, internal metabolites.

A further property studied for Petri nets, reversibility, means that for
every marking M that can be reached from M0, M0 can also be reached
from M. It holds for metabolic networks, if some constraints are fulfilled.
One constraint is that the metabolic network is covered by true T-invariants.
The second constraint is that all external metabolites have enough tokens to
operate all true T-invariants. The arguments read as follows: Let us denote
the number of times the transitions ti have to fire in order to reach a marking
M from M0, by wi. The numbers wi are gathered in a vector W. Note that
W need not fulfil Eq. 4.6. As the net is covered by true T-invariants, we
can find a vector V that does satisfy Eq. 4.6 and a sufficiently large natural
number λ such that λV −W involves positive components only. This vector
indicates how many times the transitions need to be fired to reach the initial
marking again.

4.4 Siphons, traps, deadlocks and liveness

In Petri nets, special sets of places can be identified, for example, siphons,
called also structural deadlocks, and traps [Rei85]. A siphon is a set of places
that – once it is unmarked – remains so. A trap is a set of places that – once
it is sufficiently marked – can never lose all its tokens. (It can happen that, if
only some places of the trap are marked with a number of tokens smaller than
a certain limit, the trap may lose all its tokens.) Clearly, any semi-positive
P-invariant implies a trap because the total number of tokens is constant and
can, hence, not reach zero. Moreover, superconservative subnets form traps,
while subconservative subnets form siphons. The algorithms calculating the
siphons and traps [Sch96, TYW96, YTW96, YW99] in nets with specific
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properties are based on the following alternative definitions: A siphon is a
set of places having the property that its input transitions set is contained
in its output transitions set. A trap is a set of places for which its output
transitions set is contained in its input transitions set. A Petri net N , having
m0 as initial marking, is said to be deadlock-free if for any reachable marking
m, there is an enabled transition. A Petri net N, characterized by a current
marking m is in deadlock if no transition is enabled to fire at marking m.
Preventing deadlocks in an efficient way represents an intensely researched
field [Kem93, Var93, MA98, CX97, HJXC01, IMA00].

Traps and structural deadlocks are interesting for biochemical modelling.
Many biochemical networks have the function to produce storage substances
in certain periods and consume these substances in other periods. For exam-
ple, the potato plant produces starch and accumulates it in the potato tubers
during growth, while starch is consumed after the tubers are deposited af-
ter the harvest. The starch and several of its precursors then form traps
in the reaction net during growth, while starch and possible intermediates
of degradation form siphons after the harvest. Consider the simple reaction
system shown in Fig. 4.8. Transition t1 is always activated while t2 only
fires if at least one token exists in S1. Importantly, we consider t3 and t4
to be inoperative if t5 and t6 are operative in the system and vice versa.
For example, the system could describe the production and degradation of
starch. The internal metabolites then would be: S1, glucose-1-phosphate, S2,
UDP-glucose, S3, starch [Str95]. In the starch example, it is not necessary
to consider an intermediate S4, while for other storage metabolites, it may
be. In most cells containing starch, either the branch producing starch or
the branch degrading it is functional. This is realized by complete inhibition
of the appropriate enzymes. It can be easily observed that S2 and S3 form
a trap when reactions 3 and 4 are operative. Once a token arrives in S3, no
transition able to fire exists in the system to consume this token, so it re-
mains there independently of the later evolution of the system. In the other
case, once the last tokens were extracted from S3 and S4, no transition able
to generate a new token in these places exists, so they remain empty. This
means that S3 and S4 form a siphon.

Current computer programs for simulating metabolic networks deal only
partially with siphons and traps. For example, the program GEPASI devel-
oped by [Men97] (http://gepasi.dbs.aber.ac.uk/softw/gepasi.html) detects
all reactions that are at equilibrium in any steady state. For the exam-
ple system shown in Fig. 4.8 with transitions 5 and 6 blocked, GEPASI
would detect reactions 3 and 4 to have this status. Here, these reactions
3 and 4 are irreversible, so that no steady state can be reached. However,
if the reactions were reversible, they would indeed attain thermodynamic
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equilibrium in any steady state. The Program METATOOL [PSVNn+99];
(http://www.bioinf.mdc-berlin.de/projects/metabolic/metatool/) indicates
metabolite S3 as a “non-balanced internal metabolite”, while it does not say
anything about metabolites S2 or S4. It is worth including, in future refine-
ments of simulation packages, routines for detecting all metabolites involved
in traps or siphons.

Another important concept is liveness [Rei85]. A transition t is said to be
live if, for any marking m reachable from m0, there is a marking m′ reachable
from m, such that t is enabled by m′. A transition t is dead at marking m
if no marking m′ reachable from m enables t. A Petri net (N ; m0) is said to
be live if every transition is live.

Importantly, deadlock-freeness and liveness are two different notions.
Liveness means that all the system’s transitions may be repeated infinitely
often, while deadlock-freeness only implies that at least a subset of these
transitions may be repeated, but not necessarily all of these. It is interest-
ing how the concepts of liveness, deadlocks, siphons and traps are connected
with each other. A net satisfies the deadlock-trap property if each non-empty
siphon includes a trap and the maximal trap in each minimal deadlock is suf-
ficiently marked. In this case, no dead marking is reachable. So, the net is
deadlock-free. A further special class of Petri nets is made up of the free-
choice nets. In these nets, each place has at most one output transition or
the input places of the output transitions of P consist only of P for any place
P belonging to the net. A free-choice net is live if and nly if every non-empty
siphon includes an initially marked trap. This property is also known as
Commoner’s theorem [Com72]. Siphon and trap are dual notions. A siphon
in a Petri net N is a trap of the net N’ obtained by reversing direction of all
edges of N. Therefore, the properties satisfied by siphons have counterparts
for traps.

Liveness and deadlock-freeness are structural properties, in which the
initial marking plays, however, an essential role. An example for a net that
is in deadlock is the above example A + B gives 2 B (Fig. 4.5) if the initial
token number of B is zero. The input and output transition sets of B coincide.
Therefore, {B} is simultaneously siphon and trap. •{B•}={A,B}6={B}, but
|•A| = |{t}|=1 and |•B| = |{t}|=1, so “A + B gives 2 B” is a free choice net.
Due to Commoner’ theorem, this net can not be live if the token number of A
is not infinite (if A is not what we called external metabolite in section 4.2)
and trap {B} included in siphon {B} has not at least one token. Without
tokens in B, this autocatalytic reaction then does not start proceeding. In
chemistry, such a situation is known as false equilibrium [Oth81]. A larger
example is glycolysis, which requires 2 moles of ATP in its upper part and
produces 4 moles of ATP in its lower part. If no ATP is present at the
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beginning, the glycolytic pathway cannot proceed. Therefore, this pathway
has been said to have a turbo design [TWvDW98]. A test for liveness and
deadlock-freeness of the net can thus help us decide whether the metabolic
system can attain a situation where it is blocked. The detection of siphons
and traps is instrumental for this purpose.

4.5 Evaluating the role of TPI in T. brucei

metabolism by detecting siphons and traps

T. brucei is a unicellular, extracellular, eukaryotic parasite of the blood and
tissue fluids of mammals. It is transmitted by tsetse flies and causes sleeping
sickness in humans. The infections are lethal unless treated, but the few exist-
ing drugs have severe side-effects. Many studies (e.g. [BWtK+99, HEB+01]
were focused on the carbon and free energy metabolism of this organism,
which depends entirely on glycolysis. Accordingly to Scheme 1 in [HEB+01],
glucose is imported into the glycosome and then converted into F-1,6-P.
The two consecutive enzymes (HXK and PFK) are contracted in one step
which consumes two ATP and produces two ADP. ALD converts F-1,6-P into
DHAP and GA3P. These two substances are isomerised into each other by a
reversible enzyme, TPI (triose-phosphate isomerase). DHAP is transformed
into Gly3P by GPDH, with consumption of NADH and production of NAD+.
GAPDH1 uses NAD+ to transform GA3P into BPGA and NADH. Gly3P
can be either converted into glycerol by GLYK with consumption of ADP
and production of ATP, or transported into the cytosol, where GPO oxi-
dizes it to DHAP and H2O, DHAP being transported back to the glycosome.
PGK uses an ADP molecule to convert BPGA in 3-PGA and ATP. 3-PGA is
transported into the cytosol and converted, via 2-PGA, into PEP, which gives
pyruvate and ATP, consuming one ADP. A similar system was treated by
[OBK+02]. They maximized the yield of glycerol in Saccharomyces cerevisiae
using metabolic engineering.

At the beginning, [HEB+01] supposed that glycolysis could proceed with-
out TPI, producing glycerol and pyruvate in the same amount. Contra-
dicted by the reality, they continued to study the case and built a kinetic
model to explain the unexpected result of all system fluxes (PYR, GLYC-
EROL) decrease. We give now a structural explanation, ignoring, thus,
the kinetics. In Fig. 4.9, the Petri net model corresponding to Scheme
1 in [HEB+01] is given. It should be noted that this network is not a
free-choice net because, for example, |GLY3P•| = |{t2, GLYK}|=2 and
•{GLY3P•}={GLY3P, ADP}6={GLY3P}. The first property is known in
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Petri net theory as conflict, because two transitions {t2, GLYK} compete
for the same resources (the tokens from place B). But in metabolic networks,
the token number is large enough that the transitions in competition will
simply “agree” on the tokens distribution depending on their reaction rate.
Taking this aspect into account, we do not need to know the reaction rates,
but we only assume that the flux through transition t2 in Fig. 4.9 is always
greater than zero. Another important knowledge that we use is that ALD is
reversible and therefore inhibited by its products [Str95].

Table 4.2: Markings obtained during a firing sequence leading to a dead marking
in the energy metabolism of T. brucei.

Let us consider the case when TPI is knocked out. T1={NADH, NAD+}
forms a siphon and a trap at the same time. Its input transitions set
{GPDH, GAPDH} coincides with its output transitions. This means that
once this set of places is sufficiently marked, it keeps its tokens. Moreover,
{NADH, NADH+} forms also a P-invariant, their tokens sum remaining
constant during the whole process. Another trap (T2) consists of {DHAPc,
DHAPg, GLY3Pc, GLY3Pg, Gly} because its input transitions set {ALD,
GPDH, GPO, GLYK, t1, t2} includes its output transitions set {GPDH,
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GPO, GLYK, t1, t2}. If the flux through t2 were equal to zero, Gly would
accumulate, but because the flux through t2 is greater than zero, GLY3P is
partially transformed back into DHAPg. Let us start proceeding with the
marking m0. Following the firing sequence {e3, ALD, GPDH, GAPDH, t2,
GPO, t1, GPDH, t2, GPO, t1, PGK, t3, e1, e2} as Table 4.2 illustrates, the
network reaches a dead marking m1, because DHAP accumulates - no NADH
being available for further converting it. This is because GPO is draining the
flux, consuming NADH faster than GAPDH can produce it. This continues
until the product inhibition of ALD is so strong that ALD ceases operating.
Therefore, the whole system is dead, no more Gly and Pyr being produced.
For deriving this result, it is informative that after deleting TPI, the three
transitions t1, t2 and GPO are not involved in any elementary mode (minimal
T-invariants) anymore.

The importance of TPI can be seen if its corresponding transitions are
added in the model. TPI being a reversible enzyme, two transitions, one
acting forwards and one – backwards, have to be added. Of course, the T-
invariant {TPI1, TPI2} has to be ignored, having no biological significance.
In this new context, T2 is not any more a trap. Another minimal trap occurs
in T3 = {DHAPC, DHAPg, GLY3Pc, GLY3Pg, GLY, GA3P, BPGA, 3PGK,
2PGK, PEP, PYR} corresponding to the accumulation of GLY and PYR.
Whenever DHAPg tends to accumulate, due to NADH lack, TPI1 converts
a part of DHAPg tokens into GA3P. Due to the sufficient amount of NAD+,
GAPDH fires with production of the necessary NADH, which gives GPDH
the possibility to fire. Also if NAD+ is deficient, but GA3P is sufficient, TPI2
converts GA3P into DHAPg, GPDH fires and produces the required NAD+.

Taking into account almost only structural properties of the given net-
work, especially the presence of traps, we could evaluate the role of TPI in
glycolysis and glycerol production. In the next section an example taken
from nucleotide metabolism will be used to illustrate the notions presented
above. The program INA (www.informatik.hu-berlin.de/∼starke/ina.html)
is utilized to facilitate the calculations.

4.6 Petri net properties on a system extracted

from nucleoside metabolism

Let us now consider the biochemical system depicted in Fig. 4.7(a). It rep-
resents part of nucleotide metabolism, as it occurs, for example, in human
liver [Str95]. We have translated it in terms of a Petri net (Fig. 4.7(b)) and
then, analysed it using the program INA
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Figure 4.9: Petri net representation of the glycolysis metabolism of Trypanosoma
brucei T1={NADH, NAD+} is simultaniously a P-invariant, a trap and a siphon.
In absence of TPI1 and TPI2, T2={DHAPg, DHAPc, GLY3Pg, GLY3Pc, Gly} is a
trap. If TPI1 and TPI2 act, T2 is not a trap any more, but T3={DHAPc, DHAPg,
GLY3Pc, GLY3Pg, GLY, GA3P, BPGA, 3PGK, 2PGK, PEP, PYR} forms a trap.
We assume that the flux through t2 is greater than 0 and that there is a threshold
of DHAPg, above which ALD is feedback inhibited.



72 CHAPTER 4. METABOLIC NETWORKS AS PETRI NETS

(www.informatik.hu-berlin.de/∼starke/ina.html).

For modelling the external metabolites, we have chosen to introduce a self-
loop for each source and each sink and to keep the same firing rule (4.2)
independently of the metabolite’s type. If we do not impose capacities for
the internal metabolites, the net is unbounded because uridine, for example,
can accumulate more and more tokens if Cdd keeps firing while Urk1 is not.
Accordingly, the reachability tree is infinite. As INA has reported, the net
is strongly connected, not pure (which is obviously due to the introduced
self-loops), and not (sub-)conservative. There is no P-invariant, except the
external metabolites on their own. Again due to the self-loops next to the
external metabolites, the number of tokens in each of these places remains
constant.

INA reports four minimal semi-positive T-invariants. We give them here
by indicating the transitions with non-negative components in the vectors
representing these T-invariants:

1. Urk2, Kcy2

2. Cdd, Urk1, Kcy1

3. 2 Kcy1, KPR, 2 UPP, APT

4. Kcy1, KAD, KPR, UPP.

Note that some transitions (such as Kcy1 and UPP in the third invariant)
have to fire twice, but not necessarily successively. One can see that firing all
the activated transitions that belong to an invariant regenerates the initial
marking. As each enzyme occurs in at least one minimal T-invariant, the net
is covered by these invariants. Therefore, the net is persistent and live. For
simplicity’s sake, although in biological organisms the reactions KAD and
KPR are reversible, we considered them irreversible. If they are treated as
reversible, care has to be taken that extra, irrelevant T-invariants, containing
only KAD and KAD’, and KPR and KPR’ respectively, result (where the
primed symbols denote the reverse reactions). They have to be discarded.

The biochemical meaning of the minimal T-invariants can be explained as
follows: Eq. (4.1) production of cytidine-diphosphate (CDP) from cytidine,
Eq. (4.2) production of uridine-diphosphate (UDP) from cytidine, (3, 4)
two invariants producing uridine-diphosphate (UDP) from uracil in different
ways. In the invariant (3), one mole of adenine per two moles of UDP
produced is formed as a by-product. This is because ATP is used as a
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source of the ribose moiety, which is necessary for forming UDP from uracil.
Note that this invariant is not easy to determine by inspection. Moreover,
it can be seen that the molar yield with respect to ATP is different for the
pathways (3) and (4). While invariant (3) consumes 3 moles of ATP per
mole of UDP produced, invariant (4) uses 3 moles of ATP per two moles of
UDP [SPM+02]. All of these T-invariants correspond to the so-called salvage
pathways, which serve to save nucleotides from leaving the cell and redirect
them to nucleotide phosphates [Str95].

Let us now assume that ATP and ADP are internal metabolites and that
the two enzymes KPR and KAD are not expressed in a certain cell type. If
we modify the network by eliminating the transitions that stand for these en-
zymes (and also the arcs that connect them with their neighbouring places),
we do obtain a P-invariant. It can be translated in terms of a conservation re-
lation: ATP + ADP = const. The constant would be 2 if we define the initial
token numbers of ATP and ADP to be 1 each. With any conservation sum
less than four, the four remaining transitions consuming ATP (Urk1, Urk2,
Kcy1, and Kcy2) are in mutual exclusion. Since the net does not include
transitions producing ATP or (in the second case) AMP, these substances
are eventually running out, so that the places standing for ATP and AMP
are siphons, while in the complete net, there is neither a trap nor a dead-
lock. To maintain a steady state, nucleotide metabolism requires permanent
production of ATP, for example, by glycolysis.





Chapter 5

Routes in signalling maps

5.1 Formal description

5.1.1 Graph-theoretical description of monomolecular
effects and reactions

The simplest signalling maps might contain only statements such as ”A acti-
vates B”or ”A inhibits B”. Monomolecular reactions such as ”A is converted
into B”are another simple type of interaction. For networks only consisting
of such effects and reactions, a proper modelling strategy can be based on
labelled directed graphs.

When there are one activated and one or several inactivated forms of
the same substance, we consider, in our model, only the activated one. Let
us consider a linear signalling cascade, as that described in [KHWB97] and
[HNR02]. X̃i stands for the dephosphorylated (inactive) form of the ith ki-
nase, while xi stands for the phosphorylated (active) form of the ith kinase.
Assuming that the concentration of each kinase-substrate complex is small
compared with the total concentration of the reaction partners, the concen-
tration of each activated kinase as a function of time, Xi(t), is given by the
solution of the family of differential equations:

dXi

dt
= α̃iXi−1X̃i − βiXi (5.1)

where α̃i is the second order rate constant for phosphorylation by the
ith kinase and βi is the rate constant for dephosphorylation by the ith phos-
phatase [HNR02]. As the total amount of the active and inactive forms is
constant, Ci = X̃i + Xi, equation (5.1) becomes:

dXi

dt
= α̃iXi−1(Ci −Xi)− βiXi (5.2)
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So, this equation can be written in terms of the concentration of the
activated form of each substances only. Accordingly, we need to consider
only the activated form in our model. Analogous considerations apply if
there are more then two forms, provided that only one of them is active.

In the graph, the substances are represented by nodes. The activations or
inhibitions correspond to arrows labelled by +1 or –1. If, for a given ordered
pair (A,B), it is not known in which way (positive or negative) A influences
B, the label will be 0. To find all the targets that are influenced by a given
initial factor (F), it will be sufficient to extract the tree having F as root. Its
leaves will be the searched targets. Going through nodes, from root to each
leaf, the routes will be highlighted. If on a chosen route all the labels are
different from zero, the sign of their product will provide us the information
whether F has a positive or negative influence on the corresponding leaf. If
one is interested in finding all factors that have an effect on a given target
(T), the procedure is the same, with the exception that the root has to be
T and the directionality of the arcs should be inverted when extracting the
tree.

//input file for the theoretical example in figure 5.1(b)
#A
F1/ ∗ F1 is an initial factor ∗/− > I1 // F1 activates I1
F1− > S5 // F1 activates S5
F2− > S2 // F2 activates S2
F3− > S4
S2− > S3
S3− > S7 /∗ S7 is an intermediary */
S4− > S7
S1− > S5
S5− > T1
S5− > T3
S6− > T2
S8− > S6
S7− > S8
S7− > T3

#I
I6− > I3 // I6 inhibits I3

Table 5.1: Input file for the theoretical example in 5.1(b)

In the algorithm, which we will describe below, the classification between
initial factors, intermediaries and targets is made based on the number of
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incoming and outgoing arrows. Thus, they need not be declared. However,
sometimes ubiquitous substances such as H2O or Pi could erroneously appear
as factors or targets if they are only consumed or only produced, respectively.
In these cases, we can just ignore them.

Some definitions are required: We say that on a path, a node is balanced
if it has exactly one incoming arrow and exactly one outgoing arrow (belong-
ing to the path). Such a node is called an intermediary. A balanced route
has an initial factor F as initial node, a target as final node and between
them, a succession (path) of arrows with balanced nodes in between.

As an example we consider the system shown in figure 5.1. We depicted
the factors, intermediaries and targets using circles or ellipses. Each of them
carries a label indicating its name, A1−A13 - for activations, I1 - for inhibition
and R1 – for reaction. We denote the different types of species as follows:
F1 − F3 – initial factors, S1 − S7 – intermediaries and T1 − T7 – targets.
However, as mentioned above, this specification is not necessary in the input
file, which reads as shown in table 5.1. The algorithm makes this classification
based on incoming and outgoing arrows. In the input file to the program
SigNetRouter, activations, inhibitions and reactions are separated in different
regions, which are started with the identifiers #A, #I, respectively #R.
Even in such a small example, there are some routes and a cycle to be
found ( see figure 5.1(b)). They are more easily represented in tree form.
In Fig. 5.1(c), the following sequence is a balanced route: the initial factor
F1 activates the intermediary S1, S1 activates S5, and S5 activates target T1.
Let us call it Route 1.

An incomplete route has an initial factor F as initial node, an inter-
mediary L as final node and between them, a succession of balanced inter-
mediaries, such that there is an intermediary S between F and L and an
arrow leading from L to S. To maintain the tree structure, this arrow (which
closes the cycle) should not be considered. This is the reason to introduce
the concept of incomplete route. In figure 5.1(c), the following sequence is an
incomplete route: F3 → S4 → S7 → S8 → S6 → S3. Let us call it Route 2.
A cycle is a succession of balanced intermediaries such that each node can
be an initial node and a final node at the same time. In figures 5.1(c), the
sequence: S7 → S8 → S6 → S3 → S7 is a cycle. Let us call it Cycle 1. The
cycles affect the routes that contain a part of them. In our example, Cycle
1 affects Route 2. If cycles exist in the network, at least one leaf of the tree
extracted from the network can not be a target, but an intermediary which
is the start node for an arrow, whose end node is on the route between F
and this intermediary-leaf. In figures 5.1(c)-5.1(d), we depict the arrow that
is closing the cycle with a dotted line. It has an opposite direction than the
other arrows in the tree. It is not a part of the tree, since trees are graphs
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(a) (b)

(c) (d)

Figure 5.1: (a) Graph representation of a signal map, containing only simple
effects such as A activates B or A inhibits B and monomolecular reactions. The
substances are already classified in factors: F1-F3, intermediaries: S1-S7 and tar-
gets: T1-T7. The activation are depicted with arrows A1-A13. The inhibition is
represented with an arrow I1. The reaction is represented with an arrow R1. (b)
Routes and a cycle in the previous graph. The activation are labelled with a plus
sign, the inhibition – with a minus sign and the reaction has no marker. (c) Tree
representations of the subgraphs of the original network. Each factor is root in a
such a tree. Going from the root to each leaf (which is a target), the signalling
routes are reconstructed. We learn which targets are affected by a given factor.
(d) Tree representations of the subgraphs of the original network. Target T2 is
root in a such a tree. Going from the root to each leaf (which is a factor), the
signalling routes are reconstructed. We learn which factors are affecting a given
target.
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without cycles, but detecting it will be helpful for a better understanding of
the system. In Fig. 5.1(d), one can see on which routes target T3 is affected
by factors F1, F2 and F3, and the cycle existing on the route from factor F2

is also pointed out.

The most suggestive description of the network, in the present context, is
provided by the balanced routes, the incomplete routes and the cycles. The
cycles enrich the view. They give us information about feedback phenomena,
which are wide-spread in biology.

In Appendix G, we give the procedure for extracting from the given graph
the tree having as root a given node. Several details were omitted for brevity’s
sake. It is based on a breath first visiting method [Tom97, Knu74]. The tree
structure is depicted in figure 5.2(b) and its base unit is the tree node (see
figure 5.2(a)). For each node, only one of its sons and one of its brothers
are saved in memory [CLR90, AJ83]. Note that each brother of a son of
a node is, in fact, also a son of that node. Such a structure allows us to
store the whole tree. Thus, we do not need to create a list of sons for each
node. The aim is to minimize as much as possible the memory requirement,
without increasing the information processing time. Obviously, the root can
only have a son rather than a brother. The leaves have no son, while they
may have brothers. An additional data structure is that of father which helps
when we search for cycles.

The names used in the procedure are self-explaining. UnexploredNodesList
is the list of the node pairs not yet analysed (node, father of this node). Cre-
ateListUnexploredNodes(CurrentNode) is a function that has as arguments
the current node and the direction. We set the direction 1 if the root is a
factor and the tree is constructed towards the targets, and –1, if the root
is a target and the tree is assembled towards the factors. CreateListUnex-
ploredNodes adds, to the existing UnexploredNodesList, the arrow starting
from the current node, if direction is 1 and the arrow ending in the cur-
rent node, if direction is -1. As long as this list is not empty, the function
ExtractNode(UnexploredNodesList) extracts a node. The function CheckCy-
cle(CurrentNode, Node, Tree, direction) verifies whether the current arrow
(stored as its extremities: CurrentNode, Node) closes a cycle with the ar-
rows which are already part of the tree. If the answer is yes, the function
NewCycle(CurrentNode, Node, CycleList) checks whether a new cycle was
detected. The new cycle is added to the Cycles list. If the arrow does not
closes any cycle, the function OldArrow(CurrentNode, Node, Tree, direction)
checks whether this arrow has already been added to the tree. If not, it is
added as son, if the current node has no son, or as brother, if a son already
exists. A new node is extracted from the UnexploredNodesList.
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(a)

(b)

Figure 5.2: (a) The basis structure in trees: node. For each node, there are
important the following fields: father, son, brother. (b) Method for storing a tree,
based on the above presented fields. The root has no father and no brother. The
leaves have no son. If a field is empty, it is presented in a grey-shaded box.
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5.1.2 More complex networks

Multipart activations such as ”A and B need to be present simultaneously
to activate C” are also frequent in signalling maps. For example, to activate
the IP3 receptor in the membrane of the endoplasmic reticulum, both IP3

and calcium ions are necessary (cf. [Gol96]). Due to these several input
substances, a simple graph-based model is not any more suitable. Two types
of nodes are necessary, one to model the metabolites and another – the ac-
tivations and/or reactions figure 5.3. A convenient method for representing
these features is provided by the formalism of Petri nets [Rei85]. A single-
headed arrow connects two nodes of different types: places (represented by
ellipses) and transitions (represented by rectangles). Commonly, also bio-
chemical reactions converting substrates into products are involved in these
processes. Due to the presence of multi-molecular reactions and multi-part
effects, frequently, several arrows start in different places, while ending in
the same rectangle and others start in the same rectangle, while ending in
different places.

Figure 5.3: Petri net components necessary to describe signalling maps, containing
only activation and reactions: (a) places stand for substances; tokens represent
their number of molecules. They could be black (inactive form) or grey (active
form). Transitions represent: (b) simple activations (c)multipart activations (d)
biochemical reactions.simple activations

Due to the new, more complex form of a route, which is not anymore
linear, to estimate the total effect becomes a very challenging problem. For
example, if A is activated by an initial factor F1 and B is inhibited by an
initial factor F2, we can determine the total effect on C (activated by A and
B, see above) only if the extent of activation and inhibition is known quanti-
tatively. Thus, a qualitative, binary decision (activation or inhibition) is no
longer possible. Therefore, we restrict our analysis here by treating only acti-
vations and reactions. As mentioned above, the difference between activation
and reaction is that the activator is supposed to remain in the system also
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after activation. Indeed, in reality, the activator binds to the inactive form
of the substrate, but it is assumed that it is released sufficiently fast so that
it can act further in other effects or reactions. As in the case of monomolec-
ular effects and reactions, a label helps us to take care of how each kind of
arrow works in our model. In addition, the arrows are also labelled with pos-
itive integers, because usually the reactions have stoichiometric coefficients.
These numbers are, in the Petri net literature, called weights and state how
many tokens of each substance sort are ”swallowed” by a given transition,
and respectively, how many are produced. Petri nets have also been used in
the modelling of metabolic networks [Hof94, RLM96, OBJO&D01]. Figure
5.3 illustrates the correspondence between the usual components of signalling
maps and a Petri net apparatus.

For each substance, there are three states: first - when the substance is
absent, second – when it is present, but in inactive form, third – when the
substance is present in active form. The first state is modelled by a place
without tokens, the second and the third correspond to a place with black
tokens and grey tokens, respectively.

The places stand for factors, intermediaries and targets. At this mo-
ment, we assume that the factors are only substances, rather than medium
conditions. As mentioned above, all kinds of effects and the reactions are
modelled using transitions. In the Petri net literature, there is a somewhat
imprecise terminology in that the term ”transition”refers to the nodes repre-
sented with rectangles. However, a transition in the sense of transformation
between places includes, of course, also the incoming and outcoming arrows.
The place where the incoming arrow starts is called input place of the transi-
tion under consideration and that where the outcoming arrow ends is called
output place.

Consequently, each output place of an effect must have at least so many
black tokens as the label of the arrow pointing to it indicates, to allow the
transition to fire. These tokens could be provided by a reaction, if such a
reaction exists, or have to be part of the initial configuration. Importantly,
the reaction can provide both already active products (grey tokens) and
inactive products (black tokens). In the input file, one can mark the active
form with a prime (‘) after the substrate name. Therefore, we shall have cases
when a reaction producing an inactive substrate S and an activation that
activates it are both required, but also cases where the reaction producing
the active substrate S is sufficient.

To make a distinction between reactions and activations in the graphi-
cal description, we use rectangles only for the former and trapeziums – for
activations. Arrow labels consist in pairs of a number (the stoichiometric co-
efficient) and a colour (grey or black). The second term of the pair specifies
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the colour of the tokens that are required to be in the input places and of
those are consumed or produced by a transition. For activations, the colour
label of both incoming and outgoing arrows must always be grey because the
active substance results in the activation of an initially inactive substance.
Therefore, the colour label can, in the activation case, be omitted. In both,
activation or reaction, for each place involved in a transition, a number of
tokens equal to the number which labels the arrow starting from the con-
sidered place and ending in the given transition has to be present in the
corresponding place to allow the transition to fire. Due to the distinction
made between reactions and effects, during the algorithm, the tokens will
have a different outcome. When the transition stands for a reaction, for each
input place, a number of tokens equal to the first label number and having
the colour indicated in the label will be deleted from the tokens set at that
place. If the transition is an effect, neither the tokens number nor the colour
will be changed. As for reactions, the number of tokens having the colour
given in the second label member for each output place will increase by the
label number. In the activation case a number of existing black tokens equal
to the label number will become grey.

In fact, the transduction of a signal is composed of the firing of its tran-
sitions a specified number of times. This leads to a ”migration” of tokens
through the network. For sending the signal from factors to targets, a certain
number of tokens has to be in each place. The vector containing the token
numbers for each place between two transition firings represents a configu-
ration (marking) of the system. The configuration before the first transition
firing is the initial configuration. The minimal configuration that allows the
firing of all transitions of a given route is a sufficient initial configuration.
The configuration after the last transition firing of a given route is the fi-
nal configuration. We do not fill places with tokens at the very beginning,
because no prior information indicates how many tokens are necessary to
go through each possible route. The transitions are added one by one to
each route and, during these operations the number of tokens that has to be
present at the beginning as well as the final configuration are calculated a
posteriori.

The Petri net based description of complex signalling networks is a gener-
alization of the classical graph-based description of simple networks. When
we want to find all the targets that can possibly be reached starting from
a given initial factor, the structure that occurs is not anymore a simple
tree. To be able to disentangle the web including the three layers made
up of initial factors, targets and intermediaries, the presence of cycles or
the absence of reactions, it is essential to extract subnetworks with certain
properties. We introduce the following concepts. A place is said to be
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structurally balanced if the number of incoming grey tokens equals the
number of outgoing tokens. A place N is totally involved in a route
between one initial factor and one target if either there is a succession of
transitions t1, . . . tm (called transitions totally involved in a route),
such that t1 has the initial factor as input place, tm has the target as output
place and there is an integer i, 1<i <m such that ti−1 has N as output place
and i has N as input place, or N is the initial factor or the target. Let us
exclude reaction R2 from the network depicted in figure 5.4(a). In the new
network, N ’, the nodes 1, 2, 3 and 5 are totally involved in a route between
the initial factor 1 and target 5. The nodes 0, 2, 3, 4, 6 and 8 are totally
involved in a route between the initial factor 0 and target 8.

Let TN1 and TN2 be the sets of places totally involved in the route from
initial factor F to targets T1 and T2.

Targets T1 and T2 have an interrelation of degree 1 if, for the same
initial factor F, there are places M1 ⊆TN1–TN2 and M2 ⊆TN2–TN1 being
final places of one and the same transition. That is, this transition connects
to one output place that is only involved in a route to T1 (rather than T2)
and to another place only involved in a route to T2. This means that there
is a branching in a such a way that a signal running from F to T1 may also
arrive at T2 and vice versa.

Targets T1 . . . Tm have an interrelation of degree 1 if there is a per-
mutation σ of {1. . .m} and an integer i, 1 ≤ i ≤ m such that each of the
sets {T1 . . . Tσi

} and {Tσi+1
. . . Tσm} have degree 1 of interrelation and de-

noting TN1−σi
and TNσi+1−σm the set of places totally involved in the route

from initial factor F to targets T1 . . . Tσi
and Tσi+1

. . . Tσm respectively, there
are M1m ⊆ TN1−σi

− TNσi+1−σm and Mm1 ⊆ TNσi+1−σm − TN1−σi
being

output places of one and the same transition between F and T1 . . . Tσi
and

Tσi+1
. . . Tσm . The empty set and the set containing a single element are con-

sidered to have an interrelation of degree 1. In the network N ’ extracted from
figure 5.4, the nodes 5, 8 and 15 have an interrelation of degree 1, because
the nodes 8 and 9 are output places of transition R3 and the nodes 4 and 5
are output places of transition R0.

A simple route with respect to a set Θ of targets with interrelation of
degree 1 and its corresponding minimal set of factors Φ must contain:

1. the targets from Θ and the factors from Φ,

2. the set of transitions and places totally involved in routes between pairs
of one factor from Φ and one target from Θ, so that each place, except
the factors and targets themselves, is structurally balanced,
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.4: (a)Theoretical example with white circles as substances (factors – 0, 1, 14, intermediaries
– 2, 3. 4, 5, 6, 7, 9, 10, 11, 12, targets – 8, 13, 15), one-line-framed rectangles as reactions R0- R7 and
two-lines-framed rectangles as activations A0 –A4. The arrows are labelled only if the label is not 1. Here
we detect four routes. Factors 0 and 1 act always together. Factor 14 often joins them. By detecting the
conflict routes, the supposition can be derived that a reaction producing intermediaries 4 or 6 is missing,
or a reaction consuming intermediaries 5 or 7 is missing. Each target is hit separately, exception targets
8 and 15 are hit simultaneously on the incomplete route. (b) balanced cyclic route: {2 R5, R4, A4, A3,
A2, A1, A0}, (c) conflict cyclic routes: {R5, R2, R0, R1, R3, R6, R4, A4, A3, A2, 2 A1, A0}, (d) conflict
cyclic routes: {2 R2, 2 R0, 2 R1, 2 R3, 2 R6, R4, A4, A3, A2, 3 A1, A0}, (e) balanced route: {R5, R4,
R8, A3, A2, A1, A0}, (f) conflict cyclic routes: {R2, R0, R1, R3, R6, R4, R8, A3, A2, 2 A1, A0}, (g)
conflict route: {R5, R2, R7, R3, R1, R0, A1, A0}, (h) conflict cyclic routes: {R2, R6, R3, R1, R0, A1,
A0}
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3. input or output places of a totally involved transition, even if they are
not totally involved places.

A simple route may also contain:

1. transitions that have, as input places, places also belonging to the route,
so that these places become structurally balanced, and the output pla-
ces of such transitions,

2. transitions that have, as output places, places already belonging to the
route, so that these places become structurally balanced, and the input
places of such transitions.

The minimality condition has to be understood in the following sense: If
a place totally involved in a route is deleted, no signal can be transmitted
anymore. Considering again the network N ’, simple routes between the initial
factors 0 and 1 and target 5 are the route {A0, A1, R0}, the route {A0, A1,
R0, R1}, the route {A0, A1, R0, R1, R3} and also the route {A0, A1, R0, R1,
R3, R7}.

A simplest route with respect to a set of targets with interrelation of
degree 1 and its corresponding minimal set of factors Φ contains at least
the targets of Θ and at least the factors of Φ and all places and transitions
belonging to this route are totally involved in this route and are, except the
factors and targets themselves, structurally balanced. So a simplest route
between the initial factors 0 and 1 and target 5 is only the route {A0, A1,
R0}.

In the case of multipart reactions/activations considered in this section,
we should refine the concept of balanced route. We do so by invoking
that it has a set of targets with an interrelation of degree 1 as final points,
a minimal set of initial factors , and a set of intermediaries which are all
structurally balanced. The route {A0, A1, R0, R1, R3, R7} is an example of
a balanced route between the initial factors 0 and 1 and target 5, but also
between initial factors 0 and 1 and target 5, 8 and 15.

Place N1 is said to be situated before place N2 (N1 < N2) if there is
a succession of transitions t1, . . . tm, such that t1 has N1 as input place, tm
has N2 as output place and the intermediaries are balanced. In our example,
it is obviously that node 0 is before node 2, which is before node 3. Place N1

is said to be situated after place N2 (N1 > N2) if there is a succession of
transitions t1, . . . tm, such that t1 has as input place N2, tm has as output
place N1 and the intermediaries are balanced. We can also say that node 3
is after node 2, which is after node 0. A cycle is a succession of transitions
whose set of places has a subset Q with the property that for each pair (N1,
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N2) of places from Q, there is a succession of transitions such that N1 < N2

and another succession such that N1 > N2. Therefore, A1, A2, A3 and A4

form a cycle, as well as R4, A3 and A4. Cyclic routes with the targets set
being empty affect the routes that contain a part of the cycle. The balanced
routes and the balanced cyclic routes are the maximal simplest routes in the
network with respect to the balancing property. A balanced cyclic route is
a route having a set of targets with an interrelation of degree 1 as final points
(that may be empty), a minimal set of initial factors, and all intermediaries
are balanced, with the exception of one or several places where the cycle
closes. In Fig. 5.4(b), the route {A0, A1, R4, A2, A3, A4, 2R5} is a balanced
cyclic route. If a cycle contains only activations but no factors, it cannot
normally transmit a signal due to the lack of input signal. However, strong
fluctuations in the system may cause a metabolite to become active. In this
case, all metabolites involved in the cycle become and keep being active,
which serves to the amplification of the signal. Thus, it is of interest to
determine such cycles.

Let us consider a partial order relation on the set of subnetworks that we
have defined. We say that network Ξ1 < Ξ2 if the set of transitions of Ξ1

are included in the set of transitions of Ξ2. In accordance with this definition,
the route {A0, A1, R0} is smaller than route {A0, A1, R0, R1}. Then, all
balanced routes, balanced cyclic routes represent a sup Σ, where Σ={ordered
simplest routes from F to subsets of targets {T1 . . . Tm} with an interrelation
of degree 1}. Such a balanced route α from F to {T1 . . . Tm} is a simplest
route because all the intermediaries are totally involved in the route and all
of them are balanced, so it is part of Σ. Moreover α is greater than all other
routes from Σ, because each other route β hits a subset of {T1 . . . Tm}, so
they must have at least one arrow less. Let us consider the ordered simplest
routes from initial factors 0 and 1 to the subsets of targets 5, 8 and 15 which
have an interrelation of degree 1. These are: route {A0, A1, R0,} route {A0,
A1, R0, R1, R3} and also route {A0, A1, R0, R1, R3, R7}. Their supremum is
{A0, A1, R0, R1, R3, R7} and it coincides with the balanced route mentioned
above.

Detecting the cycles can give us valuable information. In signalling net-
works, a very frequent process is that of feedback regulation. This mechanism
has a vital importance in any living organism. If some substances are pro-
duced in a larger amount than required, a negative signal is sent back to
reduce the unnecessary or even dangerous excess production. This is a nega-
tive feedback. The cycles that occur in signalling networks mainly have such
a function. If we want to enhance the synthesis of a desired product, it is not
enough to know which factors have to be varied, but also if some feedback
loops prevent us to do it. Using genetic engineering, one can remove the
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feedback loop to reach the aim (cf. [CBHC95]). On the other hand, posi-
tive cycles are in accordance with amplification phenomena and can lead to
oscillations. For example, a prominent mechanism leading to calcium oscil-
lations is the positive feedback from cytosolic calcium on its release from the
endoplasmic reticulum (cf. [Gol96]).

Now we consider the special case that all arrows of a subnetwork under
consideration represent reactions. A place is flux-balanced if it is con-
sumed in the same amount in which it is produced. An accumulating place
is consumed in a smaller amount than it is produced. A deficit place is
consumed in a greater amount than it is produced. Depletion and accu-
mulation are allowed only in conflict states. A conflict route occurs when
an intermediary accumulates or depletes due to a missing reaction. It is
impossible to equilibrate such an intermediary and the accumulation or de-
pletion does not occur due to a cycle containing the accumulating place.A
cyclic conflict route contains at least one unbalanced intermediary due to
a missing reaction and one due to the transition closing the cycle. All other
intermediaries are balanced. If in our (cyclic) route, there is at least one
intermediary that accumulates or depletes, it might be that some reactions
are missing in the system. Detecting the possible accumulation and deple-
tion points in the system, one can draw the experimentalists’ attention to
the search for hitherto undetected reactions.

However, not always when gaps exist in signalling maps, (cyclic) conflict
routes occur. The network topology plays a decisive role. It is essential that
a particular state arises, which we describe by “conflict state”. To clarify
it, let us assume that a subsystem in our map looks like in figure 5.5. Note
that substance P2 is produced with the stoichiometric coefficient of 2. Both
reactions R2 and R3 could have some coproducts. Their stoichiometry is
not interesting for us. What is important is that P3, P4 and maybe other
metabolites are substrates in reaction R4, each with coefficients 1. Obviously,
after firing R1, we will have one molecule of P1 and two molecules of P2. This
configuration allows reaction R2 to fire once and reaction R3 – twice. We will
obtain one molecule of P3 and two molecules of P4. Now, we have enough
molecules of P3 and P4 to fire R4 once. But so, one molecule P4 remains in
the system. R1 and R2 could fire again to produce the second molecule of
P3. These will permit R4 to fire the second time, but another molecule P2

will occur. The longer the process runs, the more molecules of P2 or P4 will
accumulate in the system. So P2 or P4 is an accumulation place. This is what
we call a conflict case. One may argue that signalling is a time-dependent
process and need not reach a steady state. Thus, if some deposit is built up
(of P2 or P4 in our example), it could be consumed later. However, due to
the unbalanced stoichiometry, this would lead to depletion or accumulation
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(a) (b)

Figure 5.5: Simple example illustrating conflict cases. Dashed arrows indicate
possibly occurring side reactions. (a) Conflict cases: In reaction R1, one molecule
S1 and one molecule S2 are consumed and one molecule P1 and 2 molecules P2

are produced. R2 consumes one P1 and produces one P3. R3 consumes one P2

and produces one P4. R4 consumes one P3 and one P4 and produces one S3 and
one S4. This will lead to accumulation of P2 or P4. (b) If R5 produces one P1

or if R6 produces one P3,R4 can fire twice, consuming two P3 and two P4. The
conflict is resolved. If R7 consumes one P2 or if R8 consumes one P4,R4 can fire
only once, but no substrate is remaining in the system. This is another solution
of the conflict.

at other places. Thus, the only interpretation is that some reactions, which
have to consume P2 or P4, are missing. To identify the conflict cases is also
important for the algorithm itself, because upon trying to equilibrate the flux
or transfer of information, infinite loops will occur.

The conflict cases can be resolved by extra reactions, as is illustrated
in figures 5.5(a) and 5.5(b). If there are some other fluxes coming in the
considered reactions set or going out, the required quantity of P1 or P3 can
be produced by R5, or, respectively R6 or the surplus of P2 or P4 can be
better used in R7, respectively R8. Imagine now that reaction R1 produces
one molecule of P1 and one molecule of P2. Even if, in reality, a reaction
that has to produce one P1 or P3, or it has to consume P2 or P4 is missing,
due to the network’s topology, this does not degenerate into such a conflict
state, so the gap will not be observed.

The conflict routes and cyclic conflict routes represent a sup Σ, where
Σ={ordered simplest conflict routes from F to subsets of targets {T1 . . .
Tm} with an interrelation of degree 1}. Such a balanced route α from F to
{T1 . . . Tm} is a simplest conflict route because all the intermediaries are
totally involved in the route and all of them are balanced, so it is part of TΣ.
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Moreover α is greater than all other routes from Σ, because each other route
β hits a subset of {T1 . . . Tm}, so they must have at least one arrow less.

5.2 Algorithm and implementation

Our algorithm is based on the backtracking strategy combined with some ap-
propriate heuristics. In accordance with the general backtracking procedure,
the solution represents an array (X1, X2, ... , Xn, ...). Its dimension is not
a priori fixed. Xi stands for the transition added to the route at step i of
the algorithm. To avoid running time problems, the domains Di, in which
each Xi takes values is considerably restricted [LG86]. Immediately after
the reading of the input data, we determine the sets of neighbour transitions
Dp for each place p in both directions. Another computational artifice is to
consider at step i a pair of a place and a transition. Actually, our solution
looks like ((p1, X1), (p2, X2), ... , (pn, Xn),...), where pi is the place visited
at step i and Xi, takes values from Dpi. Thus, the search space is very much
diminished. When such a pair is added to the solution array, some condi-
tions have to be fulfilled. The tokens have to be sufficient in number for
each place. If not, the initial sufficient configuration is adapted, if it is not a
conflict case. If it is, one must check whether there are additional reactions
which can resolve the conflict. If so, the algorithm continues, but if not, the
program is prepared to find and store a conflict route. If the transition closes
a cycle, the program is prepared to store the solution in the corresponding
stack.

Let us assume that we want to find the targets that are effected by factor
F1. We shall also discover which other factors work together with F1. Let
us take a look on the basic procedure. At the first step, our partial solution
is ((F1, X1)). X1 is an element of DoF1, which is the set of transitions going
out from F1. We set the tokens configuration, we put the input places of X1

in a waiting stack, which has to be expanded in the direction “up”. This
means that their domains will be “in-domains”. Also the output places of
X1 are put in a waiting stack, which has to be expanded in direction “down”;
their domains will be “out-domains”. While not all the routes were found
and while the current route is not yet a solution, the current configuration
is updated, a place that has to be expanded is chosen, a transition from its
domain is selected. If the total solution is found, it is stored and the transition
added last is taken out from the current (partial) route. Another transition
from the current place domain is added. This procedure is repeated until all
the solution routes are generated.

The algorithm has the following advantages. Because variables domains
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Figure 5.6: Input file caracteristics: Comments in C++ manner: starting with //
and ending at the end of current line starting with /* and ending with */ comments
insertion in equations. Repeatedly clauses marked with #A (for activations) and
#R (for reactions). Data distributions in several files, which can be appeled in
clause #F. Equations writing on several lines.
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are neighbour effects and reactions, they do not have large dimensions. The
normal large complexity of a backtracking technique is considerably reduced.
The routes are generated in a random order. There is no failure case, each
choice of a transition leading to a solution. Thus, each examined route
brings an evaluation. It gives a balanced route, it identifies a cycle, or it
finds possible gaps.

We have implemented the above presented algorithm in the SigNetRouter
application, using C++ programming language. The required input data are
taken from text files. In the following, we shall present the current input
file features (Fig. 5.6). For each transition type, there are sections marked
by #R (for reactions) and #A (for activations). The existing system can
be extended by including additional sections of this type or, even data files.
Their name have to be written in a #F clause. Comments in the style of
C++ programming are allowed. They facilitate the later understanding of
an existing input file, in order to reuse it. One input file is already declared
by default. It could be replaced with another file, specified by the user and
possibly having another location. Certainly, if syntactic mistakes occur in
the input file, an error and its description will be reported. The user will
be guided as close as possible to the line where the ambiguity or mistake
seem(s) to be and is invited to review it.

Once the data were read, some preliminaries are accomplished. An adja-
cency matrix is built to store the neighbourhood relation between metabolite
and transitions. A precedence matrix is calculated to identify the network’s
cycles. A conflict matrix is constructed to detect conflict cases and to prevent
infinite loops, which could occur if the non-self-unlocking conflict places are
further explored.

The precedence matrix is, in fact, a half matrix (Pij)i=1,n,j=i,n, where n
is the number of places. The values above the main diagonal are enough to
detect the cycles. Its elements are quadruples Pij = (relation edge, interme-
diar type, edge, type). During the algorithm the meaning of this components
changes. This allow us to spare other variables. At the first step, rela-
tion edge takes a certain negative value (we arbitrarily set it -12), if it is not
known whether i is before or after j on a route. If the sequence on a route
is (i, j), it takes another certain value (-11), and in the opposite case, -1.
Intermediar type is –10, if no route between i and j is known or if between
them there is an arrow in our network, no matter in which direction.

The precedence matrix is constructed step by step. If at the step s, we
know that i is before j and j is after k, at the next step, we know whether i
is before k. If so, k will be stored in the Intermediar type field (otherwise i).
Edge takes the value –20, if no arrow binds i and j. Otherwise, it stores the
arrow identifier. Type is –20 if there is no arrow between i and j, t6 if the
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arrow stands for an activation and –5, for a reaction. When this quadruple
already stores information regarding a certain direction and also information
concerning the opposite reaction is available, the first two fields correspond
to the forward reaction or activation, whereas the last two fields, to the
backward step.

Let us consider the examples represented in 5.7: In the first example, S1

is before S2 on a route composed by activation A1, but is after S2 on a route
composed by R1. Therefore, PS1S2= (R1, -5, A1, -6). We recall that the
subscripts of R1 and A1 are for the algorithm simply numbers and they carry
no information about their types. In the second example, S1 is before S2 on
a route composed by activation A1, but is after S2 on a route going through
S3. Therefore, PS1S2= (-1, S3, A1, -6). As it is shown in the third example,
if S1 is before S2 on a route traversing S4, but is after S2 on a route going
through S3, PS1S2= (-1, S3, -11, S4).

Figure 5.7: (a) S1 is before S2 on a route composed by activation A1, but is
after S2 on a route composed by R1. Therefore, PS1S2= (R1, -5, A1, -6). (b)
S1 is before S2 on a route composed by activation A1, but is after S2 on a route
going through S3. Therefore, PS1S2= (-1, S3, A1, -6). (c) If S1 is before S2 on a
route traversing S4, but is after S2 on a route going through S3, PS1S2= (-1, S3,
-11, S4). (d) Process of retrieving cyclic routes. Starting from information in the
precedence matrix, in between each pair of nodes, a node from the original network
is inserted in an iterative manner. In the last step, the corresponding reactions or
activations can be inserted.

So, having a half-matrix with these quadruples as elements, we fill it, at
the beginning, with arrows in the sense of Petri nets. As long as possible,
we construct new relations based on the transitivity property. If S1 is before
S2 (S1 < S2) and S2 is before S3 (S2 < S3), then S1 is before S3 (S1 < S3).
Every time, the intermediary place is stored, thereby the cyclic routes can be
retrieved from the precedence matrix. This retrieval process is represented
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in 5.7(d).
The conflict matrix (Cij)i=1,m,j=1,m gives the ratio between each two places

connected by a reaction chain in the network. For example, if reaction R1

consumes 2 molecules of substance S1 and produces 3 molecules of S2, the
ratio is CS1S2=

2
3
. Obviously, if CSiSj

= s
p

and CSjSk
= r

t
, then CSiSk

= s·r
p·t . In

the conflict cases, there are two routes from Si to Sk, and the ratios are
different. In Fig. 5.5, for example, CS1P2=

1
2
, CP2S4=1, CP4S3=1, so CS1S3=

1
2
,

but CS1P1=1, CP1P3=1, CP3S3=1, so CS1S3=1 6= 1
2
. When in the conflict

matrix such different ratios are calculated, the places involved in this conflict
are marked. During the backtracking procedure, when these places have to
be explored, their outgoing and ingoing transitions are counted. If these
places are accumulating places and there is only one outgoing transition, or
if these places are deficit places and there is only one ingoing transition, an
incomplete route has to be built and stored. Otherwise, the conflict is solved
on its own, and the backtracking strategy is proceeding smoothly.

The backtracking procedure that builds and classifies route after route
having as start point a given place is given in Appendix H. It is written in
pseudo-code and some details, which would make it difficult to understand,
are omitted. Startplace stands for the factor or the target where the route
has to start or to end. Because the route can be constructed forwards or
backwards, depending on the type of StartPlace (factor or target) and also
on the network’s topology, we need to give the Direction as parameter. Al-
though Step counts the route length, its purpose is to increase and decrease
in a such a way to allow all the routes to be identified and to be a flag for
finishing the procedure. At the beginning, the lists where all kind of routes
will be stored has to be initialised. The procedure InitialiseLists() does this.
Because the algorithm builds a route and then, deletes its last element to
build another route, the intermediary states have to be memorized. Store-
CurrentState(Step) is responsible for this operation. The CurrentPlace at
the current Step is also initialised with the StartPlace. TypeT is a variable
that stores integer values, depending on the transition type (reaction: 1, ac-
tivation: -1, inhibition, effect, not known). As a function of Step, Direction
and TypeT, the procedure SetSolutionSets() sets the lists of transitions from
which it will choose the next transition to be added to the route. We use
two SolutionSets, the first one - for all kind of effects and the second – for
reactions. As long as Step is not yet zero and at least one SolutionSet is
not empty, if we are on the backward way, we have to restore the precedent
state. The procedure RestoreState() is doing this. The current state has to
be memorised by StoreCurrentState(Step). A new transition to be added
to the partial route is chosen by the procedure ChoseTransition. Transition
type is memorized. The route obtained until now is verified. If it is a com-
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plete route, the function Solution() will return 1. The current route will be
compared with the already stored balanced routes. If it is a new one, it will
be added to the balanced routes list and the information regarding initial
and final configuration will be also managed. The same treatment applies
to the conflict routes and cyclic conflict routes, which will be stored in the
corresponding lists. If the partial route is not yet complete, a new place to
be explored is chosen and the corresponding SolutionSets are set.

An example is given in Fig. 5.4. There are three factors (0, 1, 14) and
three targets (8, 13, 15). The other places are intermediaries (2−7, 9−12).
All of them are depicted with white cycles. The rectangles stand for reactions
(R0−R7) and trapeziums - for activations (A0−A4). The arrows are labelled
only if the label is not 1. Let us chose as start place the factor 0. We detect
seven routes: A balanced route: {R5, R4, R8, A3, A2, A1, A0}, a balanced
cyclic route: {2 R5, R4, A4, A3, A2, A1, A0}, a conflict route: {R5, R2, R7,
R3, R1, R0, A1, A0} and four conflict cyclic routes: {R5, R2, R0, R1, R3, R6,
R4, A4, A3, A2, 2 A1, A0}, {2 R2, 2 R0, 2 R1, 2 R3, 2 R6, R4, A4, A3, A2,
3 A1, A0}, {R2, R0, R1, R3, R6, R4, R8, A3, A2, 2 A1, A0} and {R2, R6,
R3, R1, R0, A1, A0}. Factors 0 and 1 always act together. Factor 14 often
joins them. It is supposed to miss a reaction producing intermediaries 4 or
6, or another consuming intermediaries 5 or 7. Each target is hit separately,
except targets 8 and 15, which are hit simultaneously on the conflict route.

In the output file, one can find a classification of metabolites in factors,
targets, and intermediaries. It is very unlikely that a factor can work on its
own. The factors that could support it are given in the output file. The
same is valid for targets. Also other targets may be influenced when only
one is directly envisaged at the beginning. They are also displayed. One
can view the routes on which a factor affects some targets and which are the
targets. Conversely, also the factors which influence a given target and their
routes are found. Cycles that occur in between are detected. Moreover, the
sufficient initial and resulting final configurations are given in the output file.
An example is shown in 5.2.

Sub-
stances

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Initial
conf.

1g 1g 0 1b 0 0 0 0 0 0 0 1b 1b 0 2b 0

Final
conf.

1g 1g 1g 1g 0 0 0 0 0 0 1g 1g 1g 0 0 0

Table 5.2: Sufficient initial and resulting final configurations for the balanced
cyclic route shown in 5.4(b).”g”stands for grey tokens, while ”b”– for black ones.



96 CHAPTER 5. ROUTES IN SIGNALLING MAPS

5.3 An example: The B-Cell antigen-receptor

signalling network

The signalling network associated with the B cell antigen receptor has at-
tracted enormous interest [Cam99, DeF95, DeF97], due to its importance in
living organisms. The antigen receptor complex of B cells recognizes and dis-
criminates between various structures, detecting the infectious agents. This
triggers the immune response of the organism against viruses, bacteria, etc.

Approaches to design signalling networks can also be found in the internet

(http://www.cellsignal.com/reference/pathway/BCR.asp,
http://www.grt.kyushu-u.ac.jp/spad/menu.html).

The latter database also includes information about to the BCR pathway.
Some signalling schemes therein are, however, oversimplifications. The dif-
ference between reactions and activations is often not made clear. To un-
derstand the signalling events better, it is usually necessary to look into the
original literature [Cam99]. Once the antigen is bound to the receptor, it be-
comes possible for Lyn to phosphorylate the receptor (in the scheme in the
database, it looks as if Lyn triggers the signal). Syk also binds to the receptor
and becomes active. Lyn activates Btk, which participates besides Syk in ac-
tivating of the complex formed from Sos, Vav, PLCγ and Grb2. This complex
can then activate Rac GTP, RhoAGTP, Cdc45GTP and GTP Ras, as well as
DAG and IP3 derived from PIP. IP3 activates Ca2+, which activates RelA,
cRel, NFaB and CaM. CaM activates NFAT. DAG activates PKC, which
activates Rap. Each Rac GTP, RhoAGTP, Cdc45GTP can activate PIP5,
PAK, JNK or p38. GTP Ras activates Raf1, which activates MEK, which
activates ERK. GTP Ras can be also activated by SHC, which is activated
directly by Syk. We think that a more appropriate representation is given
in Fig. 5.8, using the Petri net apparatus explained in the previous sections.
We take into account that the antigen activates the receptor. This enables
the Lyn binding and an active complex CR1 is formed, becoming available
for binding Syk so to form CR2. Our representation prevent ambiguities
coming from hidden intermediary steps. It is formal and rigorous.

Running SigNetRouter on the input file formalising this scheme, we re-
fine the conclusions of [Cam99]. Where they identified the PLCγ pathway,
SigNetRouter finds four distinct balanced routes carrying the signal from
the receptor to Rap and each RelA, cRel, NFab and NFAT, respectively.
Twelve balanced routes correspond to the so called Rho-family pathway. Im-
portantly, there are three balanced routes leading from the receptor to each
final target: PiP5, PAK, JNK and p38. From the receptor to ERK on the so

http://www.cellsignal.com/reference/pathway/BCR.asp
http://www.grt.kyushu-u.ac.jp/spad/menu.html
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Figure 5.8: BCR Signalling network. A – antigen; R – receptor; Trapeziums –
effects (+ activation; - inhibitions); Boxes – reactions
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called Ras pathway, there are also two balanced routes. This shows us that
the network is structurally robust to a certain extent because there are paral-
lel routes (at least at its lower part). All these balanced routes that we found
have a common part (from the antigen to the complex C1 - receptor activates
Lyn, which activates Btk and Syk, which in turn activate complex C1). One
could think that the network could be vulnerable to defective functioning of
some intermediary steps between the antigen and complex C1. This is not,
however, the case, because alternative routes exist between the receptor and
the above mentioned targets. We did not bring them up, due to the presence
of some inhibition in between – CD22 was shown to be a negative regulator of
B-cell receptor signalling [NCO+97] t which our model can not totally cover
yet. It is obvious that their presence is very important and therefore, efforts
have to be made to solve the problem of including inhibitions.



Chapter 6

Conclusions and discussion

6.1 The impact of multifunctional enzymes

Multifunctional enzymes (in the sense of enzymes with low substrate speci-
ficity) are ubiquitous in living cells. Prominent examples are alcohol de-
hydrogenase, aldolase, hexokinase, transketolase, uridine kinase, cytidylate
kinase, nucleoside diphosphokinase and adenylate kinase. Many other en-
zymes, which are commonly considered as monofunctional, actually catalyse
a number of side reactions, the so-called underground metabolism [DC98].
To our eyes, these facts have not always been duly taken into account in the
modelling of metabolic networks. In the first chapter (1) of the thesis, we
have investigated how to treat multifunctional enzymes in metabolic pathway
analysis.

We have shown that the various reactions that can be performed by a
multifunctional enzyme catalysing reversible bimolecular reactions are usu-
ally linearly dependent on each other. Usually, in the biochemical litera-
ture, only a set of linearly independent reactions is given. For example,
for transketolase, only Tkt1: R5P + X5P = S7P + GA3P, Tkt2: E4P
+ X5P = F6P + GA3P are used. However, the choice of an appropriate
set of linearly independent reactions of a multifunctional enzyme was until
now arbitrarily. For example, instead of the reaction Tkt2, the reaction
Tkt3: E4P + S7P = X5P + F6P could be taken with the same justifica-
tion as a ”basic”reaction. The alternative chosen by a number of databases,
e.g. BRENDA (http://www.brenda.uni-koeln.de/) and partly in the litera-
ture is, especially for enzymes with a high number of functions, to indicate
the set of possible substrates and products without specifying the particular
reactions. For example, for transketolase, sometimes the set of donors of
the glycolaldehyde moiety and the set of acceptors is given (Bykova et al.,

99
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2000). ExPASytENZYME (http://www.expasy.ch/enzyme/) indicates that
many nucleoside diphosphates can act as acceptors in the nucleoside diphos-
phokinase reaction, and many ribo- and deoxyribonucleoside triphosphates
can act as donors. Obviously, the number of pathways would be much greater
than the number obtained in Section 4 if all functions of this enzyme were
included.

When using overall reactions in pathway analysis, it is important to
consider only linearly independent reactions. Otherwise, cyclic elementary
modes are obtained which do not perform any net transformation and have
to be cancelled afterwards. For example, consider the three reactions Tkt1,
Tkt2 and Tkt3 in the system given in Fig. 1.1. If all the metabolites are
internal, then we obtain one elementary flux mode: Tkt1, -Tkt2, -Tkt3,
which does not perform any net transformation and has no biological mean-
ing. Also, including NDK4 into the set of reactions for the system shown
in Fig. 2.4, we will obtain a spurious elementary mode consisting only of
enzyme NDK (with the functions NDK2, -NDK3, NDK4) and performing no
net transformation at all. An algorithm for choosing, in a unique way, an
appropriate set of linearly independent functions has been given. We suggest
that such information could be included in metabolic databases.

In all examples we tested so far, the number of different functions of
multifunctional enzymes as derived from the convex basis of the half-reactions
system is equal to the number of linearly independent functions as given by
the rank of the stoichiometry matrix. It will be a subject of future studies
to prove that this is true in general for multifunctional enzymes involving at
least one reversible reaction.

The main result given in the first chapter (1) is that the number of path-
ways (defined as elementary flux modes) does not depend on the level of
description of multifunctional enzymes provided that the definition of ele-
mentary modes is applied correctly. This requires that enzymes are consid-
ered as the basic units in metabolism. We have to find a minimal number of
enzymes rather than a minimal number of reaction steps. Note that the defi-
nition of elementary modes is based on the principle of genetic independence
introduced by [SB88]. This says that upon decomposition of a mode into two
other modes, no enzymes should be used in addition that are not used by the
mode in question because the other modes then would be genetically inde-
pendent. Formal application of the definition on the level of hemi-reactions
would imply that the principle of genetic independence would hold for hemi-
reactions, which is not the case. This point is also related to the concept of
activity set introduced by [NnSVPI+97]. This is the set of all enzymes oper-
ative in a given state. Note that in the presence of multifunctional enzymes,
this set involves fewer items than non-zero components are contained in the
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vector V because several components refer to the same enzyme.
We have illustrated these theoretical considerations by several exam-

ples (a system made up of uridine kinase and other reactions of nucleotide
metabolism, pentose phosphate pathway and interconversion of nucleoside
triphosphates). Another example is the reaction system of monosaccharide
metabolism studied in [NnSVPI+97]. In terms of overall reactions, this sys-
tem gives rise to 296 elementary flux modes, while in terms of half-reactions,
866 modes would arise if the reaction steps were considered as basic units.
Note that [NnSVPI+97] analysed the convex basis. This set involves eight
basis vectors in both descriptions. Also for the other examples, we have
found that the number of basis vectors is independent of the level of de-
scription even if the definition is applied to reaction steps. It can be shown
that this holds for any reaction system because the basis vectors have the
property that none of them is a non-negative linear combination of other
basis vectors. The same property holds after translating the basis vectors of
the half-reactions system into those of the overall reactions system. When a
system only contains irreversible steps, the set of elementary modes coincides
with the convex basis [SH94]. Therefore, such systems do not cause any prob-
lems with respect to a description on different levels of detail. As illustrated
by an example in Section 2, the same is true as long as only monofunctional
enzymes are reversible.

Both sets of fundamental pathways have their advantages: the convex
basis usually involves a smaller number of pathways, but they are some-
times not uniquely determined [PSVNn+99] and they often do not cover all
biochemically relevant routes ([SHWF02]. Moreover, they may change con-
siderably upon addition or deletion of reactions. For example, if reaction b
in Fig. 2.3(a) is deleted, the previous extreme vectors do no longer apply
and the new extreme vector {a, c} arises. The set of elementary modes
is uniquely determined and involves the full set of potential basic routes in
the system. Moreover, if enzymes are added to the system, new elemen-
tary modes may arise while the previously existing modes remain unchanged
([SHWF02]. Upon deletion of enzymes, some modes may disappear while
none of the remaining modes will be changed. While the convex basis is
always independent of the level of description, the elementary modes require
a correct application of the definition in order that the same property holds
for these.

Our analysis is based on several simplifying assumptions. For example,
we have not taken into account that transketolase consists of two subunits
and that each of them can catalyse, in addition to the two-substrate reactions
mentioned above, also a one-substrate reaction in which a two-carbon unit
is split from a donor molecule [FGS+01, BSM+00]. The two C2 moieties
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are then combined to give erythrulose. Our analysis can be extended in a
straightforward way to cope with dimeric enzymes.

In future studies, it is worth considering that different reactions of a mul-
tifunctional enzyme can proceed depending on conditions (e.g. availability
of initial substrate). However, the general results of the present contribution
will not be affected by this specification. Moreover, the approach presented
here may be of interest for the modelling of enzyme evolution because it is
generally assumed that the multitude of present-day monofunctional enzymes
evolved from a smaller number of enzymes with broader substrate specificity.

6.2 Defects and “hijacking” of enzymes in nu-

cleotide metabolism

As mentioned above, nucleotide metabolism is a very important part of each
organism. It provides the building-block necessary in DNA and RNA synthe-
sis. It supports the immune response. NAD+, FAD+, Coenzyme A, cAMP,
cGMP, and other important substances need nucleotide metabolism also.
Some organisms contain the whole system, but other parasites learned to use
the substances produced by the host enzymes to replace those that they lack.
Therefore, three kinds of disorders regarding this system could occur.

The first kind - diseases caused by enzymes deficiencies - happen, mostly,
due to inherited mutations, which can increase or decrease the enzymatic
activity. When the mutation does not produce a very dangerous change in
enzyme activity, the diet might have an essential role in triggering the disease.
Once the cause and its severity level is understood, treatments, consisting in
inhibition of some other enzymes whose reactants are less dangerous, than
those accumulated due to the malfunctioning of the enzyme causing the dis-
order and diets that can milder it can be applied. Unfortunately, there are
such diseases (see Lesch-Nyhan syndrome) where also behavioural ailment
occurs, which can not be cured.

Until now, each disease triggered by an enzyme deficiency was studied af-
ter the occurrence of a patient. An analysis based on elementary flux modes
could provide important information for preventing the enzyme deficiency
diseases before their appearance, and also for detecting and curing them
if they are already manifested. It could propose several clinical additional
laboratory tests. The concentrations of several enzymes and their structure
provide information about the capabilities of those enzyme to function well.
The concentrations of several intermediary substances enlighten the malfunc-
tioning of the enzymes that are supposed to degrade those substrates. The
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toxicity degree of several intermediaries could explain several symptoms. A
good treatment could consist in the inhibition of an enzyme at a previous
step in the modes blocked by the malfunctioning of a deficient enzyme. The
toxicity of the reactants that are supposed to accumulate has to be tested.
Also the possibility to construct artificial degradation paths can be pointed
out by such an analysis.

A wide knowledge of nucleotide metabolism may help not only to pre-
vent, detect, or cure enzymes deficiency diseases, but also to fight against
proliferative and autoimmune diseases (the second kind) or against those
disorders caused by viral or parasites infections (the third kind). Without
going deeply into detail, we have presented several examples gathered from
the medical literature, describing various attempts to cure such ailments. We
used the pathway analysis on purine and pyrimidine metabolism to support
or even to extend the set of enzymes that could represent effective targets for
chemotherapy. This is to indicate potential fields of application of metabolic
pathway analysis in the future.

Importantly, we consider that as long as no method exist to differentiate
the enzymes of the damaged cells, viruses or parasites from the enzymes of
the “host”, the approach of knocking out “hijacked enzymes” is not effective.
Promising is to detect specific enzymes of the aggressor, essential for its
replication, camouflaging, and assembling (for viruses) and inhibit them.
Also creation of non-virulent mutants but easily recognisable by the immune
system of the host is a nice solution and starting from pathway analysis, one
can spare many efforts.

The model developed by [CCV+00] is a nice example of application of
pathway analysis in the fight against cancer. If it is not yet elucidated how to
stop this disease, at least one can prevent additional feeding of tumour cell.
Thiamine (vitamine B1) is an activator of transketolase, an important en-
zyme in pentose phosphate pathway. The more thiamine is administered, the
greater is the ribose production. This means that the purine pathway is sup-
plied with its principal substance necessary in nucleotide production. Thus,
the material required by replication can be easily provided. The avoidance to
administer thiamine is a natural remedial action. Certainly, it is valuable to
apply pathway analysis also in these systems that are more closely involved
in DNA and RNA synthesis such as nucleotide metabolism. In purine cen-
tral metabolism described in Chapter 3, the enzymes having a high degree
of participation in the elementary flux modes are the most suitable for being
drug targets. Importantly, efforts have to be developed to restrict the drug
effect only on the cancerous cells.
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6.3 Petri nets in biochemical systems analy-

sis

Petri nets provide a special formalism to describe processes in networks. In
particular, they are suitable to model biochemical networks. Here, we have
shown that several concepts from Petri net theory have a significance for
this modelling. However, there are alternative formalisms, and it is difficult
to decide which formalism is best suited. To implement the calculations on
computer, one usually translates Petri nets into matrices. So one may argue
that the networks could be modelled by matrices from the very beginning.
Indeed, Petri nets have the advantage to provide a means of visualisation.
On the other hand, biochemists use a special way of visualisation for decades
[Str95, KG91](and chemists already for centuries). Multimolecular reactions
such as “A+B gives C+D+E” are represented by an arrow that has two
upper ends and three lower ends. This arrow can be represented, in a formal
language, as a pair of n-tuples: ((A,B), (C,D,E)). In contrast, in a normal
graph as used in graph theory, edges correspond to simple pairs of nodes.
In Petri nets, the representation is “disentangled” by introducing additional
nodes and arcs. The above reaction would then be represented by five place
nodes and one transition node (T) linked by five arcs. The arcs correspond
to the following pairs of nodes: (A,T), (B,T), (T,C), (T,D) and (T,E). It is
a matter of taste which representation is preferred – one pair of n-tuples or
several pairs.

Many concepts from Petri net theory have counterparts in traditional
biochemical modelling, for example, P-invariants (conservation relations), T-
invariants (flux modes), and minimal T-invariants (elementary flux modes).
In metabolism, minimal T-invariants can be interpreted as biochemical path-
ways. Detection of these in complex networks is often not straightforward. It
is helpful in determining maximal conversion yields [RB01, SFD00, VDL02].

The concepts of trap, siphon, deadlock, and liveness, among others, have
not been considered in biochemical modelling so far. Here, we have shown
that these are helpful to characterize special properties of metabolic networks.
For example, the test for deadlock-freeness helps to determine whether a
biochemical pathway can attain a false equilibrium, where it is blocked. From
another point of view, this situation has been referred to as the danger of a
turbo design of pathways [TWvDW98]. The liveness of a system indicates
that all transitions are able to fire infinitely often, and the processes are
not eventually restricted to a subsystem. Traps can correspond to storage
metabolites that are produced during growth of an organism and steadily
increase in their concentrations.



6.3. PETRI NETS IN BIOCHEMICAL SYSTEMS ANALYSIS 105

We have here analysed the example of the energy metabolism in T. bru-
cei. If the accumulations in the trap exceed a certain amount, this can cause
product inhibition of some transitions (the aldolase reaction in the example),
forcing the system to stop working. This result is of interest for elementary-
modes analysis. It has been argued that this analysis can help assert the
effects of enzyme deficiencies and knockout mutations [KS98, SFD00]. The
example analysed here shows that in a deficient system, the remaining el-
ementary modes may not be functional because of occurrence of a trap.
Therefore, pathway analysis should be refined by considering traps, siphons,
deadlock-freeness and liveness.

Siphons can correspond to storage substances when they are gradually
depleted during starvation. An analysis of traps and siphons appears to
be promising in studying diseases such as obesity and hypercholesterolemia,
which are related to over-accumulation of storage substances. It will be worth
including the analysis of traps, siphons, deadlocks, and liveness in metabolic
simulation packages.

So far, in Petri net theory, transitions are always considered to be uni-
directional. However, many biochemical reactions such as all isomerases are
known to be reversible in that their net flow can change sign depending on
the physiological state. If such a reaction is described by two oppositely
directed transitions, meaningless T-invariants arise. For example, in the
scheme shown in Fig. 4.3, the T-invariant {T1, T2} occurs. In order to
avoid the cancellation of such T-invariants after their computation, it will be
worthwhile extending Petri net theory by allowing for reversible transitions.

A property that can be checked for Petri nets is boundedness. As bio-
chemical networks are open systems, they are not usually covered by semi-
positive P-invariants; that is, they are not conservative. Nevertheless, sub-
nets are often covered by such invariants and are, therefore, bounded. For
example, if the conservation relation ATP + ADP = const. holds, one can
deduce that the energy currency metabolite ATP cannot exceed a certain
limit. If negative coefficients exist in the conservation relation, boundedness
cannot be guaranteed even for the corresponding subnet. Beside conserva-
tive subnets, there may be superconservative subnets. Obviously, they imply
unboundedness. First, there may be metabolites that are only produced by
irreversible reactions but not consumed by any reaction (Fig. 4.5). Second, if
consuming reactions exist, the catalysing enzymes may have such a low max-
imal velocity (saturation level) that the rate of production is higher than the
rate of consumption.

In the third chapter (3), we have kept focussing on topological analy-
sis, which deals with the properties that occur from the static construc-
tion of the network. For many biological applications, such as the assign-
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ment of the metabolic function to an enzyme gene (functional genomics)
[SBG+96, BDDL+98, DSS+99, FGN02], it is sufficient to analyse these prop-
erties rather than the dynamics. The structural properties are the most rep-
resentative features that one should look for. Compared to kinetic parameters
of enzymes, they are constant in time and often much better known. Thus,
reaction stoichiometries are easier to get from databases [SMO+97, KG91].
Topological analysis, (in particular, the computation of invariants) consti-
tutes the basis for the simulation of the dynamics of the system.

6.4 Routes in signalling networks

For studying signalling maps, like in the case of metabolic networks, two
approaches are appropriate. One is based on differential equations and the
other, on a topological analysis. The first one might solve the problem very
elegantly, but has also the major inconvenience that the rate laws and kinetic
data are not always known. The alternative has the advantage that it needs
only stoichiometric features, which are available in many cases. However,
this type of analysis leads to much more restricted conclusions. Our aim is
to decompose very complicated networks into simpler parts, so that it be-
comes clear which factors are influencing with target, on which ways, and
with which final effects. The robustness or the vulnerability of a network can
be evaluated by counting the alternatives routes acting on the same targets.
The idea is somehow similar to that of elementary flux modes for metabolic
systems, for the identification of which there are already several programs.
One of them is METATOOL [PSVNn+99]. Although many similarities can be
found between metabolic and signalling networks, the existence of some dif-
ferences does not allow us to simply apply the concept of elementary modes.
Let us recall only the usual absence of mass flow conservation, the often
discontinuous reaction flux and the non-stationary dynamics.

Here, we have introduced several terms, such as balanced route, struc-
turally balanced route, balanced node, and simple route, to provide a con-
ceptual and mathematical basis for analysing the topological structure of
signalling networks. Using these concepts, we have devised an algorithm for
computing all simplest balanced, cyclic and conflict routes, and the corre-
sponding sufficient initial and the resulting final configurations in such net-
works. We have also developed a computer program, written in C++ and
called SigNetRouter, performing that algorithm. It is easy to use and can be
included as a subroutine into larger simulation packages.

Since we have adopted a Petri net formalism, the amounts of substances
must be integer numbers (tokens). When the places in the net stand for
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chemicals (proteins, hormones, etc), this is not a problem, all the more be-
cause the molecule numbers per substance species are usually small in signal
transduction. An extension will be interesting if factors would be allowed to
be environmental features, for example temperature, mechanical vibrations
or osmotic stress. In addition, such factors affect each reaction (or effect)
individually. An idea could be to give another interpretation to tokens for
such special factors. A defined number of tokens could mean that the spec-
ified factor increases, while another number could mean that it decreases.
The magnitude of increase or decrease cannot, however, be quantified in this
way.

We assume that the reactions and effects that are involved in the in-
vestigated networks are irreversible. This is not a severe limitation, since
signalling pathway reactions are normally irreversible because the reverse
processes are catalysed by different enzymes. The signal amplification pro-
cess is often made by phosphorylations, catalysed by protein kinases. In turn,
the signal termination process by dephosphorylation involves many protein
phosphatases.

Our model gives information only regarding the structural properties. It
yields the possible routes, which the system can be decomposed into. These
routes are complete to the extent to which the map is complete. Because,
in signalling cascades, there is no mass flux condition, each simple route
built from extending a simplest route by balancing intermediaries is also
representative for signal sending. Thus, if some internal conditions prevent
a given reaction or activation from proceeding, in all routes containing it, we
have to cancel the transition in question and the branch following it. It is
important that we predict all the possible routes. Whether they are really
acting is a problem of time conditions (for example, synchrony of events),
which are not regarded in our model.

Genetic engineering can be used to over-express or knock out some en-
zymes. This can increase or decrease, respectively, the effect of the route(s)
involving them. This could be a way to control the cell’s response to some
specific factors and to treat dangerous diseases such as cancer [TB01].

If a route can be represented only as a sequence of monomolecular acti-
vations, inhibitions and reactions, we can evaluate its total effect (negative
or positive) on the targets, multiplying the partial effects. Inhibiting a sub-
stance that inhibits another substance, it is in fact an activation. But if the
route involves bi- or multimolecular reactions, only qualitative knowledge is
not enough to estimate the total effect. Therefore, we have, in this case,
excluded networks containing inhibitions. In future studies, it is of course
worthwhile extending the analysis to this type of networks. A first step would
be to allow for networks in which, although multimolecular reactions and/or
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effects occur, some routes only involve monomolecular reactions, activations
and inhibitions. Actually, the B cell antigen receptor signalling network used
here as a biological example is of this type. However, excluding the inhibi-
tions from signalling networks could lead to totally wrong results. See the
example presented in the previous section, where one could wrongly say that
the networks is not robust, just because the route containing inhibition were
removed.

For the B cell antigen receptor signalling network, we have obtained,
with the program SigNetRouter, 21 balanced routes. This extends results by
[Cam99]. Some of the routes operate in parallel and, hence, the system is
structurally quite robust.

In signalling maps such as the MAPK cascade, there are often two phos-
phorylations of the same protein, one after another. Usually only the last
form helps in a further activation. Therefore, in our model only the last
active state is marked with grey tokens. Moreover, the intermediary step is
not any more considered. Of course, if also the intermediary active form will
serve further for activation, it has to be somehow included in model. An ap-
propriate solution will be to treat each intermediary substrate as a different
substrate.
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Enzymes acting in central
purine metabolism depicted in
Fig. 3.2.

109



110 Appendix A
E

C
n
u
m

b
er

E
n
zy

m
e

n
am

e
E

n
zy

m
e

ab
b
re

v
i-

at
io

n

R
ea

ct
an

ts
P

ro
d
u
ct

s
D

ir
ec

ti
-

on
al

it
y

1.
1.

1.
20

4
x
an

th
in

e
d
eh

y
d
ro

-
ge

n
as

e
X

d
X

an
th

in
e

+
N

A
D

+
H

2O
u
ra

te
+

N
A

D
H

2
i

1.
1.

1.
20

4
H

y
p
ox

an
th

in
e

+
N

A
D

+
H

2O
X

an
th

in
e

+
N

A
D

H
2

i

1.
1.

1.
20

5
IM

P
d
eh

y
d
ro

ge
-

n
as

e
IM

P
d

IM
P

+
N

A
D

+
H

2O
X

M
P

+
N

A
D

H
2

i

1.
1.

3.
22

x
an

th
in

e
ox

id
as

e
X

O
R

X
an

th
in

e
+

H
2O

+
O

2
u
ra

te
+

H
2O

2
i

1.
17

.4
.1

ri
b
on

u
cl

eo
si

d
e-

d
ip

h
os

p
h
at

e
re

d
u
c-

ta
se

R
N

D
P

r
A

D
P

+
rT

d
A

D
P

+
oT

+
H

2O
i

1.
17

.4
.1

G
D

P
+

rT
d
G

D
P

+
oT

+
H

2O
i

1.
7.

1.
7

G
M

P
re

d
u
ct

as
e

G
M

P
r

G
M

P
+

N
A

D
P

H
+

H
+

IM
P

+
N

H
3

+
N

A
D

P
+

i
2.

1.
2.

2
G

A
R

tr
an

sf
or

m
y
-

la
se

G
A

R
t

F
T

H
+

G
A

R
T

H
+

F
G

A
R

i

2.
1.

2.
3

A
IC

A
R

tr
an

s-
fo

rm
y
la

se
A

IC
A

R
t

F
T

H
+

A
IC

A
R

T
F

+
F
A

IC
A

IR
i

2.
4.

2.
14

am
id

op
h
os

p
h
or

ib
o-

sy
lt

ra
n
sf

er
as

e
am

id
oP

R
t
P

R
A

+
P

P
i+

gl
u
ta

m
at

e
gl

u
ta

m
in

e
+

P
R

P
P

+
H

2O
i

2.
7.

6.
1

p
h
os

p
h
or

ib
os

y
l

p
y
ro

p
h
os

p
h
at

e
sy

n
th

et
as

e

P
R

P
P

s
A
T

P
+

R
5P

A
M

P
+

P
R

P
P

i



Enzymes acting in central purine metabolism 111

E
C

n
u
m

b
er

E
n
zy

m
e

n
am

e
E

n
zy

m
e

ab
b
re

v
i-

at
io

n

R
ea

ct
an

ts
P

ro
d
u
ct

s
D

ir
ec

ti
-

on
al

it
y

2.
4.

2.
1

P
u
ri

n
e-

n
u
cl

eo
si

d
e

p
h
os

p
h
or

y
la

se

P
N

P
as

e
d
In

os
in

e
+

d
R

1P
H

y
p
ox

an
th

in
e

+
P

i
i

2.
4.

2.
1

A
d
en

in
e

+
R

1P
d
A

d
en

os
in

e
+

P
i

r
2.

4.
2.

1
H

y
p
ox

an
th

in
e

+
R

1P
In

os
in

e
+

P
i

r
2.

4.
2.

1
A

d
en

os
in

e
+

P
i

A
d
en

in
e

+
R

1P
r

2.
4.

2.
1

X
an

th
os

in
e

+
P

i
X

an
th

in
e

+
R

1P
r

2.
4.

2.
1

G
u
an

os
in

e
+

P
i

G
u
an

in
e

+
R

1P
r

2.
4.

2.
1

G
u
an

in
e

+
d
R

1P
d
G

u
an

os
in

e
+

P
i

r
2.

4.
2.

4
th

y
m

id
in

e
p
h
os

-
p
h
or

y
la

se
T

P
as

e
d
In

os
in

e
+

d
R

1P
H

y
p
ox

an
th

in
e

+
P

i
i

2.
4.

2.
7

ad
en

in
e

p
h
os

-
p
h
or

ib
os

y
lt

ra
n
s-

fe
ra

se

A
P

R
T

A
M

P
+

P
P

i
A

d
en

in
e

+
P

R
P

P
r

2.
4.

2.
7

G
M

P
+

P
P

i
G

u
an

in
e

+
P

R
P

P
r

2.
4.

2.
8

H
y
p
ox

an
th

in
e

p
h
os

p
h
or

ib
os

y
l-

tr
an

sf
er

as
e

H
P

R
T

A
M

P
+

P
P

i
A

d
en

in
e

+
P

R
P

P
r

2.
4.

2.
8

X
M

P
+

P
P

i
X

an
th

in
e

+
P

R
P

P
r

2.
4.

2.
8

G
M

P
+

P
P

i
G

u
an

in
e

+
P

R
P

P
r

2.
4.

2.
8

IM
P

+
P

P
i

H
y
p
ox

an
th

in
e

+
P

R
P

P
r



112 Appendix A
E

C
n
u
m

b
er

E
n
zy

m
e

n
am

e
E

n
zy

m
e

ab
b
re

v
i-

at
io

n

R
ea

ct
an

ts
P

ro
d
u
ct

s
D

ir
ec

ti
-

on
al

it
y

2.
7.

1.
20

ad
en

os
in

e
k
in

as
e

A
D

K
A
T

P
+

A
d
en

os
in

e
A

D
P

+
A

M
P

r
2.

7.
1.

40
p
y
ru

va
te

k
in

as
e

K
P

Y
A
T

P
+

p
y
ru

va
te

A
D

P
+

P
E

P
r

2.
7.

1.
40

d
A
T

P
+

p
y
ru

va
te

d
A

D
P

+
P

E
P

r
2.

7.
1.

40
G

T
P

+
p
y
ru

va
te

G
D

P
+

P
E

P
r

2.
7.

1.
40

d
G

T
P

+
p
y
ru

va
te

d
G

D
P

+
P

E
P

r
2.

7.
1.

74
d
eo

x
y
cy

ti
d
in

e
k
in

as
e

d
K

C
Y

N
T

P
+

d
C

y
ti

d
in

e
N

D
P

+
d
C

M
P

r

2.
7.

1.
11

3
d
eo

x
y
gu

an
os

in
e

k
in

as
e

d
K

G
U

A
T

P
+

d
G

u
an

os
in

e
A

D
P

+
d
G

M
P

r

2.
7.

4.
3

ad
en

y
la

te
k
in

as
e

K
A

D
A
T

P
+

A
M

P
2

A
D

P
r

2.
7.

4.
3

A
T

P
+

d
A

M
P

A
D

P
+

d
A

D
P

r
2.

7.
4.

6
N

u
cl

eo
si

d
e-

d
ip

h
os

p
h
at

e
k
in

as
e

N
D

K
A
T

P
+

d
A

D
P

A
D

P
+

d
A

T
P

r

2.
7.

4.
6

A
T

P
+

ID
P

A
D

P
+

IT
P

r
2.

7.
4.

6
A
T

P
+

G
D

P
A

D
P

+
G

T
P

r
2.

7.
4.

6
A
T

P
+

d
G

D
P

A
D

P
+

d
G

T
P

r
2.

7.
4.

6
A
T

P
+

d
ID

P
A

D
P

+
d
IT

P
r

2.
7.

4.
8

gu
an

y
la

te
k
in

as
e

G
U

K
A

T
P

+
G

M
P

A
D

P
+

G
D

P
r

2.
7.

4.
8

A
T

P
+

d
G

M
P

A
D

P
+

d
G

D
P

r
2.

7.
7.

6
R

N
A

p
ol

y
-

m
er

as
e

R
N

A
p

A
T

P
+

R
N

A
n

P
P

i
+

R
N

A
n
+

1
r

2.
7.

7.
6

G
T

P
+

R
N

A
n

P
P

i
+

R
N

A
n
+

1
r



Enzymes acting in central purine metabolism 113

E
C

n
u
m

b
er

E
n
zy

m
e

n
am

e
E

n
zy

m
e

ab
b
re

v
i-

at
io

n

R
ea

ct
an

ts
P

ro
d
u
ct

s
D

ir
ec

ti
-

on
al

it
y

2.
7.

7.
7

D
N

A
-d

ir
ec

te
d

D
N

A
p
ol

y
-

m
er

as
e

D
N

A
p

d
A
T

P
+

D
N

A
n

P
P

i
+

D
N

A
n
+

1
r

2.
7.

7.
7

d
G

T
P

+
D

N
A

n
P

P
i
+

D
N

A
n
+

1
r

3.
1.

3.
5

A
M

P
as

e
A

M
P
as

e
d
G

M
P

+
H

2O
d
G

u
an

os
in

e
+

P
i

r
3.

1.
3.

5
X

M
P

+
H

2O
X

an
th

os
in

e
+

P
i

r
3.

1.
3.

5
A

M
P

+
H

2O
A

d
en

os
in

e
+

P
i

r
3.

1.
3.

5
d
A

M
P

+
H

2O
d
A

d
en

os
in

e
+

P
i

r
3.

1.
3.

5
IM

P
+

H
2O

In
os

id
e

+
P

i
r

3.
1.

3.
5

G
M

P
+

H
2O

G
u
an

os
in

e
+

P
i

r
3.

1.
4.

17
cy

cl
ic

n
u
cl

eo
ti

d
e

p
h
os

p
h
o
d
i-

es
te

ra
se

cN
P

D
e

cG
M

P
+

H
2O

G
M

P
i

3.
1.

4.
17

cA
M

P
+

H
2O

A
M

P
i

3.
5.

4.
3

gu
an

in
e

d
ea

m
i-

n
as

e
G

D
A

G
u
an

in
e

+
H

2O
X

an
th

in
e

+
N

H
3

i

3.
5.

4.
4

ad
en

os
in

e
d
ea

m
-

in
as

e
A

D
A

A
d
en

os
in

e
+

H
2O

In
os

in
e

+
N

H
3

r

3.
5.

4.
4

d
A

d
en

os
in

e
+

H
2O

d
In

os
in

e
+

N
H

3
r

3.
5.

4.
6

A
M

P
d
ea

m
in

as
e

A
M

P
d
a

A
M

P
+

H
2O

IM
P

+
N

H
3

i
3.

5.
4.

10
IM

P
cy

cl
oh

y
d
ro

-
la

se
e

IM
P

c
IM

P
+

H
2O

F
A

IC
A

IR
r

3.
6.

1.
3

ad
en

os
in

et
ri

p
h
o-

sp
h
at

as
e

A
T

P
as

e
A
T

P
+

H
2O

A
D

P
+

P
i

i



114 Appendix A
E

C
n
u
m

b
er

E
n
zy

m
e

n
am

e
E

n
zy

m
e

ab
b
re

v
ia

-
ti

on

R
ea

ct
an

ts
P

ro
d
u
ct

s
D

ir
ec

ti
-

on
al

it
y

3.
6.

1.
5

ap
y
ra

se
A

D
P
as

e
G

T
P

+
H

2O
G

D
P

+
P

i
i

3.
6.

1.
5

G
D

P
+

H
2O

G
M

P
+

P
i

i
3.

6.
1.

5
IT

P
+

H
2O

ID
P

+
P

i
i

3.
6.

1.
5

ID
P

+
H

2O
IM

P
+

P
i

i
3.

6.
1.

5
A
T

P
+

H
2O

A
D

P
+

P
i

i
3.

6.
1.

5
A

D
P

+
H

2O
A

M
P

+
P

i
i

3.
6.

1.
6

n
u
cl

eo
si

d
e-

d
ip

h
os

p
h
at

as
e

G
D

P
as

e
G

D
P

+
H

2O
G

M
P

+
P

i
i

3.
6.

1.
6

ID
P
as

e
ID

M
+

H
2O

IM
P

+
P

i
i

3.
6.

1.
13

A
d
en

os
in

e
d
ip

h
os

p
h
or

ib
os

e
p
y
ro

p
h
os

-
p
h
at

as
e

A
D

P
R

P
P

A
D

P
ri

b
os

e
+

H
2O

A
M

P
+

R
5P

i

3.
6.

1.
17

d
in

u
cl

eo
si

d
e

te
tr

ap
h
os

-
p
h
at

as
e

D
N

T
P
as

e
G

p
p
p
p
G

+
H

2O
G

T
P

+
G

M
P

i

3.
6.

1.
17

X
p
p
p
p
X

+
H

2O
X

T
P

+
G

M
P

i
3.

6.
1.

19
n
u
cl

eo
si

d
e-

tr
ip

h
os

p
h
at

e
d
ip

h
os

p
h
at

as
e

N
T

D
P
as

e
IT

P
+

H
2O

IM
P

+
P

P
i

i

3.
6.

1.
19

X
T

P
+

H
2O

X
M

P
+

P
P

i
i

3.
6.

1.
19

G
T

P
+

H
2O

G
M

P
+

P
P

i
i

3.
6.

1.
19

d
G

T
P

+
H

2O
d
G

M
P

+
P

P
i

i
4.

1.
1.

21
p
h
os

p
h
or

ib
os

y
l-

am
in

oi
m

id
az

ol
e

ca
rb

ox
y
la

se

P
R

A
IC

C
A

IR
A

IR
+

C
O

2
r



Enzymes acting in central purine metabolism 115

E
C

n
u
m

b
er

E
n
zy

m
e

n
am

e
E

n
zy

m
e

ab
b
re

v
ia

-
ti

on

R
ea

ct
an

ts
P

ro
d
u
ct

s
D

ir
ec

ti
-

on
al

it
y

4.
3.

2.
2

ad
en

y
lo

su
cc

in
as

e
A

IR
s

N
D

C
E

-A
M

P
fu

m
ar

at
e

+
A

M
P

i
4.

3.
2.

2
S
A

C
A

IR
fu

m
ar

at
e

+
A

M
P

r
4.

6.
1.

1
ad

en
y
la

te
cy

cl
as

e
A

D
c

A
T

P
cA

M
P

+
P

P
i

i
4.

6.
1.

2
gu

an
y
la

te
cy

cl
as

e
G

U
c

G
T

P
cG

M
P

+
P

P
i

i
6.

3.
2.

6
p
h
os

p
h
or

ib
os

y
l-

am
in

oi
m

id
az

ol
e-

su
cc

in
o
ca

rb
ox

am
i-

d
e

sy
n
th

as
e

S
A

C
A

IR
s

A
T

P
+

C
A

IR
+

as
p
ar

ta
te

A
D

P
+

P
i
+

S
A

C
A

IR
r

6.
3.

3.
1

p
h
os

p
h
or

ib
os

y
l-

am
in

oi
m

id
az

ol
e

sy
n
th

et
as

e

P
R

A
IS

A
T

P
+

F
G

A
M

A
D

P
+

P
i
+

A
IR

i

6.
3.

4.
4

ad
en

y
lo

su
cc

in
at

e
sy

n
th

as
e

A
S
S

G
T

P
+

IM
P

+
as

p
ar

ta
te

G
D

P
+

P
i
+

N
D

C
E

-A
M

P
i

6.
3.

4.
13

p
h
os

p
h
or

ib
os

y
l-

gl
y
ci

n
am

id
e

sy
n
th

et
as

e

P
R

G
A

S
A
T

P
+

P
R

A
+

gl
y
ci

n
e

A
D

P
+

P
i
+

G
A

R
i

6.
3.

5.
2

G
M

P
sy

n
th

as
e

(g
lu

ta
m

in
e-

h
y
d
ro

ly
si

n
g)

G
M

P
s

A
T

P
+

X
M

P
+

gl
u
ta

m
in

e
+

H
2O

A
M

P
+

P
P

i
+

G
M

P
+

gl
u
-

ta
m

at
e

i

6.
3.

5.
3

P
h
os

p
h
or

ib
os

y
l-

fo
rm

y
lg

ly
ci

n
am

i-
d
in

e
sy

n
th

as
e

F
G

A
M

s
A
T

P
+

F
G

A
R

+
gl

u
ta

m
in

e
+

H
2O

A
M

P
+

P
P

i
+

F
G

A
M

+
gl

u
ta

m
at

e
i





Appendix B

Metatool input file representing
the system depicted in Fig. 3.2.
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-ENZREV
PNPase2 PNPase3 PNPase5 PNPase7 ADK KAD NDK3 GUK AMPase AM-

Pase3 AMPase4 AMPase6 IMPc ADA AIRc AIRs SACAIRs
-ENZIRR
Xd Xd2 IMPd XOR GMPr GARt AICARt amidoPRt PRPPs cNPDe cNPDe2

KPY GDA AMPda NTDPase3 ATPase ADPase2 ADPase7 GDPase AIRs2 ADc
GUc AIRc2 GARs ASS GMPs FGAMs APRT HPRT2 HPRT3 HPRT4

-METINT
Adenine Adenosine Xanthine Xanthosine Hypoxanthine Inosine Guanine Guano-

sine R1P PRA PRPP NDCE AMP cGMP cAMP GAR FGAR AICAR FAICAIR
SACAIR FGAM AIR CAIR

-METEXT
NAD urate NADH2 H2O2 NADPH NH3 Pi PPi ADP ATP fumarate glycine

aspartate glutamine glutamate pyruvate PEP NADP R5P GTP GDP XMP IMP
AMP GMP

-CAT
Xd : Xanthine + NAD = urate + NADH2 .
Xd2 : Hypoxanthine + NAD = Xanthine + NADH2 .
IMPd : IMP + NAD = XMP + NADH2 .
XOR : Xanthine = urate + H2O2 .
GMPr : GMP + NADPH = IMP + NH3 + NADP .
GARt : GAR = FGAR .
AICARt : AICAR = FAICAIR .
amidoPRt : glutamine + PRPP = PRA + PPi + glutamate .
PRPPs : ATP + R5P = AMP + PRPP .
cNPDe : cGMP = GMP .
cNPDe2 : cAMP = AMP .
GDA : Guanine = Xanthine + NH3 .
AMPda : AMP = IMP + NH3 .
NTDPase3 : GTP = GMP + PPi .
ATPase : ATP = ADP + Pi .
ADPase2 : GTP = GDP + Pi .
ADPase7 : ADP = AMP + Pi .
GDPase : GDP = GMP + Pi .
AIRs : SACAIR = fumarate + AICAR .
ADc : ATP = cAMP + PPi .
GUc : GTP = cGMP + PPi .
AIRc2 : ATP + FGAM = ADP + Pi + AIR .
GARs : ATP + PRA + glycine = ADP + Pi + GAR .
ASS : GTP + IMP + aspartate = GDP + Pi + NDCE AMP .
GMPs : ATP + XMP + glutamine = AMP + PPi + GMP + glutamate .
FGAMs : ATP + FGAR + glutamine = AMP + PPi + FGAM + glutamate .
PNPase2 : Hypoxanthine + R1P = Inosine + Pi .
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PNPase3 : Adenosine + Pi = Adenine + R1P .
PNPase5 : Xanthosine + Pi = Xanthine + R1P .
PNPase7 : Guanine + R1P = Guanosine + Pi .
APRT : Adenine + PRPP = AMP + PPi .
HPRT2 : Xanthine + PRPP = XMP + PPi .
HPRT3 : Guanine + PRPP = GMP + PPi .
HPRT4 : Hypoxanthine + PRPP = IMP + PPi .
ADK : ATP + Adenosine = ADP + AMP .
KPY : ADP + PEP = ATP + pyruvate .
KAD : ATP + AMP = 2 ADP .
NDK3 : ATP + GDP = ADP + GTP .
GUK : ATP + GMP = ADP + GDP .
AMPase : AMP = Adenosine + Pi .
AMPase3 : IMP = Inosine + Pi .
AMPase4 : GMP = Guanosine + Pi .
AMPase6 : XMP = Xanthosine + Pi .
IMPc : FAICAIR = IMP .
ADA : Adenosine = Inosine + NH3 .
AIRc : AIR = CAIR .
AIRs2 : NDCE AMP = fumarate + AMP .
SACAIRs : ATP + CAIR + aspartate = ADP + Pi + SACAIR .





Appendix C

Elementary flux modes in the
purine synthesis system
depicted in Fig. 3.2 and their
significance.
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Metatool input file representing
the pyrimidine metabolism
depicted in Fig. 3.4.
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-METINT
dUracil, uracil, DHUracil, DHthymine, dThymine, thymine, thymidine, dUri-

dine, uridine, dCytidine, cytidine, DHO, orotate, Othioredoxin, thioredoxin2S,
thioredoxin, dRNPP, RNPP, CP, CA, dTMP, dTDP, dTTP, dUMP, dUDP, dUTP
dCMP, dCDP, dCTP, UMP, UDP, UTP, CMP, CDP, CTP, O5P, 3-UP, UisoB

-METEXT
PRPP,Gln, Glu, ATP, ADP, AMP, PPi, CO2,Pi, H, NADP, NADPH, NADPH2,

O2, H2O2, H2O, Rthioredoxin, NH3, β-alanine, AisoB, ME4HF, DHF, R1P, dR1P,
aspartate

-ENZREV:
DPYD1, DPYD2, DHODH, UP, UMPS1, NM1, NM2, NM3, NM4, NM5,

DTYMK1, DTYMK2, DTYMK3, UMPCMPK1, UMPCMPK2, UMPCMPK3,
DPYS1, DPYS2, CAD1

-ENZIRREV:
TXNRD1, RRM1, RRM2, TYMS, CAD3, NP, ECGF1, ECGF2, UMPS2,

TK1, TK2, UMPK1, UMPK2, DCK, KAD, UMPK3, NT5C1, NT5C2, NT5C3,
NT5C4, UPB1, UPB2, CDA1, CDA2, DCTD, SHAPY1, SHAPY2, SHAPY3,
SHAPY4, SHAPY5, SHAPY6, ITPA1, ITPA2, DUT, CTPS, CAD2

-CAT
DPYD1 : dUracil + NADP = uracil + NADPH2 .
DPYD2 : dThymine + NADP = thymine + NADPH2 .
DHODH : DHO + O2 = orotate + H2O2 .
TXNRD1 : thioredoxin + NADP+ = thioredoxin2S + NADPH + H .
RRM1 : dUDP + Othioredoxin + H2O = thioredoxin + UDP .
RRM2 : dCDP + Othioredoxin + H2O = thioredoxin + CDP .
TYMS : ME4HF + dUMP = DHF + dTMP .
CAD3 : CP + aspartate = Pi + CA .
NP : dUridine + Pi = uracil + R1P .
UP : uridine + Pi = uracil + R1P .
ECGF1 : thymidine + Pi = thymine + dR1P .
ECGF2 : deoxyuridine + Pi = uracil + dR1P .
UMPS1 : O5P + PPi = orotate + PRPP .
UMPS2 : O5P = UMP + CO2 .
TK1 : ATP + thymidine = ADP + dTMP .
TK2 : ATP + dUridine = ADP + dUMP .
UMPK1 : ATP + uridine = ADP + UMP .
UMPK2 : ATP + cytidine = ADP + CMP .
UMPK3 : ATP + dCytidine = ADP + dCMP .
DCK : ATP + dCytidine = ADP + dCMP .
NM1 : ATP + UDP = ADP + UTP .
NM2 : ATP + CDP = ADP + CTP .
NM3 : ATP + dCDP = ADP + dCTP .
NM4 : ATP + dUDP = ADP + dUTP .
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NM5 : ATP + dTDP = ADP + dTTP .
DTYMK1 : ATP + dTMP = ADP + dTDP .
DTYMK2 : ATP + Thymidine = ADP + dTMP .
DTYMK3 : ATP + dUMP = ADP + dUDP .
KAD : UTP + AMP = UDP + ADP .
UMPCMPK1 : ATP + CMP = ADP + CDP .
UMPCMPK2 : ATP + dCMP = ADP + dCDP .
UMPCMPK3 : ATP + UMP = ADP + UDP .
NT5C1 : dTMP + H2O = thymidine + Pi .
NT5C2 : dCMP + H2O = dCytidine + Pi .
NT5C3 : CMP + H2O = cytidine + Pi .
NT5C4 : UMP + H2O = uridine + Pi .
UPB1 : 3-UP + H2O = β-alanine + CO2 + NH3 .
UPB2 : 3-UisoB + H2O = 3-AisoB + CO2 + NH3 .
DPYS1 : DHUracil + H2O = 3-UP .
DPYS2 : DHthymine + H2O = UisoB .
CAD1 : DHO + H2O = CA .
CDA1 : (d)cytidine + H2O = (d)uridine + NH3 .
CDA2: dCytidine + H2O = dUridine + NH3 .
DCTD : dCMP + H2O = dUMP + NH3 .
SHAPY1 : UDP + H2O = UMP + Pi .
SHAPY2 : CDP + H2O = CMP + Pi .
SHAPY3 : UTP + H2O = UDP + Pi .
SHAPY4 : CTP + H2O = CDP + Pi .
SHAPY5 : dTTP + H2O = dTDP + Pi .
SHAPY6 : dTDP + H2O = dTMP + Pi .
ITPA1 : UTM + H2O = UMP + PPi .
ITPA2 : dUTM + H2O = dUMP + PPi .
DUT : dUTP + H2O = dUMP + PPi .
CTPS : ATP + UTP + NH3 = ADP + Pi + CTP .
CAD2 : 2 ATP + Gln + CO2 + H2O = 2 ADP + phosphate + Glu + CP .





Appendix F

Elementary flux modes and
enzyme subsets in the
pyrimidine system depicted in
Fig. 3.4.
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Appendix G

Procedure for extracting the
tree having as root a given
node from the given graph
written in pseudo-code.
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ProcedureBildTree(root, direction)
begin

CurrentNode = root;
UnexploredNodesList = CreateListUnexploredNodes(CurrentNode, direction);
while (UnexploredNodesListnotempty)

begin
Node = ExtractNode(UnexploredNodesList);
if (CheckCycle(CurrentNode,Node, Tree, direction))

begin
if (NewCycle(CurrentNode,Node, CycleList))

begin end;
else

begin AddToCycleList(CurrentNode,Node, CycleList); end;
end

else
begin

if (OldArrow(CurrentNode,Node, Tree, direction))
begin end;

else
begin

if (FirstArrow(CurrentNode,Node, Tree) == true)
begin AddToSon(CurrentNode,Node); end;

else
begin AddToBrother(CurrentNode,Node); end;

end;
end;

fi
end;

end.



Appendix H

Backtracking procedure (in
pseudocode), that builds and
classifies route after route
having as start point a given
factor or target.
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ProcedureBt(StartP lace)
begin Step := 1;

InitialiseLists();
StoreCurentState(Step);
if (CheckConflict(StartP lace) == 1)SolveConflict();

else begin
CurrentP lace[Step] := StartP lace; Direction := 1;
SetSolutionSets(Step, SolutionSet1, SolutionSet2, Direction, TypeT );

end;
while (Step > 0)

while ((SolutionSet1notempty)or(SolutionSet2notempty))
begin

if (ChangedRoute[Step] == 1)RestoreState();
StoreCurentState(); ChoseTransition(Step,Direction, TypeT );
switch(Solution(Step))
begin

case1 :
begin if NewSolution()

begin
AddToRoute(); StoreAdditionalInformation();

end;
end;
case− 1 :
begin

if NewSolution()
begin

AddToIncompleteRoute(); StoreAdditionalInformation();
end;

end;
case2 :
begin

if NewSolution()
begin

AddToCycle(); StoreAdditionalInformation();
end;

end;
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case− 2 :
begin

if NewSolution()
begin

AddToIncompleteCycle(); StoreAdditionalInformation();
end;

end;
case0 :
begin

CurrentP lace[Step + 1] = ExtractPlaceToBeExpand(Step, direction, TypeT );
if (CurrentP lace[Step + 1]! = −1)

begin
if (CheckConflict(CurrentP lace[Step + 1]) == 1)SolveConflict();

else
begin

Step + +; ChangedRoute[Step] = 0;
SetSolutionSets(Step, SolutionSet1, SolutionSet2, Direction, TypeT );

end;
end;

end;
end;

end;
if (ChangedRoute[Step] == 1)BackRoute();

Step−−;
if (ChangedRoute[Step] == 1)BackRoute();

ChangedRoute[Step] == 0; RestoreState();
end;
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BIBLIOGRAPHY 161

K. Lautenbach, and M. Lange, editors, Modellierung und Simu-
lation Metabolischer Netzwerke, volume 10, pages 15–21. McGraw-
Hill, Faculty of Computer Science, University of Magdeburg, 2000.
10, 59

[HKV01] M. Heiner, I. Koch, and K. Voss. Analysis and simulation of steady
states in metabolic pathways with petri nets. In Jensen K, edi-
tor, CPN ’01 - Third Workshop and Tutorial on Practical Use of
Coloured Petri Nets and the CPN Tools, pages 15–34, Denmark,
2001. University of Aarhus. 10

[HM00] M.S. Hershfield and B.S. Mitchell. Inummodeficiency disease caused
by adenosine deaminase deficiency and purine nucleoside phospho-
rylase deficiency. In C.R. Scriver, W.S. Sly, B. Childs, A.L. Beaudet,
D. Valle, K.W. Kinzler, and B. Vogelstein, editors, The Metabolic
and Molecular Bases of Inherited Disease, volume 2, pages 2585–
2612. McGraw-Hill, New York, 2000. 8, 44

[HNR02] R. Heinrich, B.G. Neel, and T.A. Rapoport. Mathematical models
of protein kinase signal transduction. Mol. Cell., 9:957–970, 2002.
4, 10, 11, 75
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