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Abstract

ABSTRACT

This thesis addresses tlrc user economies of scale argument for bus subsidy using the bus

system in Adelaide, South Australia, as a case study.

The first area of focus of the study is on the modelling of user cost, a key determinant of

optimal subsidy. An improved user cost model is developed, using a logit model to predict user

choice between random and planned behaviour, two behavioural modes the user can adopt when

catching a bus. Use of a logit model contrasts with the simple deterministic choice models used in

several recent subsidy analyses. The term service delay is introduced to describe the user delay

caused by the scheduling of bus services, and the concept of stochastic delay is expanded to cover

stochastic elements in both user demand and service departure times.

A further aspect of user cost which is investigated is the link between service unreliability (a

determinant of user cost) and optimal subsidy, a relationship which has been largely unstudied to

date. Unreliability is found to have a significant impact on subsidy results through the influence that

changes in unreliability have on the timing and nature of switching by users between random and

planned behaviour. Changes in unreliability are found to result in 5OVo (and greater) changes in

subsidy. Service unreliability is therefore shown to be an important determinant of optimal bus

subsidy' It is also shown that an increase in subsidy in response to a rise in unreliability may be

economically justified, although such a policy recommendation may appear perverse to the

community, and therefore difFrcult to implement. Finally, the trade-offs involved in reducing service

unreliability and setting subsidy policy are explored, and a role for road congestion in first best

subsidy analysis is established.

The second area of focus is on how introducing a logit choice model for random vs planned

user choice affects subsidy analysis. A motivating force for considering this is that recent work has

found that use of a bi-modal random vs planned user choice model can result in scope for multiple

local optima in the bus optimisation problem, and can result in a break down of the conventional

rule that optimal unit subsidy is greater the less patronised a route. The study found that when a

logit model is used, the likelihood for multþle local optima largely disappears, and although the

conventional negative unit subsidy/patronage relationship may still break down, the likelihood and

severity of the breakdown are diminished. It is also shown that, as switching is occurring between

User Economies of Scale and Optimat Bus Subsidy
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Abstract

random and planned user behaviour, optimal total subsidy can gïow at accelerated rates. Further,

conventional optimal cross subsidy results are distorted by use of a logit model, making it difficult ø

priori to predict how cross subsidy will vary in changing circumstances.

The third area of focus of the study is the estimation of optimal user economies of scale

subsidy for Adelaide buses. Optimal subsidy is estimated at a disaggregated bus corridor level for

peak and off-peak periods with recognition of current concession fare policy, the pending

introduction of competitive tendering, and the efficiency costs associated with raising public finance

(i'e. a second best world). First best optimal subsidies for Adelaide buses a¡e found to be well

below current levels, even after the infroduction of competitive tendering, with optimal subsidy in a

second best world being even lower. The analysis shows that as public finance becomes

increasingly costly to raise, optimal peak subsidy can decline sufficiently that it becomes smaller

than optimal off-peak subsidy. Ensuring the balance between price and frequency at any given

subsidy level is found to be at least as important as achieving optimal levels of patronage and

subsidy' Finally, provided that public finance is costly enough to raise, optimal subsidy can

approach, and fall to, zero.

User Economies of Scale and Optimal Bus Subsidy
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Chapter I : Introduction

Chapter I
INTRODUCTION

This thesis addresses a particular argument for public transport subsidy, known as the IJser

Economies of Scale (UEÐ subsidy a¡gument, using the bus system in metropolitan Adelaide, South

Australia, as a case study.

The motivation for selecting this topic has several bases. First, the performance of the

Australian economy, and its state economies, has been such in recent years that the country has

entered, and is currently undergoing, an important microeconomic reform phase. One of the prime

areas of focus in this reform is a reassessment of financial performance of the public sector. The

need for such a focus has been particularly necessary in several states, including South Australia,

where massive negative shocks have occurred in the public finance system. As a result, all areas of

pubtc finance, including public transport subsidy, have come under close scrutiny (Commission of

Audit, L994). In this general context, public transport subsidy is therefore a worthwhile and

important topic for resea¡ch and investigation.

The case study is limited to urban bus transport only. The main reason for this is that in

Adelaide, like most other major Australian cities, bus ffansport is the dominant form of public

transport (Industry Commission (IC), 1994).t In addition, bus transport has been the focus of recent

reform proposals in Adelaide where the government has made the planned introduction of

competitive tendering the key plank of its urban passenger transport policy reform program (Liberal

Party of South Australia, 1993; Passenger Transport Board, 1994). The government's intention is to

use the anticipated cost reductions from the introduction of competitive tendering to reduce subsidy,

and thus take an important first step towards improving the financial situation of public transport in

1 In Adelaide, travel by bus accounted for 83Vo of all public transport boardings in 1992193 (STA, 1993a).

User Economies of Scale and Optimal Bus Subsidy
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Adelaide. This raises the question, however, of how subsidy should be subsequently managed once

the gains from competitive tendering have been reaped. In particular, what is the appropriate level

of Adelaide bus subsidy which can be justified on economic effrciency grounds and which policy

makers could target in the longer term ?

Although a.range of arguments have been put forwa¡d in favour of public transport subsidy

in the past, including a number of economic efficiency arguments, only a single one will be

considered here, UES. In brief, the logic of the argument is as follows. Bus transport is usually

characterised by constant retums to scale in producer costs, with marginal and average producer

costs therefore being equal. Ifpricing was based purely on the nature ofproducer costs, efficient

pricing at marginal cost would therefore deliver a financial breakeven outcome, and thus no need for

subsidy. As Mohring (1972) first pointed out, however, the determination of an efEcient outcome

requires consideration of aII costs, both producer costs and user costs. The existence of economies

of scale in some user costs then generates a case for subsidy.

The relevant user costs are time costs which are related to the frequency of service. The

relevant time costs are waiting time spent at bus stops, and any other user delays caused by services

departing at times which do not suit users. An increase in frequency, and thus the scale of

operation, will cause these user costs to fall for all users. The marginal user cost of additional

frequency is therefore below average user cost, that is, there are scale economies in user costs (or

"user economies of scale", UEÐ2. As a result, as in all cases of economies of scale, eff,rcient pricing

at marginal social cost will result in a financial deficit and a need for subsidy.3

A number of reasons exist for focusing on the UES subsidy argument. First, many of the

other arguments proposed in support of subsidy do not have a sound basis (Amos and Starrs, l9B4).

Second, the UES argument has been a central element in the major economic effrciency based

studies of subsidy overseas, yet, surprisingly, it has received little attention in Australia. Thi¡d, the

2 To the author's knowledge, the term "user economies of scale" was first coined in the Travers Morgan (TM)
study of urban public transport subsidy in New Zealand (TM, 1988).

3 This assumes that uniform pricing continues in public transport. If two-part tariffs were adopted, allocative
efficiency could be achieved without subsidy (Brown, J.B. and Sibley, D.S, 1986; Allen, l9g7).

User Economies of Scale and Optimal Bus Subsidy
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subsidy argument which has received most focus in Ausfralia over the years, that subsidy is a

second-best policy for managing road congestion when roads a¡e unpriced, is being increasingly

recognised as being of limited importance, particularly in relatively low road congestion cities like

Adelaide. The UES of scale argument therefore appears to be an important subsidy argument

which has received limited attention in Austalia, suggesting that focus on this topic is therefore

warranted.

\Vithin this general framework, this study has two main thrusts. The first, which is the

concern of chapters 3 to 6, involves extending in a number of ways the literature on, and

methodology for investigating, UES subsidy. This is wa¡ranted in its own right since it will be

shown that there a¡e a number of unresolved general issues in the literature on this topic. kr

addition, these extensions provide an improved framework for the study's second and cental thnrst,

the estimation of UES subsidy and other optimal policy settings for the Adelaide bus system,

reported in chapter 7.

The next chapter, chapter 2, places the study in a broad context, and outlines its scope. It

considers the economic situation in Adelaide which makes the investigation of subsidy an important

issue, it reviews the arguments for public transport subsidy that have been presented in the past, it

provides an overview of the literature on user economies of scale (with a more detailed review

occurring on a gradual basis in subsequent chapters), it reviews the previous subsidy work that has

occurred in Adelaide, and establishes the need for the subsequent work reported in the study.

Chapter 2 concludes with a chapter plan which provides a brief summary of the detailed content of

the thesis.

The appendices at the end of the thesis provide a (foldout) glossary of abbreviations and

notation used in the report, and summa¡ise the derivation and collection of data and parameter

values.

User Economies of Scale ønd Optimal Bus Subsidy
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Context and

Chapter 2
BACKGROUND, CONTEXT AND SCOPE OF STUDY

2.1 Public Transport Subsidy and the Policy Environment

Public transport operating subsidies have for many years been a feature of the public

transport systems of numerous cities around the world, with the size of these subsidies growing

steadily over time.

Public transport subsidies in Australia consist of two components. The first is community

service obligations (CSO's) which fund fare concessions offered to specif,rc goups of travellers (e'g.

pensioners and students) as part of social justice and equity policy. The second component is the

subsidy required to cover the deficit arising from the general level of (non-concession) fares being

below unit costs. In Adelaide, in 1992-93, concession subsidy accounted for I5Vo of total public

transport subsidy, and deficit funding for the other 85Vo.r

Subsidies have been a particularly pronounced feature of Australian urban public transport

systems for many years. For 1991-92, the Industry Commission (IC, 1994) reports that the

combined urban public transport operating deficits of the capitals cities in Australia totalled $2.6

bi11ion,2 which amounts to about $450 per household, or $1360 per passenger. When compared to

operating costs, farebox revenues yield an average cost recovery ratio of around 3O7o3, which is

typically below cost recovery levels found overseas (IC,1994).

1 The corresponding figures for buses were2OVo andSÙVo'

2 Excludes depreciation, local government subsidies, a return on assets ¿nd concessional fare CSO's. Inclusion

of depreciation and local government subsidies raises the figure to around $3 billion.

3 Sydney has the highest level of cost recovery (447o) and Perth the lowest (17Vo), with revenues in Adelaide

covering about l9Vo of operating costs'

(Jser Economies of Scale and Optimøl Bus Subsidy



2-2

Chapter2 : Background, Context and Scope ofStudy

Bray (1995) reports the history of public transport subsidy in Adelaide, illusüated here in

Figure 2.1. Total subsidy, or the net cost to government of public transport, grew from (in 1993

dollars) $32 M in 1970 to $177 M in 1986, and then fell slowly in subsequent years to $159 M in

1993. From 1970 to 1982, public transport usage also grew (although much more slowly than

subsidy), but importantly, usage has fallen dramatically since 1982, causing subsidy per joumey to

rise more rapidly than in the previous decade.

Bray (1995) points to a number of factors which have influenced these results : the rises in

oil prices in 1973 and 1979, making car travel relatively less affordable in the 1970's; reduced

productivity, increases in vehicle-kms and increase in costs (partly due to the existence of subsidy

support) of public transport service delivery; and, rising incomes and falling real fuel costs during

the 1980's making car travel more attractive. Added to this, the community and government

perception has been that public transport is an essential good which must be kept affordable for all

users. Governments have also been strongly lobbied by strong special interest groups (e.g.

pensioners) to keep fares low. As a result, fare rises have been limited, and have failed to keep pace

with cost increases.

Perceptions of the growth in public transport subsidy has varied over this period. In the

1970's, the growth in subsidy was an outcome which could be accommodated given the relatively

prosperous state of the Australian and state economies. As the 1980's unfolded, however, general

economic conditions declined, public finance began to become relatively less abundant, and the

need to control the growth in public transport subsidies became apparent (Scrafton, 1985; Fielding,

1988).

In the 1990's, a major recession and generally poor national economic performance, and a

major public finance shock in South Australia in the form of massive financial losses by the

government owned State Bank, has made public funds increasingly scarce, and has dramatically

altered the policy environment for the whole public sector. V/ithin this context, a blueprint for major

reform of the public sector in South Australia (Commission of Audit, 1994) has been largely

accepted by government and is being implemented. The Commission of Audit, and the equally

important Industry Commission review of urban transport in Australia (IC, 1994), have pointed to

the size of public transport subsidy as a problem which requires attention. Making the matter
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worse, evidence suggests that the prime goal of subsidisation over recent decades, namely the

achievement of improved equity, is not being met, with equity in fact being made worse as a result

of the way subsidies are delivered (e.g. Travers Morgan (TM), 1984; Duldig and Gaudry, 1993).

Overall, public transport subsidies have increasingly been viewed as an area of urban

transport and public sector policy which requires reform.

2.2 Current Reform - Improving Production Efliciency Through

Competitive Tendering

One of the reasons why subsidies have been higher than they need be is the existence of

production ineffrciencies in the delivery of public transport services, which raises the cost of service

provision. Tlte identic¿l service could be provided in alternative ways which draw on fewer

economic resources, thus releasing resources for other productive functions in the economy.

The existence of production ineffrciencies and higher costs is usually explained as being due

to the public monopoly ownership and operation of public transport services, the mode of operation

which has dominated public transport provision in most industrialised countries for decades,

including Adelaide.a Two reasons are usually given for why public monopoly costs are high. First,

if the monopoly operator operates with the support of subsidy from government, there can be a

"leakage" from subsidy to costs (e.g. Turk and Sullivan, 1987:' Pucher et al, 1983). The operating

environment facing the operator is such that the incentive to minimise costs is lower than it would

be in the absence of a subsidy, and as a result services are provided at above minimum cost. A

second, and more general argument has been that the public sector is less efficient than the private

sector, although as Domberger (1993) argues, this need not always be the case. An important point

here is that ownership is not necessarily an important determinant of production efficiency, but that

4In Adelaide, a public monopoly in public transport has existed since 1972. Prior to then train and tram

services were govemment provided, but about half the bus services were delivered by the private sector. When

this research commenced, the public monopoly operated under the name of the State Transport Authority
(STA), with a full ranges of policy, planning and operational functions. In 1994, the government, in it reform

agenda, separated these functions, with the new Passenger Transport Board (PTB) becoming responsible for
policy, regulation and funding matters, whilst operational matters became the sole function of a new operating

agency, TransAdelaide.
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the incentive structufe faced by the operator, and the level of actual or potential competition it faces,

is important.

Following the important Fielding report in 1938 @elding, 1988) a number of reforms have

been introduced aimed at improving production effrciency. In the late 1980's and early 1990's,

organisational changes and the adoption of a commercialisation approach saw the introduction of

service units and business units in the STA with the aim of eliminating non-core activities

(Commission of Audit, lg94). More importantly, the current government, as part of iS public

sector reform agenda driven by the Commission of Audit, has committed itself to the introduction of

competitive tendering in public transport service delivery as a way of introducing competitive

pressures and improving production effrciency.s The initial focus is on competitively tendering the

bus system, with similar reforms proposed for the other public transport modes once reform in the

bus sector is complete (Liberal Party of South Ausffalia, 1993).

Under the new system, the Adelaide bus system has been divided into a number of service

areas (passenger Transport Board, lg94), with tenders to be invited from any suitable party from

private or public sectors to bid for the right to deliver bus services to a given area for a contract

period of between 3 to 5 years6. The government will speciff minimum service standards, will

control and coordinate timetables so that service integration and coordination occurs across the

entire bus system, and will set fare policy.

Experience elsewhere has demonstrated the potential cost savings that are attainable from

the inftoduction of competitive tendering. Bus services in New Zealand, for example, have

benefited from such reforms (\Mallis, 1991). A more general review by Stanford (1992), and

specific reviews of public transport in Australia by Hensher and Daniels (1994) and TM (1994),

suggests that cost reductions in the order of 2OVo to3OVo are achievable.

Evidence that the process is likely to deliver cost reductions appeared recently when the bus

drivers of the incumbent, TransAdelaide, made an offer to management of a voluntary wage

5 Reducing production inefficiencies is a central plank in process of microeconomic reform occurring in

Australia (Forsyth, 1992).

6 The current bus fleet has been retained in public ownership, and will be leased to successful bidders if
required.
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reduction to ensure that its tender bids are competitive with expected private sector bids. The th¡eat

of competition has therefore resulted in a reassessment of the incumbent's operations to reduce the

chances of it losing the market which it currently services. Thus even if the incumbent retains the

right to service some or all of the network, competitive tendering will have brought about an

improvement in the production effrciency of that service delivery.

2.3 Other Reform Issues

The focus of current reform has rightly been on improving production efficiency given the

substantial magnitude of the potential savings which could be made. Beyond this, there are a range

of other issues and reform options in the area of urban public transport, related to subsidy, which

will require addressing in the future. Of these, only the question of optimal subsidy will be

addressed in this study. Although the remainder will not be formally assessed or analysed here, it is

important to note them as a means of establishing the full context within which the issue of optimal

subsidy can be considered.

Better Targeting and Delivery of Assistance

An issue of great concern is whether current public transport subsidies are effective in

improving equity, arguably the prime goal of subsidy policy in Adelaide to date. In essence, is

subsidy being effectively targeted and delivered to those who most need it ? The available evidence

(e.g. TM, 1984; Duldig and Gaudry, 1993) suggests that subsidy is in fact currently poorly targeted

and detvered, with the current system actually worsening equity. These studies show that the

biggest per trip subsidies go to peak hour commuters, yet these users have relatively higher levels of

income and wealth than other public fransport users. The result is that scarce subsidy dolla¡s, rather

than being distributed to users who deserve financial assistance, are instead going to users who are

better off and have greater capacity to pay for the cost of service provision.

If transport provision is to be a tool for improving equity in society, then a strong argument

can be made for improving the way in which the achievement of this goal is approached. Assistance

should be better targeted towards those users who a¡e genuinely in need, namely the transport

disadvantaged, for example those in financial need. Further, assistance should be provided in the

User Economies of Scale and Optimal Bus Subsidy
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most appropriate manner, which may or may not involve public fransport. Alternative approaches

(focusing on user subsidies rather than the current producer subsidies) which may have more merit

include direct income supplementation, üavel vouchers, taxi trip subsidies, or assistance with the

payment of ca¡ purchase costs and/or registration fees. The question of what is the most appropriate

form of assistance is not yet fully resolved (IC, 1994), and will not be considered in this study.T

The Role of Public TÌansPort

The future role of public transport is also currently somewhat unresolved. Traditionally,

public transport has had two key roles to perform. First, it has provided an essential source of

mobility for those who cannot afford private travel, particularly the poor and users eligible for

concession fares. In Adelaide in 1993, about 6O7o and 70Vo respectively of travellers in the peak

and off-peak were concession travellers (STA, 1993a). The transport poor are likely to continue to

be a major share of the public transport market.

The second key role of public transport has been to provide mass üansit of large numbers of

people with relatively common travel destinations, especially üavel to the CBD. However, the

nature of urban development over a number of decades has been such that the proportion of üavel

destinations outside the CBD has gradually increased. A much greater proportion of travel needs

are now for highly differentiated cross suburban movement, something to which üaditional public

fiansport is poorly suited (Bray, 1995). Increasingly, there is a need for new forms of public

transport which are better suited to dispersed ûavel patterns. Taxis and other forms of transport

between the car and conventional public transport, often called community transport or paratransit,

may and could play an increased role, provided they are not excessively regulated.E

Interestingly, urban planners (Australian Urban and Regional Development Review, 1994,

1995), public transport lobby groups, the environmental lobby, and potentially the wider community

(largely in response to perceived environmental problems from car use), are supporters of an

7 Making the policies usually preferred by economists, such as direct income supplementation, work

successfilly is heavily dependint on State and Federal governments in Australia cooperating, particularly in

relation to access to information such as ta,rable income.

s The taxi experience in developed countries, where entry restriction with fare and quality regulation have been

the norm, illustrate the dangers of excessive regulation.
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increased role for public fiansport.e However, if environmental problems exist with car use, these

are probably best addressed by direct measures aimed at improving cars and the way they are used

(IC, 1994). In addition, increasing the role of public transport will be diff,rcult. First, the existing

inertia would suggest a continued relative decline of public üansport usage' Second, with public

transport trips accounting for just 6Vo of all trips in Adelaide, of which two-thirds are captive public

transport users, even if the number of choice users were to double this would only raise the

proportion of public transport trips to YVo (Bray, 1995), an increase of only one third. Urban

planners often argue that land use patterns should be modified to increase the chances of public

transport playing a bigger role. However, the changes required would be large, and it is not clear

that land markets, fuelled by the desire of consumers for space, can be controlled to such an extent.

It is difficult to predict how the role of public transport will evolve. Community support for

public transport is likely to grow if recent trends are any indication. Yet, unless fares are allowed to

rise to bring about increased cost recovery, increasing the role for conventional public transport will

also lead to a rise in deficits and subsidy. In the longer term, innovations in service delivery may

offer transport solutions at lower cost to the taxpayer.

More Competition

The Industry Commission (IC, 1994) has recently argued that competitive tendering should

be seen as a first step in the process of reforming service delivery. It argues in favour of eventual

introduction of "o1rn access" competition, also called "on road" competition, where any suitable

operator can run a service at any frequency, at any price, with any vehicle. Whilst competitive

tendering generates competition for the market, i.e. for the right to service a route/area, open access

involves competition in the market, with operators competing for a market share.

Both forms of competition will impose the right incentives on operators, and potential

operators, to force them to deliver services closer to minimum cost than uncontested monopoly

9 The 1995 Federal Government budget also provided a substantial increase in funding for public transport

projects through the Better Cities Program.
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operation.l0 There are, however, both claimed benefis and disbenefis of progressing to open

access competition. A benefit claimed is the potential for market forces to better reflect preferences

of consumers in the services delivered, and thus increase allocative efficiency and, through

innovation, dynamic effrciency. The basis of this argument is that markets are more effective in

exffacting information which reveals consumer preferences than other mechanisms such as

governments interpreting what these may be. This philosophy played a key role in the case mounted

in favour of bus deregulation in the UK (White Paper, 1984;Beesley and Glaister, 1985a, 1985b ).

On the other hand, Evans (1990) claims that urban public transport may be a natural

monopoly with respect to user costs, basing this observation on the experience in the UK post-

deregulation that competition did not appear to be sustainable. The natural monopoly argument is

based on average user costs being lower when a single operator is providing services rather than a

number of operators. On a route basis, one coordinated timetable is more convenient to users than

several independent timetables. At a network level, a single operator may provide better

coordination and integration of connections between services and modes, and of ticketing systems,

again increasing convenience for the user. ln short, there may be economies in user cost from

service/information coordination and integration offered by having a single operator.ll'l2 The White

Paper (1984) and the Industry Commission (IC, 1994) argte, however, that it would be in the

interests of operators to provide service coordination, and that a cooperative of operators may be

better placed to deliver this than the government. Others, however, question whether the market

would deliver effective coordination, or coordination at all (Nash, 1988; Evans, 1990; Hensher,

1993).

In this study, open access is not assessed. The competitive tendering model planned for

inffoduction in Adelaide, which will allow the benefits of service coordination and integration to be

reaped along with production efficiency improvement, is considered instead.

10 The potential for cost reduction under competitive tendering has already been discussed. In the case ofopen
access, Evans (1990) found reductions in operating costs per bus-km to be the most significant effect of
deregulation in the UK.

11 As Evans observes, note the similarities with Mohring's user economies of scale.

12 Hensher (1993) extends the concept of natural monopoly and economies of integration with a workable

concept of contestability, benchmark contestability.
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Pricing Reform

The recent reviews of urban transport (IC, 1994; Commission of Audit, 1994) also argue

that there is a need for pricing reform, proposing that the structure of public transport prices be

modified in a number of ways : fares should be distance based to reflect the relationship between

operator cost and distancer3; fare differentials should exist between peak and off-peaftla' and the

overall level of fares should be increased to improve the financial performance of the industry.

It is this last issue, the level of fares, which is the prime focus of this snrdy. Is full cost

recovery warranted as a long term target, or can an ongoing level of subsidy be justified on

economic efficiency grounds ?

2.4 Arguments for Subsidy

Public transport subsidy has previously been justified on a number of grounds (Kerin,

t987)

2.4. I Non-Efficiency Arguments

The promotion of equity has been the main justification given by governments for subsidy'

As discussed above, however, equity is in fact worsened through current subsidisation, with more

direct delivery offinancial assistance to the needy being necessary. Subsidy has also beenjustified

inter alia on grounds that urban transport is a merit good, that subsidy generates macroeconomic

benefits through (reduced inflation and multiplier effects), that it encourages energy conservation,

that it improves urban form, and as a tool for attempting to arrest declines in public transport usage.

Kerin (1987) and others (e.g. Bly et al, 1980), however, dismiss these arguments as being

poorly founded. The merit good argument, that subsidy is good for groups like pensioners and the

13 Kerin (1990; 1992) shows, however, that when user costs are also considered, a flat fare structure may in fact

be optimal, so the current situation in Adelaide where prices do not vary with distance travelled (other than a

lower fare for trips < 3.2 km) may be adequate. Kerin does note, however, that the literature also reports

proposals for inverse and positive optimal fare-distance relationships (Mohring, 1972; Cervero and Wachs,

1982).

14 Peak/off-peak differential are absent in a number of Australian cities. In Adelaide, a differential has been

used for a considerable period of time, although the scale of the differential has va¡ied over time'
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unemployed since it encourages them to 'get out' and mix with people etc., is not only paternalistic,

but assumes that government knows better than the individual what is in that individual's own best

interest, a debatable assumption. Macroeconomic goals are best attained with the most appropriate

instruments. public transport subsidy is unlikely to be such an instrument. The fact that taxes need

to be raised elsewhere in the economy to finance the subsidy means that it is not at all clear whether

subsidy has any positive beneficial impact on inflation or employment.

Energy conservation could be improved if subsidy actually led to significant ffansfer of car

users to public transport. In practice, however, reduced public transport fares tend to encourage

very few people to switch out of car use, suggesting that conservation policies targeted directly at

car use may be more appropriate. Urban form may be improved by subsidies, but more direct land

market policies can achieve the same outcomes more effectively. Finally, declining public transport

usage has been a conìmon long term trend in much of the developed world in recent decades due to

a whole host of reasons, including increased incomes, consumer preference for car travel and urban

sprawl of population and activities. It is probably unrealistic to expect public transport subsidies to

counter the effects of these strong forces.

2.4.2 Efficiency Arguments

A number of allocative effrciency based arguments have often been advanced in favour of

urban public transport subsidies.

OptionValue

One argument is that public transport delivers an external benefit to non-users in that it

provides non-users the option of using the service if they need it in future, and thus generates an

option value (Kain, 1981). Since the operator cannot capture these external benefits, public

transport may be underprovided without subsidy. This line of argument seems to rely, however, on

the service not being provided at all unless subsidy is available. If, however, a reasonable level of

service can in fact be provided without subsidy, then the option value would still exist, especially

since it is unlikely that all non-users would want to suddenly commence using the service at the

same time. To the extent that an option value ach¡ally does exist, its size can be measured using
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contingent valuation techniques, although lack of data prevents its estimation in Adelaide (Della-

Torre, L994).

Producer Economies of Scale

Economies of scale in producer costs (i.e. the costs of service delivery) have been advanced

as an argument in support of subsidy. Indeed if economies of scale do exist, and thus marginal

costs are below Lyerage costs, then subsidy may be justified in a first best setting.ls However,

empirical evidence tends on the whole to mainly imply constant returns to scale (see summary of

literature by Small, 1992), although some evidence of increasing returns, or economies of scale,

exists for urban rail transport (Travers Morgan (TM), 1988; Nash, 1982) due to significant

indivisibilities and fixed costs. In the case of urban bus transport, the general consensus is that

constantreturns to scale exist (Kain, 1981;'Windle, 1988; Evans, 1990; Hensher, 1993), although

both diseconomies of scale (Obeng, 1985) and slight economies of scale (TM, 1978, in a study of

Adelaide buses) have also been observed. On the whole, the case for bus subsidy due to producer

economies of scale appears to be weak.

Second-Best Pricing

Another argument for subsidy is that, where road use is not priced, subsidy can be used as a

second-best instrument for managing road congestion (e.g. Sherman, 1971, 1972; Jackson, 1975;

Glaister and Lewis, l9l8¡rc. When urban roads are unpriced, users face the average user cost.

However, urban road use is characterised by congestion and environmental negative externalities,

with marginal cost exceeding average cost, and thus the level of road use is above optimal, resulting

in road use deadweight efhciency losses. By introducing public transport subsidies, marginal users

can be encouraged to switch away from ca¡ travel to public transport. Since the road use extemality

increases at the margin, the mode switching would result in a reduction in road sector effrciency

15 Where public fund raising has no distortionary effects. Once this assumption is relaxed, the strength of this

and other efficiency arguments for subsidy presented here is diminished by the extent to which the raising of
public funds to finance the deficit may generate inefficiency costs elsewhere in the economy. This issue is

addressed later.

16 The argument was developed on a stand alone basis by Sherman, and Glaister and Lewis. The model has

also formed part of a more comprehensive framework for subsidy analysis containing a number of subsidy

arguments (e.g. Dodgson, 1985; Glaister, 1987; TM, 1988; Bly and Oldfield, 1987; Kerin, 1990).
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loss. Although the subsidy will at the same time introduce some allocative efficiency losses in the

public transport sector due to prices being distorted away from marginal cost, these losses will

initially be small, thus allowing a net overall reduction in efftciency losses in the combined

roads/public transport sectors. A second best optimum occurs when the rise and fall of the two

effrciency losses are equated at the margin.

The road congestion based argument has proved to be particularly popular in subsidy

analysis in New Z,ealandand Australia, including Adelaide,largely due to the work of the consulting

firm Travers Morgan Pty Ltd (TM). Using the work of Glaister and Lewis (1978) as a starting

point, Travers Morgan have extended the Glaister and Lewis model and applied it extensively : in

Adelaide (Amos and Starrs, 1984), New Zealand (TM, 1988), Brisbane (TM, 1991a) and Perth

(TM, 1991b). Starrs (1984) also used the framework to analyse optimal subsidy. In the case of

Adelaide, Amos and Starrs (1984) reported that, in 1981182, only 2OVo of the then actual level of

subsidy could be justified on second-best road congestion management grounds.

Although considerable attention has been given to this subsidy argument, it has received

considerable criticism, especially in recent times. The objection raised has been that although the

argument is sound theoretically, it will only lead to significant subsidies in cases where road

congestion is relatively high (e.g. Glaister, 1981; Kerin, 1987). The reason is as follows. First, the

cross-price elasticity of car fiavel with respect to the price of public transport is generally regarded

as being very low. Dodgson (1935) indicates that there is general consensus on this point, but that

there is limited precise evidence on its actual size. Lewis (1978), Hensher (1986), Hensher and

Bullock (1979\, and others (see review in IC (1994) Appendix B) each find the cross-price elasticity

to be below 0.1, and often well below this frgure. As a result, subsidising public üansport

encourages only a small proportion of ca¡ users to switch to public transport. Second, given the low

cross-elasticity, congestion levels must be relatively high to generate any substantial reduction in

road use deadweight loss.

As a result, whilst, in theory, reductions in road congestion are possible through

subsidisation, in practice these reductions will in most circumstances be only modest in size. It will

only be in the most congested of cities that road congestion will be severe enough for subsidy to

have any substantial impact on reducing road congestion efficiency losses. This view would
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suggest that, at least in the case of Adelaide where road congestion is currently considered to be

relatively modest, this argument for subsidy is likely to be quite weak, with only a small level of

subsidy being justified.

In addition, advocating subsidy as an instrument for managing .oud 
"ong"stion 

has been

criticised on other grounds (IC, 1994). Not orily does it take the focus away from introducing first-

best policies (such as proper road pricing), but there may be superior second-best road congestion

management policies (e.g. possibly parking surcharges and restrictions, although this approach is

also likely to have problems (SA Government, 1993)). Kerin (1992\ also points to other possible

flaws in the argument, for example, the common neglect of the role of other modes (walking,

cycling and car pooling) in managing road congestion, and the possible distortions of urban spatial

structure that may result from subsidies.

Overall, one could question the validity of arguing for subsidy as a second-best instrument

to manage road congestion, especially in a low congestion city like Adelaide.

(Jser Economies of Scale, UES

A further efhciency argument in favour of subsidies is based on the existence of user

economies of scale, UES, briefly introduced in chapter 1 as the focus of this study. Economies of

scale exist when average cost (AC) dectines with increases in patronage, and thus marginal cost

(MC) is smaller than AC. Ef|rcient MC plírcing will then result in prices being below AC, thus

generating a financial deficit and the need for subsidy (qualified by footnote 1 in chapter 1)' As

discussed above, public transport, and particularly bus transport, tends to be characterised by

constant returns to scale in producer costs. Notwithstanding this, economies of scale exist in

frequency related user costs, i.e. user economies of scale, UES. These scale economies arise

because in order to cater for higher levels of demand, service frequency must increase, thus

reducing the time costs incurred by all previously existing users of the servicel7. As a result,

marginal user cost will be below average user cost, marginal social cost will in turn be below

average total cost, and effrcientMC pncing will lead to a deficit and the need for subsidy.

17 These time costs can take the form of either waiting time, e.g. at a bus stop, or the inconvenience cost of

delays to users caused by service departure times not matching the desired departure times of users.
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2.5 The Significance of User Economies of Scale

Mohring : A Case for Significant Subsidy

The relative importance of the user economies of scale argument, and the size of the

subsidies which arejustified on these grounds, has been debated for a couple of decades since the

seminal work of Mohring (1972) in which the notion of increasing returns in user cost, and the

resulting hrst best case for optimal subsidy was initially introduced. Mohring suggested that

previous analysis of urban bus transport had made a serious oversight in failing to understand the

ffue role of frequency related user costs in optimal outcomes. Pointing to the existence of

economies of scale in user costs, Mohring estimated, through a series of simulation runs using bus

system data from Minneapolis in the United States, that first best optimal subsidies of up to 6o7o of

bus costs could be justified.

Since Mohring's original paper, a number of contributions have extended the Mohring user

economies of scale framework, finding support for significant optimal subsidy.ls Turvey and

Mohring (1975) explored in a general way the influence of passenger congestion effects, such as

the impact of boarding and alighting. Their key conclusion was that optimal fares should rise the

fuller buses become, because of the greater impact of boarding and alighting and the greater chance

of users being delayed because buses arrive full, thus dampening the scale of optimal subsidy'

Jansson, J.O. (1979) illustrated how the UES chancteristics previously observed in urban

buses applied to some degree or form in all scheduled passenger and freight transport services, and

proceeded to present a generalised analysis of UES for the general transport category, scheduled

transport services. Jansson's main conclusion was that :

lE Reference should be made at this point to a number of studies in which user economies of scale have played a

key role
optimal
B1y and t

benefits
dollars ofsubsidy are being efficiently allocated, at the

enhancement, and between'"o-peting cities. whilst this has been an important area of analysis and research, it

is not addressed directly in this study given its lack of focus on optimal subsidy'
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" ... the coexistence of vehicle size economies in producer costs, and vehicle number

lfrequency) economies in user costs, cun, regardless of the mode of transport, be

prràict"a ø make scheduled passenger transport a pronounced decreasinS-cost industry
-in 

the sense that optimal pricing will result in a relatively large financial defici¡.t'te'20
Jansson (1979),p.288

Larsen (1983) and Else (1985) were able to express optimal user economies of scale

subsidy in terms of price and service elasticities, and noting typical values for these, suggest that, in

the optimum, fares would cover between a third and a half of the costs of service provision. Nash

(1988) finds from a number of simulations that

"... massive economies of scale ... dre apparent ... even when produced under conditions of

constant returns to scale lin producer costsl ..."
(Nash, pp. 104 & 109)

with fares covering between 25Vo and5OVo of operating costs in a first-best setting.

There are two notable exceptions of commentators who claim that Mohring's user

economies of scale phenomenon leads to optimal subsidies which are much more modest in size

than the literature tends to suggest. Both challenges argue that conventional analyses of the bus

optimisation problem are limited in either scope, or through the assumptions which underlie them,

and that it is these constraints which are responsible for producing large optimal subsidy outcomes.

19 The concurrent existence of any producer economies of scale increases the magnitude ofjustified subsidy'

20 Jansson's analysis is general, looking at a general scheduled transport service' Whilst the user cost

economies are a functio-n of waiting time for passenger transport, in freight transport they are a function of

storage time. Jansson observes that passenger waiting times are inversely proportional to service frequency

(assuming random user arrival at loading points), whilst freight storage time are inversely proportional to the

square roãt of frequency (Baumol and Vinod, 1970). Thus, the impact (in time units) of infrequency is greater

in passenger transport tlhan freight, although planned user behaviour in passenger transport would tend to

diminish this difference. Jansson then notes (p. 288) that once values of time savings are accounted for, given

that time savings are valued many times higher in passenger transport than freight transport, infrequency is

therefore much more costly in passenger transportihan freight. This leads Jansson to conclude that whilst

scheduled passenger t unrpo.t i, u p.onoun"ed decreasing-cost industry resulting in a relatively large financial

deficit in the optimum, wiìh r"rp".ì to freight transpof, on average, the decreasing-cost characteristic (and thus

by implicationìhe justifie d UES subsidy) will be leis pronounced, with variation between low and high valued

goods.

A parallel literature has also developed in the case of scheduled airline services, where user costs' user

economies of scale, and the correspõnding argument for subsidy forms an integral part of optimal analysis

(Douglas and Miller, 1974: DeNeufville and Mira,1974; DeVany, 1975; Forsyth and Hocking,I979;Panzat'

1979; Forsyth, 1983; FindlaY, 1983)'
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The Walters Critique

The first of these challenges came from Walters (1932). Walters, pointing to the key role

played by minibuses in developing countries, argued that Mohring's results (and by implication

those of much of the subsequent literature discussed above) of large first-best bus subsidies relied

on two assumptions : monopoly provision of bus services, and a fixed conventional (large) bus size.

Relaxing these assumptions, Walters argued that more frequent services with smaller buses would

result. With frequency now substantially greater (for any given level of usage), user costs would be

smaller, and thus the gap between average and marginal user costs (the driving force behind UES

subsidy) and the associated justification for subsidy would be "small and probably tivially small"

(p.72).

Although the Walters critique was shown to be biased by an analytical error which led to the

odd result that optimal bus size was inversely proportional to patronage (GwilliaÍî et a/, 1985), the

critique did have an impact. Mohring (1983) acknowledged the restrictive nature of his implicit

monopoly and bus size assumptions, and undertook further simulations with the assumptions

relaxed. Mohring concluded that, in a first best setting, user economies of scale would justify

considerably smaller subsidies for minibuses than for standard buses, whilst in a second-best world

of unpriced roads, Mohring found that more substantial optimal subsidies were justified for both

minibuses and conventional buses.

These results are consistent with the earlier work by Jansson (1980) which investigated, for

a simple bus line model, the trade-off between bus capacity costs and user costs to achieve a total

cost (producer plus user) minimisation outcome for any given patronage level. Jansson found that

the resulting bus service would look markedly different from typical bus services : service frequency

would be greater and bus size would be smaller, particularly on low demand routes such as off-peak

services (a point made evident by Waters' (1982a) diagrammatic exposition).

Kerin (1992) also acknowledges that if optimal bus size is smaller than conventional bus

size, then user economies of scale and the associated subsidy would also be smaller. Kerin

questions, however, whether optimal bus size is in fact smaller than conventional bus size, pointing

to the lack of consensus in the literature. Oldfreld and Bly (1988) find for typical urban conditions

(Jser Economies of Scale and Optimal Bus Subsidy
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in the United Kingdom that optimal bus size for a monopoly bus service lies between 55 and 65

seats, and that even if reductions in unit operating costs could be achieved, bus size would be

unlikely to drop below 40 seats. Nash (1988) presents a unique analysis in that in addition to

optimising service frequency and bus size, the number (and spacing) of routes in the system is also

optimised. Nash finds that, even up to high patronage levels, optimal bus size is below conventional

bus size, and that allowing the number of routes to be optimised lowers the optimal bus size below

that found in a single route model such as Jansson (1980). Kerin (1990) also investigates optimal

bus size using bus route data for Adelaide. Kerin finds that for regular bus services that stop along

the full length of the route, optimal bus size is not far off the average bus size in Adelaide of around

50 seats, and in some circumstances even bigger, a result which is consistent with that of Oldfield

and Bly for the United Kingdom. Kerin also found that when the system consists of a mixture of

all-stopping and express buses, smaller buses do have a greater role to play in serving low density

outer areas and on short-haul routes.2l

The conclusion that can be drawn is that there is no frm consensus that conventional buses

are excessively large, nor what the optimal size of urban buses is, although in the right

circumstances, smaller buses may be desirable. Given this, it is also unclear to what extent the

Walters critique, that buses should be smaller thus making user economies of scale subsidy small, is

a valid and lasting objection.

The Kerin Critique

A second, and more substantial, challenge to the significance of UES subsidy has come

from Kerin (1990, 1992). Kerin identifies a number of problems with the UES subsidy argument,

drawing the conclusion that optimal subsidy is far less substantial than the literature would tend to

suggest. First, Kerin points to the fact that most analyses ignore (with the exception of Mohring

(1979, 1933)) the fact that, although increasing service frequency may reduce average waiting

times, the resulting increase in the number of buses on the road also adds to road congestion,

2r As predicted by Glaister (1986) and others, minibuses have played a significant role in recent years in the

United Kingdom following urban bus deregulation in 1985. As Glaister points out, however, bus size in a
competitive ma¡ket would be below that obtained from a social optimisation which accounts for all costs,

including those costs outside the operators concerns such as road congestion costs and user time costs.

User Economies of Scale and Optimal Bus Subsidy
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especially in the peak, thus increasing in-vehicle time of both bus users and road users. These scale

diseconomies may offset any economies in waiting time, thus eliminating the argument for subsidy

(as is the case in some of the simulations in Mohring 1979' 1983).

Kerin's second objection is that most analyses model waiting time, a critical analytical input

inUES subsidy analysis, on the assumption that users arive at loading points (e.g. a bus stop) in a

random fashion, failing to consult a timetable. However, empirical evidence (e.g. Seddon and Day,

lg74) suggests that, other than at quite high service frequencies, this assumption is unlikely to hold,

with waiting time, and the associated UE^S subsidy thus being overestimated. This has been

confirmed in other recent work (Tisato, 1992; Jansson, K., 1993) where the choice of assumption

about whether users arrive at a loading point in a random fashion, or in a planned22 fashion

coordinated with scheduled departure times, has been found to make a substantial differences to

UES subsidy outcomes.

A further major objection levelled by Kerin is that most studies ignore the fact that, in

reality, raising public funds to finance public transport subsidy is not costless. Besides

administration costs, public fund raising causes efhciency losses elsewhere in the economy as

taxation distons the choices of economic agents away from preferred outcomes (Browning, 1976;

Stuart, 1984; Dodgson and Topham, 1987; Freebairn, 1995). Findlay and Jones (1982) estimate

that for every $1 of public finance raised in Australia, the resulting marginal effrciency loss is in the

range $0.23 to $0.65, with Freebairn deriving potential values as high as $0.73. Acknowledging

these efhciency costs in bus optimisation results in lower optimal subsidy levels.

Kerin also argues that the subsidy literature tends to ignore external costs generated by

public transport, such as road damage and pollution, although the diffrculties in quantiffing these

effects makes it diffrcult to estimate the impact of their inclusion. Further, as discussed in section

2.2, subsidy may foster production inefficiency and a subsequent leakage into costs.

Kerin (who also provides a stinging critique of the second-best road congestion reduction

argument for subsidy) concludes that it is difficult to draw firm generalised conclusions about

optimal bus fares, and by implication bus subsidies, pointing to the strong influence on outcomes of

22 Using the terminology of Tisato (1991)'
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the various assumptions that have been made in analyses in the literature. Notwithstanding this,

Kerin (lgg2) draws the tenøtive conclusion that, at least during peak periods (the focus of his

analysis), there is

"Iittle cøse for subsidies on first-best IUEE grounds"

whilst there is

,,probably a case for limited subsidies on second-best lroad congestion reductionf

irounds (although these would be much smaller than mathematical models hnve typically

estimated)...".

2.6 Scope For Research in This Study

Kerin's critique is an important one, bringing together a considerable literature, and

highlighting the importance of clearly stating the assumptions that underlie subsidy analysis. Whilst

many of his objections appear to be valid, his tentative conclusion, that there is only a limited case

for subsidies, needs some qualification.

First, Kerin's conclusion partly relies on the link between subsidy and production

inefhciency. The point that a monopoly bus service supplier operating with the support of subsidy

may result in subsidy leakage into costs does have support. However, in the case of Adelaide, the

case study in the current investigation, the recent government reform in bus service delivery should

overcome Kerin's productive effrciency concerns. The planned inroduction of competitive

tendering in the delivery of bus services in Adelaide is expected to provide a renewed and

commercial focus for bus service providers. In this framework, the threat of losing the right to

service a route or an area on contract termination should provide the incentive for firms to deliver

bus services effrciently, even if, as is likely in the foreseeable future, the bus system continues to run

at a deficit supported bY subsidY.

Second, with Kerin's analysis focused on the peak period, an important question is whether

Kerin's conclusion is robust in the off-peak, in which much of the existing subsidy occurs. With

respect to the road congestion argument for subsidy, if, as Kerin finds, the argument for peak

subsidy is modest at best, then justification in the off-peak will obviously be even less substantial

given the lower off-peak road congestion levels. Kerin's conclusion with respect to the second best
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road congestion reduction argument therefore seems robust. However, with respect to the user

economies of scale atgument for subsidy, it is less clear that Kerin's conclusion is robust. This is

the case since an important, and possibly understated, result in the literature (Jansson, J.O., 1980;

'Waters, 1982a: Gwilliam et al,1985; Nash, 1988; Jansson, K., 1993), is that the user economies of

scale effect is stronger (on a unit subsidy basis) the thinner, or less patronised, the route, i.e. there is

a negative relationship betrreen unit subsidy and route patronage level. Thus user economies of

scale is likely to play an important role on feeder routes, routes to low density areas, and off-peak

routes (Waters, 1982a; Jansson, K.,1993). It is therefore unclear whether Kerin's conclusion for

high demand peak routes ca¡ries over to lower demand off-peak routes. There is some justification

therefore for further research to test Kerin's conclusion in the off-peak.

There is also justification for further focus on user cost modelling, a key input into subsidy

analysis (Tisato, 1992). Although Kerin (1990; 1992), Tisato (1990; 1991) and Jansson, K., (1993)

incorporate user cost models in their subsidy analyses which are an improvement on the

conventional simple random user behaviour model, objections can be raised about the models used

in each case. The model used by Kerin, the empirical relationship estimated by Seddon and Day

(1974) for Manchester, seems somewhat arbitrary for use as a general model. The models of Tisato

and Jansson are superior in this respect, in that they predict user cost as an outcome of a cost

minimising bimodal choice process (between random and planned behaviour), the nature of which

can vary between different situations. Whilst these recent bi-modal choice models have increased

the realism of user cost modelling, they cha¡acterise the choice in very simplistic deterministic

manner.

An implication of this is that the deterministic choice models predict some very sudden, or

knife-edge, behavioural changes within the population of users. This in turn leads to some

interesting outcomes (Jansson, 1993; Tisato, 1990) : multiple local optima can occur in the bus

optimisation problem (one optimum each for random and planned user behaviour); and there can be

a sudden increase in optimal unit subsidy when mode switching occurs, which in turn may distort

the conventional negative relationship between optimal unit subsidy and patronage level. These

outcomes create diffrculties. First, the existence of multiple solutions adds an extra level of

complication for the analyst of the bus optimisation problem, requiring a distinction between local
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optima and the global optimum. Second, the conventional unit subsidy/patronage relationship has

provided a simple and important rule of thumb for describing how subsidy per trip varies between

bus routes of different demand density, and has been a useful mechanism for explaining a key policy

outcome of UES. Thus its potential demise is of concern.

Given these concerns, there is some justification for investigating the extent to which

Jansson's results are a product of using a simple deterministic framework to predict random vs

planned choice, and whether the results still occur even if a more appropriate choice model is used.

Developments in the literature in recent decades (Beesley and Kemp, 1987; Small, 1992) suggest

that a probabilistic choice model may be a more fruitfr¡l way of modelling choice between random

and planned user behaviour. One such model, the logit model, will be used in this study.

There is also justification for estimating UES subsidy for Adelaide public transport. The

user economies of scale argument for subsidy has received quite limited attention in Australia. A

few studies have considered UES. The most important of these was by Dodgson (1985; 1986) who

analysed subsidy in the five major Australian cities, including Adelaide. Whilst an important piece

of work, Dodgson did not address the question of optimal subsidy levels. His focus was instead,

like that of Glaister (19g7) and others in the United Kingdom (see footnote 18), on the optimal use

of a given (existing) subsidy.23 In addition, the study also jointly considered the road congestion

reduction argument for subsidy, and was undertaken at a highly aggregated level, considering daily

average conditions across the whole network, and thus did not consider the important relationship

between subsidy and demand level. A more disaggregated analysis, which focused exclusively on

user economies of scale was undertaken by Chalmers (1990). Chalmers determined optimal

subsidies for a couple of representative bus and train services in Adelaide. Unfortunately, a serious

problem with this work was the use of the simple assumption of random user arrivals at loading

points. The other work related to Adelaide was that by Kerin discussed above, in which Adelaide

data was used for model calibration, although the analysis was undertaken at a fairly general level.

There is a genuine lack, therefore, of a study of Adelaide (and other Australian cities) which

adequately estimates optimal UES subsidy. Such a study will be undertaken here (for buses only),

23 Hensher (19g9a) used the same framework to assess the effectiveness of the use of subsidy in Sydney.
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with a focus on improved user cost modelling, analysis at a disaggregated level to allow the

relationship between subsidy and patronage level to be observed (and the robustness of Kerin's peak

subsidy conclusion in the off-peak to be tested), and which acknowledges that public fund raising

can be costly.

2.7 Summary

Overall, a number of conclusions can be drawn from the review in this chapter. First,

public transport subsidy remains an important issue in Australian cities, including Adelaide, partly

due to public finance from which subsidies are financed becoming relatively scarcer' placing

pressure on the reduction of subsidies. Second, in the short term, the introduction of competitive

tendering is expected to reduce production ineffrciency in bus service provision, reducing the cost of

bus services and allowing subsidy to be reduced. Third, in the longer term, the question remains of

how subsidy policy should evolve. Without doubt, attention is required to ensure, whatever the

level of subsidy, that it is delivered to those who most need the financial support it provides

(contrary to the current situation). In addition, an equally important question is the level of subsidy

which can be justified on economic effrciency grounds. In this respect, the user economies of scale

argument for subsidy is an important argument, yet has received little attention in Australia. A

review of the literature has revealed a continuing debate about the scale of optimal user economies

of scale subsidies.

Analysis of user economies of scale in Adelaide therefore appears justified, and forms the

focus of this study. In doing so, the analysis should focus on improving on some of the areas where

the literature to date has weaknesses or is still unresolved. The above discussion suggests a number

of prime areas for analysis : the relationship between unit subsidy and route patronage, the

modelling of user cost, and estimation of the level of subsidy justified for Adelaide. The following

chapter outline concludes this overview by setting out in more detail the nature of the subsequent

chapters.
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2.8 Chapter Outline

The following chapter outline provides an indication of the focus of each chapter of this

study. A brief overall summary is provided in Table 2.1.

Chapter 3: (Jser Cost Modelling. Tlns chapter aims to develop an improved working model of user

cost, for use in subsequent analytical chapters, which overcomes a number of deficiencies in current

models. The improved model consists of a refined set of user cost definitions, an expanded set of

user cost components, the recognition of multþle modes of user behaviour (random and planned),

and a theoretical logit model for predicting user choice between these behavioural modes.

Chapter 4 : Optimal Pricing, Frequency and Subsidy Formulation. Tlte aim of this chapter is to

set out and solve the bus optimisation problem from which the UES subsidy argument arises. This

provides a sound theoretical foundation for the estimation of optimal outcomes in subsequent

chapters. The chapter also better integrates and relates previously used optimisation frameworks,

taking a taxonomic approach with respect to load factors and bus sizes, presenting improved

diagrammatic presentations of UES using envelope curves to relate short run and long run analysis,

and clarifying previous presentations.

Chapter 5 : Optimal Subsidy and Cross-Subsidy with a Logit Model. In this chapter, the impact on

optimal unit subsidy, total subsidy and cross-subsidy2{ of using the logit choice model developed in

chapter 3 is investigated. In particular, the chapter tests whether the important results of Jansson's

(1993) recent work (multþle local optima, and sudden increases in optimal unit subsidy) persist

when a logit choice model is used.

Chapter 6 : Service (Inreliabitity and Subsidy. The aim of this chapter is to explore the link

between UE^S subsidy and service unreliability, a key determinant of user cost. The literature on

UES subsidy has virtually ignored service unreliability as a determinant of user cost, and thus its

link 1o subsidy. This link is analysed for random, planned and logit user behavioural models,

followed by an exploration of the impact of changes in unreliability on optimal subsidy.

24 The inverse relationship between optimal unit subsidy and route demand level also leads to a related

argument in favour of optimal cross-subsidy between low and high demand routes (e.g. Gwilliam et al, 1985)'
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Chapter 7 : (Jser Economies of Scale Subsidy in Adelaide. The final chapter develops estimates of

optimal UES subsidy for Adelaide buses, and considers the implications and problems of moving to

such outcomëS.. T|q analysis uses the improved logit user cost model developed in chapter 3, and

builds on the subsiþ formulations considered in chapter 4. The analysis is undertaken at a

disaggregated bus .corridor level for peak and off-peak periods, with recognition of current

concession fare policy, the pending introduction of competitive tendering, and the efficiency costs of

public fund raisi4g, The chapter also assesses the off-peak robustness of Kerin's (1992) claim that

UES subsidy is small, draws comparisons with previous UES subsidy work in Adelaide, and

provides an assessment of the gap between current and optimal subsidy outcomes in both first best

and second best (costly public fund raising) settings'

(Jser Economies of Scale and Optimal Bus Subsidy



2-26

Chapter 2 : Back(round, Context and Scope of Study

Table 2.1 : Summary Chapter Outline

Chapter Main Issues/Focus

I

2

3

4

general introduction

background, context and scope of study

develop an improved user cost model

optimal UES pricing, frequency and subsidy formulation

for a range of load factor/bus size cases

impact of using a logit user behavioural mode choice

model on optimal unit subsidy, total subsidy and cross

subsidy

the relationship between service unreliability, user cost

and optimal subsidy

estimation of optimal UE^S subsidy for Adelaide buses

using a disaggregated analysis focusing on bus corridors

in peak and off-peak periods

5

6

7

8 overall sufnmary and conclusions from the study
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Chapter 3

USER COST MODELLING

3.1 Introduction

Chapter 2 established the fact that frequency related user costs play a central role in the

economies of scale (UES) concept and the related argument for subsidy. The significance of this

role has recently been demonstrated in the works of Tisato (1992) and Jansson, K. (1993), in which

the conventional assumption, that users arrive at a public transport loading point in a random

fashion, was relaxed. Tisato found that, as a result, optimal subsidy fell by as much as 6OVo.L

Jansson found that relaxing the random user assumption generated a number of important new

results, including a potential reversal of conventional wisdom about the relationship between unit

subsidy and demand level.

The aim of this chapter is to develop a manageable working model of user cost for use in

subsidy analysis in this study. The recent model developments of Tisato and Jansson a¡e taken as

the starting points for this task, with the intention to fuither extend and improve their model. The

chapter:

. develops an expanded and more consistent set of user cost definitions;

. reviews conventional. models, and more importantly, the recent developments by Tisato and

Jansson;

. establishes a working model for each of several components of user cost for two modes of user

behaviour, random and planned;

1 This does not imply the conventional simple random behaviour user cost models has not played a useful role
The model has facilitated important subsidy analyses which have produced many important general results,
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brings these user cost components together into a unified framework in which the mode of user

behaviour (random vs planned) is predicted as the outcome of a probabilistic logit choice model,

and the associated user cost estimated.

3.2 The Concepts of User Cost and Rescheduling Cost

In its broadest sense the concept of user cost includes any monetåry or non-monetary

cosldisutility incurred by users of transport. However, the term most generally tends to be used to

refer to non-monetary costs only, and this is the interpretation adopted here. The most prominent

components of user cost tend to be time-related user costs. These arise from travel technologies

imposing time constraints on a user's time allocation problem, the solution of which is the realm of

the economic theory of time allocation (Becker, 1965; DeSerpa, l97l; Bruzelius, 1979; MVA,

1987).

That theory indicates that, if a technological time constraint is binding, the user has to

undertake a non-preferred, or "intermediate" (DeS erpa, l97l), activity, e.g. fravelling in a ftain,

waiting at a bus stop, being delayed at home waiting for a bus to depart, etc). At the same time, the

user must give up a preferred non-binding activity, also called "pure leisure" (DeSerpa, I97l).

More precisely, time is "transferred" from pure leisure to intermediate activities (Truong and

Hensher, 1985).

Technological ffansport time constraints therefore lead to activity rescheduling, with a

preferred activity being lost and a non-preferred activity being gained, thus generating an inferior

pattern of activities. The resulting loss of utility, or gain in disutility, can be called an (activity)

rescheduling cost, or user cost. Throughout this study, the term "rescheduling cost" will be used as

a generic concept for referring to the general category of time related transport user costs. More

specific terms for individual types or components of user cost are discussed in this chapter.

In summary, a transport user cost is a(n) "(activity) rescheduling cost" and is defined as

follows : the cost of rescheduling activities aìvay from a superior activity pattern (which would be

achievable in the absence of transport time constraints) to an inferior one resulting from binding

transport time constraints.
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3.3 Frequency-Related Delay and User Cost Definitions

A range of types of user cost has been previously used and modelled in the context of urban

public transport. In this study, with the focus on UES, it is those user cost components which are

frequency-related which play a leading role. This chapter focuses on modelling these frequency-

related user costs. Other user costs are treated exogenously (- these consist of in-vehicle fravel time

and walk time)2, and are discussed in appendix B

Frequency related user cost, and its components, have not always been defined and used in

a consistent manner in the transport literature. This can be a source of confusion, and so, before

proceeding to model selection and development, it is worth spending some time reviewing the past

use of user cost components and definitions, and establishing a clear set of definitions for use here.

3.3.1 Review

In the literature, frequency-related user cost has been defined as consisting of one or more

of the following components : waiting time, and schedule delay3 (which in turn has two

components: frequency delay and stochastic delay, both of which will be defined shortly).a

Waiting time,wbich has been very cornmonly used in models of user cost, has tended to

refer to time spent at a loading point waiting for a service to arrive. This seems an unambiguous

definition and will continue to apply here.

2 Travel time and walk time are of course also important variables in the context of comprehensive optimisation
of the transport system. The latter, for example, is relevant to the question of optimal route spacing. Although
the focus here will be on optimal frequency for a given route density, a more comprehensive optimisation would
require jointly optimising both frequency and route spacing (Nash, 1988).

3 For the moment, the term "schedule delay" can be interpreted by its usual meaning in the public transport
literature, namely the delay arising from scheduling of services at non-zero time intervals. Shortly, however, it
will be argued that this term could more usefully be exclusively reserved for an alternative meaning.

4 Note that Ìvaiting time and service delay are times concepts measured in physical units (minutes). User cost,
on the other hand, is a monetary concept reflecting the valuation/costing of the physical time units. Physical
terms like waiting time and delay will, however, be loosely used at times to refer to the associated user costs
which they generate.
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The concept of schedule delay, on the other hand, was first introduced by Douglas and

Miller (1974) in the context of air ûavel, and it, and/or its two components, have been widely used

in the air transport literature (e.g. Forsyth and Hocking, 1978; Panzat 1979; and Findlay, 1983;

Smith and Street, 1992). In broad terms, schedule delay refers to the fact that, due to the scheduling

of services at non-zero time intervals, a user will in general not be able to board public transport at

his/trer preferred time, denoted ro. As a result s/tre suffers a time "delay", requiring the user's

activity pattern to be modified, thus generating a rescheduling cost.

Schedule delay has two components. The first, frequency delay, is the delay generated by

the fact that scheduled service departure times may not coincide with, fo, the preferred time at which

the user would like a service to depart. The user will catch the least inconvenient scheduled service,

with the resulting frequency delay usually measured as the time difference between to and this least

inconvenient scheduled departure time.s

The second component of schedule delay, stochastic delay, is the additional delay caused by

tÉe fact that, due to user demand being stochastic in nature, the least inconvenient scheduled service

may arrive full, resulting in the user having to wait for the next service to arrive.ó

The majority of the urban public transport subsidy literature has mainly tended to model

frequency-related user cost as consisting of waiting time (Mohring,1972; Dodgson, 1985; Glaister,

1987; Travers Morgan, 1938). In addition, the idea of stochastic delay has also been used (although

without this term being explicitly used) when waiting time has been modelled as a function of load

factor (e.g. Glaister,1987; Bly and Oldfield, 1987). More recently, the frequency delay concept has

played an increasing role (Evans, 1987; Tisato,l99l; Jansson, K., 1993).

The use of these user cost terms and components has not, however, always been consistent.

'Waters (1982a) refers to the notion of frequency delay as used in the air transport literature and

s It is worth noting that Douglas and Miller originally defined it as the time gap lo the nearesr scheduled

departure. Forsyth and Hocking (1978) criticise this, arguing that the nearest departure.may not be the most

convenient for the user, and would therefore not be chosen.

6 In the case ofurban public transport, the user has no choice but to catch the next service that arrives. In the

case of air travel, however, with the facility to purchase a ticket in advance of flight time, the user could catch

either an earlier or later flight.
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denotes the urban transport equivalent as waiting time, and refers to stochastic delay as a queuing

cost. Evans (1987) uses the concept of frequency delay but refers to it as rescheduling cost. Whilst

this is not incorrect, it does conflict with the use of rescheduling cost as a generic term as discussed

earlier. Tisato (1991), distinguishes between waiting time and frequency delay, with the first

referring to time spent at a loading point, and the latter referring to time spent in rescheduled

activities away from the loading point arising from non-preferred scheduling of services. Jansson

(1993) uses the term frequency delay to cover all time spent in non-preferred activities due to the

scheduling of services, irrespective of where these activities take place.

3.3.2 Definitions Adopted for this Study

A refined set of definitions, presented below, are adopted in this study. Hopefully, these

will avoid some of the inconsistencies discussed above, and pîovide a clea¡ set of definitions for this

study, and futr¡re work in this area.

(a) Activity rescheduling and schedule delay

Problems can arise when using the term schedule delay as def,rned by Douglas and Miller.

In their use of the term, the word schedule refers to the scheduling of transport services. This

conflicts, however, with the use of the term "schedule" as used in rescheduling cost which I

suggested earlier (section 3.2) should focus on the scheduling of activities since this underlies the

whole concept of user time costs. In addition, the Douglas and Miller approach conflicts with use of

the term schedule delay elsewhere. In particular, the term schedule delay has also been used to

refer to activity scheduling changes arising out of activity time constraints. For example, Small

(1982) considers the schedule delay of arriving to work late when fixed work hours exist. A similar

concept applies when considering the introduction of flexible or staggered working hours (e.g.

Henderson, 1981).

I conclude that using the term schedule delay to refer to the delay resulting from activity

rescheduling in general may be more fruitful, at least in the urban context, than using it to refer to

delay caused by service scheduling. This is the approach adopted here. Schedule delay will

therefore be used as a generic term referring to the time spent in non-optimal activities due to
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binding transport and activity constraints. The existence of such delays generate the generic

rescheduling costs discussed in section 3.2.

(b) Service delay and waiting time

The service scheduling delay concept which Douglas and Miller describe in their use of the

term schedule delay continues, however, to be a critical one. I propose the new term service delay

to describe this Douglas and Miller delay concept, thus service delay comprises the two components

frequency delay and stochastic delay.

Service delay, through its two components, fully describes the source of frequency-related

delay (and thus user cost). As a result, the term frequency-related user cost and service delay cost

arc synonymous. Waiting time (as dehned in section 3.3.1), on the other hand, is a term which

focuses on the location of delay time. As will become clear below, stochastic delay is always spent

waiting at a loading point (i.e. waiting time), and is frequency delay in some circumstances (i.e.

when users anive at a loading point in a random fashion). Waiting time is therefore not a separate

component of user cost, but rather it is a subset of service delay. The distinction between waiting

time and delay time spent at other locations becomes crucial, however, when assigning unit values

to frequency delay and stochastic delay (see section 3.6).

(c) Frequency delay and stochastic delay

The definition of frequency delay given in section 3.3.1 will continue to apply.

'With respect to stochastic delay, a sound argument can be made for adopting a broader

definition. In practice, scheduled services are nearly always unreliable (to varying degrees).

Service unreliability creates extra delays for passengers over and above situations where services

run on time. This service unreliability delay is caused by the stochastic nature of service departure

times, and so it would be convenient and relevant to refer to this delay as a type of stochastic delay.

Unfortunately, however, this term is already currently used for the case of delay caused by the

stochastic nature of user demand.

To overcome this definitional problem, the definition of stochastic delay is extended here to

cover both types of stochastic-related delay. Delays caused by the stochasticity of user demand will
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be referred to as "stochastic demand delay" (SDD), and delays caused by stochasticity of service

reliability as "stochastic supply delay" (SSD). Both of these delays, SDD and ,SSD, will result in

time spent at the bus stop waiting for a service to arrive, although for quite different reasons.T The

explicit recognition of service unreliability is something rarely done in existing modelss, and is one

of the features of this study.

In summary, frequency-related delay is captured by the concept of service delay (D), which

has three components : frequency delay (FD), stochastic demand delay (SDD), and stochastic

supply delay (SSD) :

D = FD + SDD + SSD (3.1)

Frequency-related user cost, denoted UC, is then derived by costing each of these delay

components. Thus :

UC = UC (D (FD, SD¿ SSD), unit costin gs of FD, SDD and SSD) (3 .2)

Unit costings are discussed in sections 3.5 and 3.6.

3.4 Bi-Modal User Behaviour and Choice : A Recent Development

A strong assumption that has underpinned the user cost models used in many subsidy

analyses to date, particularly early studies (Mohring,1972; Turvey and Mohring, 1975:' Vickrey,

1980; Chalmers,'1990), has been the notion that users arrive at a loading point in a random manner,

i.e the relationship between scheduled service departure time and user arrival times is a random one.

Empirical evidence suggests (e.g. Holroyd and Scraggs, 1966; Seddon and Day,1974; Jolliffe and

Hutchinson, 1975; Turnquist, 1978; Bowman and Turnquist, 1981), however, that such an

assumption breaks down in many circumstances. The evidence tends to support random behaviour

7 It is interesting to note that, in the case of air travel, service unreliability may result in delay time spent away
from, rather than at, the loading point.

8 Tisato (1990; 1991) being the exception, where user cost was a function of service unreliability, although a

formal distinction between SSD and SDD was not drawn, in fact SDD was not modelled. The need to model
service unreliability was also previously noted by Douglas and Miller (1974, p.7 , footnote 7).
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at low headwayse only. At higher headways, outcomes are more consistent with the hypothesis that

users coordinate their a:rival time with scheduled departure times, behaviour which will be referred

to here as planned behaviour.

Several recent subsidy studies (e.g. Dodgson, 1985; Travers Morgan, 1988; Kerin, 1990)

have relaxed the random users assumption, using instead user cost (- waiting time -) models fitted

to observed data. One such relationship, which has been widely used, is that developed by Seddon

and Day (1974) which fits a non-linear relationship to waiting time data from Manchester, England,

for a range of headways. The user costs predicted by the model are consistent with random

behaviour for headways below lO to 12 minutes, but for greater headways it predicts user costs

which are increasingly lower than those predicted by assuming random a:rivals.

Two recent contributions by Tisato (1990; 1991) and Jansson (1993), also develop models

in which random user behaviour only occurs in some circumstances. The advantage of these recent

models compared to the Seddon and Day model is that they begin to explain user behavioural mode

observations (random vs planned user behaviour) as outcomes of an optimised choice process by

users. The Tisato and Jansson models are very similar (and are thus referred to as the

Tisato/Jansson model from hereon), with behavioural mode choice outcomes being governed by the

principle of user cost minimisation.

The key aspects of the Jansson/Tisato user cost minimisation modelling approach are as

follows. Users have a choice of behaving in either a random or planned manner with respect to the

time they arrive at a loading point. For random behaviour, as outlined above, the user is unaware of

scheduled service departure times, and therefore user arrival at the loading point is not coordinated

with scheduled departure times. On the other hand, under planned behaviour, users acquire

information about departure times from a timetable (at a cost denoted the information cost, 1, the

costs associated with obtaining, carrying and studying a timetable)lO, and are thus able to coordinate

their arrival time at the loading point with scheduled service departure times.

9 Headway (Ð is the time (minutes) between scheduled services, with 11 = 60iF where F is service frequency
per hour.

10 See section B. 1 .4 of appendix B for further discussion of 1
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For both behavioural modes, the actual size of user cost experienced by the user will vary

from one situation to the next. It is always the expected user costs,ll however, which the user

compares when choosing between modes. The user therefore faces a discrete binary choice under

uncertainty. Users are assumed to be utility maximisers, or in this case user cost minimisers, and

are assumed to be risk-neutralt'. Th"y therefore choose the behavioural mode with the lower user

cost, thus minimising user cost.

The choice situation facing the user in the Tisato/Jansson model is illusrabd in Figure 3.1.

The figure plots the expected user cost experienced by the user under random and planned

behaviour, denoted UC, and UCrrespectively.t3 In the model, delays tend to zero as headway (Il)

tends to zero. Thus t/Ç = 0 when H = O, but under planned behaviour, users always incur the

information cost, /, irrespective of 11, thus UC, = I at H = 0. As Il grows above zeto, a. positive

relationship exists between UC andll under both behavioural modes (i.e. the slope of the UC vs H

schedule is positive for both modes), however as 11 increases, UC, grows more rapidly than UCo

(i.e. the UC, schedule is flatter than the UÇ schedule). If the headway at which UC schedules

intersect, and where UC, = UCr, is then denoted as the critical headway, I1., then the user cost

minimising user will :

. be indifferent between modes when I/ - I1, since UCr= [JCo

. will choose random behaviour when 11< 11, since UCr< UCe

. will choose planned behaviour when 11> I/, since UCp< UC,

Although the Tisato/Jansson bi-modal user cost minimisation discrete choice model has

added a useful new dimension to frequency-related user cost models, both versions of the model

arguably have some limitations. These are :

11 For convenience, the term"expected" will not be used repeatedly to describe user cost or its components, but
it implicitly applies throughout unless otherwise stated.

12 This assumption will continue to apply throughout this study.

13 For simplicity, UCrandUCoare shown at this stage as linear schedules. Jansson (1993) adopts this
approach, whereas Tisato (1991) uses schedules of non-linear form. The general nature of the choice situation
is the same, however, irrespective of functional form.
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$

Figure 3.1 : The Jansson/Tisato Model of User Choice Between
Random and Planned Behaviour
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(1) Both models assume that, in the case of random behaviour, users Íürive at a loading point

exactly at the user's preferred time, fo, without substantiating this result.

(2) Both models fail to account for SDD as a frequency related user cost component. The

Jansson model also fails to model,S,SD.

(3) Although the Tisato model takes into account .S^tD, it does so in a tairly restrictive way for

the case of planned behaviour. Tisato modelled planned ,SSD after a comprehensive model

developed by Bowman and Turnquist (1981). Unfortunately, the complexity of the latter makes it

cumbersome to use, with Tisato using an approximation based on a simple functional form. The

usefulness of the simpler model may be limited, however, since it was fitted to a small number of

Bowman and Turnquist model results over quite a small H range only.la

(4) Both Tisato and Jansson assume a purely deterministic model to predict the discrete choice

between random and planned behaviour by users. This is acceptable for an individual user, and

would apply if users were perfectly homogeneous. However, at an aggregate level across all users,

the model is less useful. It predicts the same choice outcome for seemingly identical users in

identical situations, yet in practice differing choices are often observed (Ben-Akiva and Lerman,

1985), explained by the fact that the analyst is never able to identify all aspects of heterogeneity

between users. A probabilistic choice model (e.9. a logit choice model) is likely to better predict

aggregate choice outcomes.

In this study, the Tisato/Jansson discrete choice model framework will form the basis for a

working model of user cost. However, it is considered beneficial to extend and develop the model

further to overcome the limitations outlined above. The aim for the remainder of this chapter is to

undertake this further development, and thus generate an improved working model of user cost for

use in subsidy analysis. This is done as follows. Sections 3.5 and 3.6 outline a working model of

the components of user cost for random and planned user behaviour respectively, with section 3.7

providing a summary of model equations. Section 3.8 then extends the choice framework from a

la This was the case since Bowman and Turnquist only reported their results over a small H range (see

extended discussion in section 3.6.3)
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deterministic one to a more realistic and useful one of probabilistic choice, using a theoretical logit

model to predict choice outcomes between random and planned behaviour.

3.5 User Cost Under Random Behaviour

3.5.1 Delav. Unit Costins and User Cost

Service delay under random behaviour, Dr, consists of three components :

D,= FD,+ SsD, + SDD, (3.3)

It is well known that if services are running to schedule (and thus S.SD, = 0), and a user can board

the next service that arives (i.e. vehicles are not full), and thus ,SDD, = 0, a user behaving randomly

can expect to, on average, suffer a wait at the loading point equal to half the headway (Seddon and

Day,1974; Bowman and Turnquist, 1981). This expected wait, is clearly due solely to service

scheduling at a positive headway. This non-stochastic component of delay is what will be referred

to as the frequency delay, FD,, associated with random behaviour. When SDD, and/or S.SD,

become positive, D, will rise accordingly above FD, . Functional forms for the components of D,

are given shortly.

To convert Drand its components into user cost units, it is necessary to factor delay by the

user's average/unit rescheduling cost. With all three components of D, consisting of waiting at the

loading point, the unit rescheduling cost of each component (and of D, itself¡ will therefore be based

on the value of waiting time savings, vr. The size of this unit rescheduling cost may vary, however,

with the direction in which activity rescheduling takes place. There are two directions in which

activity rescheduling can occur : backwards and forwards. Backward rescheduling occurs

whenever the user arrives at, or departs from, a loading point beþre t, (recalling that t, is the

preferred time at which the user would like a bus to depart). Forward rescheduling occurs

whenever the user arrives at, or departs from, the loading point after rr. Drawing on this distinction,

the unit rescheduling cost in these two directions can be denoted as vwB and v*r.

For the working model for use in this study, assume that rescheduling costs are linear in

time, thus v*, and vwF aÍe constant, and that on average, across the population of users , vw, = vwF =
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vr, i.e. rescheduling is equally costly at the margin in both directions. Random user cost, UÇ, is the

sum of FD, cost (FDq), SSD, cost (,SSDC,) and SDD,cost (,SDDÇ)15:

UC, = FDC,+ S,SDC, + SDDC, (3.4)

where FDC,= FDr.v* (3.5)

SSDC' = SSD,. v, (3.6)

SDDC,= SDD, 'v* (3.7)

thus UC, = D.v- (3.S)

3.5.2 FD-and S.SD

Detailed expressions are now required for the components of random user cost. Consider

FDrand,SSD, fnst.

The literature (e.g. Holroyd and Scraggs,1966; Jolliffe and Hutchinson, 1975; Bowman and

Turnquist, 1981) provide the following expression for the expected wait time, E(W), at loading

points under random behaviour :

n(w,)=+('-,(;)') 
(3 e)

where o is the standard deviation of bus departure times, an indicator of the level of

service unreliabilityl6

E(W,) increases with o. The reason for this is as follows. \Vith o > 0, actual headways will be non-

uniform, being either greater than, equal to, or smaller than, the uniform scheduled headway. That

15 As in the Tisato/Jansson model, user cost (and its components) for both planned and random behaviour are
expected costs.

16 Bowman and Turnquist (1981) actually express E(W) as a function of o", the standard deviation of

headway, wherc 2o2= oa2 (rurnquist, 1e82), and rhus ,(*,) = +(t. (?)') rhe paramerers o and o"

differ because o is the standa¡d deviation of the time of bus depafure, whilst o" is the standard deviation of the
gap betw een consecutive buses.
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is, there will be a distribution of actual headways centred on the scheduled headway.lT Average (or

expected) wait is therefore greater than { because :"2
"... more passengers arrive during the long lheadwaysl where the average wait is
greater than half the average headway, and fewer passengers arrive in the short

lhea"dwaysl where the wait is correspondingly shorter, lthus average wait timef

increases labove H/21as headways become lnon-funifo
(Bowman and Turnquist, 1981, p.465).

By splitting the above expression lor E(W) in two components, one independent of, and the

other a function of, service unreliability, E(W) can be seen to be the sum of FDrand,S,SD., where :

_H
2
c2

,H

FD, (3.10)

(3.1r)and ssD

,.

Based on the above quote, SSD, is the size of the upward biasing of E(W,) above I//2 resulting from

service failing to depart at the scheduled time. Notice that ,SSD, falls as 1l increases. The reason for

this is as follows. For a given o value, the bigger fI is, the smaller the relative difference between

short and long headways, thus the smaller is the relative difference in the number of users arriving

in shorter vs long headways, and thus the smaller the upward biasing of E(W) above Hl2.t8

3.5.3 SDD-

Three SDD models were found in the subsidy literature surveyed : Glaister (1982; 1987),

Bly and Oldfreld (19S7) and Chalmers (1990). The common element in each is the key role played

by load factor, LF, the ratio of the number of passengers on buses to the carrying capacity of those

buses : when LF = O, SDD = O; as LF becomes positive and increases, so too SDD becomes

17 I am grateful to Colin Gannon for making this point to me.

r8 Two interesting polar cases should also be noted. When buses are perfectly reliable and always depart at the

scheduledtime(i.e.o=0),.S.SD'=0andthus E(W)=FDr=+.Alternatively,ifbusesareperfectly
'¿

unreliable and thus depart randomly, Holroyd and Scraggs (1966) state that crl = I\,thus o2 = 'l unOrn
2

turn SSD, = ÍI/2 = FDr, thus E(W) = 11. Therefore, SSDr will always lie in the range 0 to Hl2, and E(I4zr) in
the range Hl2to H.
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positive and grows progressively, rising increasingly rapidly at higher ZF values and tending to

infinity as LF approaches a critical LF value.

Glaister (1982) reports a London based model developed by London Transport. In the

Glaister model, SDDte is a function of a complex growth factor I + zl(l+z) where e is in turn a

function of, amongst other things, LF. Chalmers (1990) found that an alternative, relatively simpler,

growth factor of the formlf (br-brß), where b, andbrareconstants, could be calibrated to fit the

Glaister results rather well.20 Values of b, = 1.25 and bz= 1.65 were found to provide the best fit.

,SDD is then :

SDD = LFmult !
2

where LFmult is the load factor multiple

(3.r2)

(3.13)
I

I
bt-bzLF

This simplified form of the Glaister model is the one used in considerations here.

Chalmers (1990) was dissatisfied with the rate at which .SDD grew in the Glaister model,

and its critical LF valueof 0.76. Based on advice from the public hansport operator in Adelaide,

Chalmers proposed alternative parameter values for Adelaide, namely bt = bz = 1.0, forcing the

critical LF vahrc to 1.0, although no supporting evidence of any form was provided to support this

amendment. The resulting model is referred to here as the Chalmers model.

Bly and Oldfield adopt a similar functional form in their analytical modelling, in which

London was also the case study. In their model, LFmult takes the form :

LFmutt = l+-l er4)\l- ¿F' )
with¡ = 5

19 The Glaister model, and the other two models surveyed, actually model overall waiting time, the sum of FD,
and SDD. The SDD models reported here were derived by merely substracting off FDr= Hl2. Note that the
Glaister model also includes passenger "discomfort" costs, which increase as trF grows.

20 The simpler functional form does, however, generate SDD <0 for LF < approximately 0.1. In these cases,
the value of SDD was forced to zero.
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It is important to note that Bly and Oldfield define ZF differently to Glaister, resulting in

quite different LF values. Bly and Oldfield effectively define LF as the LF at the maximum load

point. In contrast, Glaister defines LF as the average LF. To illustrate the difference, think of the

simple bus route example considered by Bly and Oldfield, with users uniformly distributed along

the route, and with all users having as their destination the terminal at one end. lVhen buses just

become full at the terminal, the average LF in the Glaister model will be 0.5, but the Bly and

Oldfieldmodelwillpredict aLFof 1.0. TheLFvaluesthereforedifferby afactorof 2.

In this study, the Glaister average LF definition is adopted. To enable the models to be

compared, (3.I4) needs to be modified to yield consistency between models. Based on the simple

bus route example just discussed, to yield consistency, (3.14) should be replaced by :

LFmuIt=( 1 I
It6-t1 (3'1s)

with.r = 5

where LF is now the average LF.

Figure 3.2 illustrates the behaviour of LFmuh (which is indicative of the behaviour of SDD)

for the three models. Figure 3.2 also plots a comparative baseline at LFmuIt = 1.0, which coincides

with SDD = Hl2 = FD,, to gauge the relative size of ,SDD. The three ^SDD curves each illustrate the

same general behaviour outlined at the start of this sub-section. They differ to some extent in shape,

however, due to the critical LF value differing between the models. Note that SDD tends to infinity

at LF = 0.5 in the Bly and Oldfield model by definition, since Bly and Oldfreld chose to ser rhe

critical LF to coincide with capacity being reached at the maximum load point.

Several considerations influenced the selection of one of these models for use in subsequent

chapters in this study. Considerable weight was given to fact that the Glaister model was based on

actual modelling work. Although the Chalmers model tried to modiff the Glaister model

parameters to better suit the Adelaide situation, there is a genuine lack of documentation in support

of this change. Further, Chalmers found in his optimisation work that switching from the Glaister

^lDD model to his alternative model affected optimal results only marginally. The fact that the Bly

and Oldfield model predicts ,SDD tending to infinity as buses just become full at the maximum load

point was considered to be an overestimate. One would expect ^SDD to begin to rise rapidly in this
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Figure 3.2 : Models of Stochastic Demand Delay (SDD)

Êf,
E
LLJ

3.00

2,50

2.OO

1.50

t.00

0.50

0.00

1,0

0 0.ì o.2 0.3

&otdf€td

0,4 0.5 0.ó

Lood Foctor, LF

0,7 0.8 0.9 I

User Economies of Scale and Optimal Bus Subsidy



3-18
Chapter 3 : User Cost Modelling

situation, but not to tend to infrnity. Overall, in the absence of a model for Australian conditions, the

Glaister model was adopted for use in this study2l.

Before proceeding, a more precise definition of LF is required. Glaister (1982) does not

provide a detailed definition, but closer inspection of the related computer program of the model

(Glaister, 1984) indicates that LF is interpreted as the average load factor, measured as the ratio of

passenger-kms (PrÇ to seat-kms (Sgzz An un¡esolved issue, however, was whether LF should be

determined for the peak direction of user flow, or the average over both directions. The approach

adopted was to determine LF as the weighted average across both directions of flow, weighted by

the size of the flows.

and

then:

Adopting the following notation for a given bus route for a given time period, say per hour :

4 is the number of users that board buses on the route (users/hour)

i denotes either the linehaul (LII) or backhaul (BIl) directions

qtu is Lfl boardings

qnnis Bfl boardings

Z, is the averùge trip length (kms)

F is service frequency (buses/hour)

N is the bus size, i.e. the maximum allowable load per bus of seated and standing

passengers (users/bus)

Z, is the route length (kms)

LF= LFuer, + LFrrq*
(3.16)

q

where

and

21 Hensher (1989a) also adopted the Glaister model in his analysis of Sydney

22 My thanks to John Dodgson for assisting me in clarifying this point.

(3.r7)

(3.18)

(3.1e)

L4 PK,

PK¡ = Qþ,

SKt = P¡¡7,

sr(r
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If d is the proportion of total boardings that occurs inthe LH direction, i.e.

Qm= dq (3'20)

then (3.16) reduces to:

rr =1Lh-z¿+zd'z\ e.zr)FNL,'

As d varies, the directional flow multiple in brackets changes in accordance with Table 3.1. The

polar cases ate d = 0.5 (balanced directional flows) and d = 1.0, flow in one direction only. As

directional flow becomes increasingly peaky, so too the multiple, and thus average LF grows in size,

at an increasing rate. The model is therefore able to predict pronounced differences in LF between

peak and off-peak. It is useful for later analysis to also express (3.21) in the following form :

LF=QA
FN

where A = 1:¡-zd +2d2)

(3.22)

(3.23)

Table 3.1 : Load tr'actor Directional Flow Multiple

d r-2d+2û
0.5
0.6
0.7
0.8
0.9
1.0

0.50
0.52
0.58
0.68
0,82
1.00

3.5.4 User Anival Time. r,

To complete the discussion of user cost under random behaviour, consider the following

question : at what time, to, will the user choose to arrive at the loading point under random

behaviour, and does this influence user cost ?

To assess this question, the most important thing to note from the outset is that the three

components of service delay (D,) outlined above are independent of to. That is, irrespective of

when the user arrives at the loading point, D, will always be the same, and will always be incurred.

Next, provided the user arrives in the time interval starting from D, minutes prior to ç (recalling

that to is the time the user would ideally like to see a bus depart) and ending at to, i.e., to-Dr 3 ta < tp,

then the only delay incurred will be D,. If , however, the user arrives before or after this time range,

i.e. to-D 12 to)- to, then the user will face an additional delay. For example, if the user arrives at the
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loading point Dr + ( minutes prior to ç, they will on average depart on a bus ( minutes prior to ro

(after spending the D, minute service delay at the bus stop), thus generating an additional frequency

delay of I minutes over and above the service delay. If, on the other hand, the user arrives at the

loading point ( minutes after to, they will also experience an additional frequency delay of ( minutes

over and above the D, minutes of service delay. In both cases, the additional frequency delay, (, is

un¡elated to the provision of the service. It is purely due to the user making a sub-optimal decision.

The conclusion that can be drawn is that a cost minimising user will always a¡rive within the time

interval tr-D,3to<tp, thus avoiding the cost 6, *d thus limiting delay to Dr.

Where, however, will ro lie in this interval ? This will depend on the magnitude of v,, and

v,u¡ (which are defined in section 3.5.1). The cost minimising user will always choose fo (and thus

allocate the units of delay in forwa¡d and backward rescheduling directions) in a manner which

satisfies the general "equal marginal ruIe", i.e. at the margin, rescheduling costs are equated in both

rescheduling directions. In the case considered here, with vr, andvr, constant (and thus average

and marginal rescheduling costs are equal), they will reschedule completely in the direction in which

the unit rescheduling cost is lowest. Consider two cases.

(i) v*a= v*F= vn

This is the general case on which the working model was developed earlier in this section.

In this case, with unit costs equated at the margin, users will be indifferent between directions of

rescheduling, and indifferent between fo values in the range to-Dr( to3 tp. On average across the

population of users, the expected value of to is likely to be the midpoint in the range, i.e. to = to-
Dr
2'

(ii) v*r+ vwF

This is a more general case. ff ur, <()) vrr, with all units of backward (forward)

rescheduling being less costly at the margin than forwa¡d (backward) rescheduling, the user will

reschedule totally backwards (forwards), with ro = to-Dr(to= to).

These results suggest that the assumption made by both Tisato (1990; 1991) and Jansson

(1993) in their models, that random users will arrive at to, i.e. to= tp (see deficiency (1) listed in

section 3.4), will nothold as a general rule. Their assumption only holds for the special case where
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rwr ) vwF. Notwithstanding this, however, provided that tolies in the range to-D, S to S tp (with any

to outside this range being sub-optimal anyway), user delay will always equal the service delay, Dr.

Therefore, although the fo assumption used by Tisato and Jansson can be inappropriate, it does not

bias the size of the delay and user cost under random behaviour.

3.6 User Cost Under Planned Behaviour

3.6.1 Delay. Unit Costing and User Cost

Service delay under planned behaviour, Do, has three components :

Do= FDo+ sSDp + SDDr Q.24)

Recall that with random behaviour all three user cost components had a unit cost of vr. This is also

true for SSD' and SDD. which both involve waiting at a loading point. In conffast, however,

planned users will opt to spend frequency delay time away from a loading point, preferring instead

to be at locations where more useful activities can be undertaken (e.g. at home). As a result, unit

planned frequency delay cost, denoted/ will be much lower thanvr23.

As for the case of random user cost (see section 3.5), considerations here are limited to the

case where rescheduling costs arc linear in both rescheduling directions, and thus unit rescheduling

costs are constant. In addition, it is assumed from the outset that, on average, unit forward and

backward rescheduling costs are of equal magnitude, i.e. f , = ¡o = f , and vr¡ = r*p = v*.

Planned user cost, denoted UCp24, is the sum of FD, cost (FDC.), ,S^SD, cost (.LSDCo) and

SDD. cost (SDDC') plus the information cost, I incuned in obtaining and using timetable

information:

UCo= FDCI+ ^SsDCe + SDDCr+ I (3.25)

where FDC.-- FDe .f Q.26)

SSDCe - SSDo.v* (3.27)

23 This outcome is widely noted in the literature. Jansson (1993) refers to empirical work in Sweden which
suggests thatv,"is several times larger than/. See appendix B for further discussion of/and v, values.

24 Note again footnote 15.
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SDDC.= SDDo.v* (3.28)

Under planned behaviour, the user will select between the services arriving immediately

before and immediately after her/his preferred departure time, to. The user chooses the service

which minimises expected planned user cost. SSD, and SDD. will be the same irrespective of

which of these two buses the user catches. Therefore the task of minimising planned user cost

reduces to minimising FDC..

3.6.2 FD_2s

The following notation will be used throughout :

L refers to the service immediately before ro

R refers to the service immediately after to

/, is the scheduled departure time of service L

f^ is the scheduled departure time of service R

Consider tbe FDC. associated with each service, L and R.

FDoris the time difference between to and t¡, i.e.

FDo¡= t, - t¡

Normalising the time scale by setting f¿ = 0 for convenience, then

and from (3.26) FDC,¿= Çf

b\ FDC- of catchins service R at t^

--. FDo*is the time difference between trand f¡, i.e.

FDop= tp- t,

Now, f* = tLl H, = H since /a = 0, thus

FDr¡= t,

(3.2e)

(3.30)

(3.31)

25 The model of FD, used here is based on the earlier definition, and has been used by Evans (1987) and Tisato
(1990; 1991).
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FDro= H - t,

and FDCon= (H - tp) f (3.32)

(c) Choosins Between Service L and Service R

As just noted, the user chooses the service with the lower FDC., i.e. the smaller of FDCrr

and FDCon Figure 3.3, which plots the cost schedules FDC¿ and FDCon (3.30 and 3.32) as

functions of ro, illustrates this choice sitr¡ation for the range of possible /, values. Defining þ* as the

critical ç value at which FDC¿= FDCon26:

. if t p < t p*, FDC p, < FDC,,n, so the user will choose service L, and FDC p = FDC pt

. if t p> t o*, FDC rn I FDC pu so the user will choose service R, and FDC p = FDC pn

. if tp= to*, FDCor= FDCon= FDC., so the user will be indifferent between Z and.R

The shape ABC in Figure 3.3 therefore defines FDC. facing the user for the full range of ç values in

the headway interval tLto tR.

(d) The Representative User

As with random behaviour, we require expressions of planned user cost for the

representative user for use in subsequent chapters. As mentioned above, FDC. will vary from one

user to the next as the to value varies between users. To determine FDC. for the representative

user, an assumption is required about the distribution of ro values. Following previous analyses

(Evans (1987) and Tisato (1991) for urban public transport, and Panzar (1979) for air transport), it

is assumed that to is uniformly distributed over the headway time interval tLto tR. From Figure 3.3,

the maximum FDC. an individual can incur is fiI12, and the minimum is zero, thus with ç
uniformly distributed, the average, or expected, value will be :

FDC.,= f H/4 (3.33)

26 In this case, where;f" =.fp=f, equating FDCotandFDCrnyields rr* = HlZ. lnother cases, ilfr>(<)fo,the
FDCoLschedule is steeper (flatter) than the FDCrnschedule, and so tp* <(>) Hlz.
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Figure 3.3 : Frequency Delay Cost Schedules, Planned Behaviour
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3.6.3 Background to S^S4 Modelling

Users plan to catch a certain scheduled bus. If o = 0 (where o is the standard deviation of

bus departure times, an indicator of service unreliability), then users would arrive at the scheduled

bus departure time, resulting in no waiting at the bus stop. In reality however, actual bus departure

times are stochastic, and thus o > 0. As a result, a:riving at the scheduled departure time may result

in the user missing the bus. To reduce the chances of missing a bus, and the long associated delay

for the next bus, users are therefore prepared to arrive in advance of the scheduled departure time

even though this may result in the user spending some time waiting at the bus stop, and knowing

they may still miss the bus on some occasions.

The wait from a¡riving in advance of scheduled deparnrre time, and the wait when a bus is

missed, are both examples of stochastic supply delay under planned behaviour, SS4 Bowman and

Turnquist (1981) 27 model the expected time at which users arrive at a bus stop, and the resulting

expected .SSD, across the population of users, when services are unreliable. An overview of the

Bowman and Turnquist model is presented in this section, with a simplified version, for use in this

study, developed in the following section.

The conceptual basis of the Bowman and Turnquist model is as follows (Bowman and

Turnquist, 1981). First, the utility U(t") to the user of arriving at the bus stop at any given time, to,

is computed. A probabilistic choice model of the form28 :

f (t,)= j"
Ja rr"a_ e.34)

is then used to predict the probability, flt), of the user deciding to a:rive at ta. lt is then assumed

that the distribution of arrival times across the population will follow the distribution of computed

probabilities,flto). Finally, denoting ø(W(t")) as ttre expected wait incurred by arriving attime to,

SSD' is then the weighted wait across the population of users, i.e.

?H
SSD, = )of {t,).E(W(t,)).dt"

27 V/ith the compendium notes provided in Turnquisr (1982).

28 This is a continuous form approximation of the discrete choice multinomial logit model.

(3.3s)
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Bowman and Turnquist express U(t) as a function of the expected wait :

u(t) = aE(w(t"))b (3.36)

with a andb being parameters estimated empirically.

A sub-model for E(W(t")) is therefore a key requirement in the Bowman and Turnquist

model. E(W(t")) is directþ dependent on the nature of bus departure time stochasticity. Bowman

and Turnquist assume that the departure times of consecutive buses are independent random

variables, with bus i always departing before bus i+.1.2e There are, therefore, two possible

outcomes facing the user arriving at fo : either the user misses the intended bus since ithas already

departed (AD) prior to ta, oÍ the user is able to catch the intended bus since ithas not yet departed

(lrlYD) at t". E(W(r" )) ir then the sum of the expected waits of these two possible outcomes :

E(W(t,)) = E(WorQ,))+ E(WN,D G"Ð e37)

With actual bus departure time being stochastic, a given bus may depart at any of a range of

times around the scheduled departure time fr. Denote the first and last times of this time range as ts

and t". The probability of the bus departing at any given time, /, within this range is described by

the density functionp(r), with the cumulative probability density function denoted, P(r), given by :

P(t¡ = lt" p(*)d* (3.38)rt,

Then, E(VADQ.)) = P(t)wT"llo) (3.39)

where WQ"l AÐ is the expected wait given the intended bus has AD

_ E(tr) - t" (3.40)

/, is the scheduled arrival time of the next bus

and E(tr)= E(t,) + H (3.41)

and E(WNIDQ)) = 0-P(t"))W(t"l¡wo) (3.42)

where WG"l¡WO) is the expected wait given the intended bus has MZD

= l'" (*-t).p(x) dxJta -a .t. r *v / wv 
(3.43)

29 This is a simplifying assumption which does not always hold in practice. For example, bus r may be running
late and could arrive after bus i+1. Relaxing the assumption increases the complexity of the model
considerably (Turnquist, 1982).
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Combining (3.38) to (3.43) and substituting into (3.37) yields a complex expression for

E(W(t")). To quantiff E(W(t")), Bowman and Turnquist approximated the bus departure time

probability distribution, p(t), with a simple symmetrical triangular disribution.30 Finally, using

empirical data from seven different locations in Chicago and Evanston, Illinois, Bowman and

Turnquist calibrated the model parameters (a = -1.0, and b = 0.55), with the resulting model

producing close correlation with observed expected waiting times.

Figure 3.4 presents the family of SSD, curves which result from Bowman and Turnquist's

model, each curve representing a different o value. Several points can be noted. First, even when

buses are highly reliable (i.e. small o), there is still a non-negligible base level of SDD.. MVA

Consultancy (1987) explain this as being due to users allowing a safety margin to cater for errors in

clock time, etc. In other words, users are prepared to anive at least a few minutes early to avoid

missing a bus due to the user's watct/clock and that of the bus driver not being synchronised.

Second, at any given headway, SSD, increases with unreliability (o). The more unreliable a service,

a sensible user will increase the length of time that he/she arrives in advance of the scheduled

departure time in order to avoid the lengtþ delay penalty (i.e. waiting for the next bus) associated

with missing the intended bus. Third, for a given level of unreliability (o), SSD' increases as 11

increases. This is because, as fl increases, so too does the size of the delay penalty from missing

the intended bus. Fourth, whilst ^SSD, increases with .t/, it does so at a decreasing rate (i.e. the

SSD' vs Il schedule flattens off as fl increases). This is because although an increase in Il results

in an equivalent increase in the delay penalty from missing a bus, users react by arriving earlier, thus

reducing the proportion of users incurring a delay penalty. Thus, expected wait increases at a

slower rate than the increase in I/. Fifth, the bigger is o, the bigger the benefit (i.e. a fall in SSD,)

30 Studies of bus departure times tend to suggest that in practice bus departure time distributions a¡e skewed

rightwards (i.e. towards late departures) rather than being symmetrical. Strathman and Hopper (1993) and

Adebisi (1936) identify a number of studies which report a range of rightward skewed distributions, namely,

log-normal, gaÍìma, and exponential. On the other hand, symmetric distributions have been used elsewhere

(e.g. Lesley (1975) uses a normal distribution), and in fact a symmetric dishibution applies in Adelaide (where

departure times are almost normally distributed (see section 8.3.1 in appendix B). Given the complexity of this

modelling problem, Bowman and Turnquist's use of a simplified distribution shape seems reasonable, and is

continued here.
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of a fall in 11. This is because the bigger o is, the bigger will be the expected penalty of missing a

bus, and so the bigger the reduction in that expected penalty from a fall in 11.

3.6.4Develooins A Simoler Model of SSD-

A drawback of the Bowman and Turnquist (BI) model is that its complexity makes it

cumbersome to apply (identified as deficiency 3 in section 3.4), which suggests that a simpler

model which approximates it would be useful. Although, as indicated in section 3.4, Tisato (1990;

l99l) attempted to produce such a simpler model, the resulting model was calibrated on BZ results

over only a limited headway range (H = 0 to 20 mins¡st. The aim of this sub-section is to develop a

new simple model using BTresults over a much wider H range.32

There are several advantages of a less complex model for use in policy studies such as this

one. First, it is well known (e.g. Jansson, 1979) that optimal user economies of scale pricing and

subsidy is strongly influenced by the tate at which user cost falls when I/ is reduceds3, i.e. the slope

of the UC vs 11 schedule. To quantify the slope, UC needs to be differentiable. The Bowman and

Turnquist (BT) model for SSD, (outlined in section 3.6.3), which forms part of UCr, may be

differentiable, but its complex nature suggests that differentiation will be a complex task and a

higtrly complex derivative will result. A simpler,SSD, expression will make differentiation, and its

ouq)uL more manageable.

A second advantage of a simpler model is that it allows easier estimation of SSD' in more

general applications outside the subsidy considerations of this study (e.g. the cost benefit analysis of

shelters at bus stops).

These sentiments on using a simpler SDD. model a¡e shared by both Turnquist (1982) and

Tisato (1990; l99I), with both generating altemative simpler.models that approximate the complex

BT model. Turnquist used a piecewise linear model, consisting of two linear segments over two 11

31 As that was the limited range for which Bowman and Turnquist (1981) reported their results.

32 An expanded set of BTmodel results was recently forwarded to me by Mark Turnquist along with a
companion paper Turnquist (1982).

33 The whole issue of optimal pricing and subsidy formulations is addressed fully in chapter 4.
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ranges, to approximate the non-linear BT model. Tisato, on the other hand used the following

simple non-linear single equation functional form :

SSDP = Aíqar Q.44)

where A, Q and l are estimation constants

and0<Q<land0<1<linordertogeneratetheappropriatenonlinearresllonseoftheBTmodel

illustrated in Figure 3.4.

Both simplif,ing approaches were able to approximate the BT model results reasonably

well. However, both have deficiencies which may pose signiñcant difficulties in this study.

Turnquist's piecewise linea¡ model, since it is not continuously differentiable, will generate

significant discontinuities in the slope of SSD' (and thus the slope of UCe), whilst Tisato's model is

relevant over only a limited f/ range (as discussed above). A new simple model of SDD, therefore

needs to be investigated, including giving consideration to alternative functional forms.

Six nonJinear functional form models were tested in total in an attempt to find a suitable

approximation of the BTmodel. The models considered are listed in Table 3.2.

Table 3.2 : Candidate Functional f,'orms for
Planned Stochastic Supply Delay (SSD,) Model

Model Functional Form

The B?model - the comparison base

ssDp = A.Hþ.or (the Tisato (1991) model)

SSD' = A(ln¡/)0or

ss% = A(t-1¡o6r

SS% = A+BH+Ca+DH2 +Ea2 +FHo

SS4= A.HQ+B.ar

SSD-=A(l- I )ooï
lnH'

These functional forms were selected because they were known to generate (with appropriate

parameter values and coefficients) non-linear schedules of the form shown in Figure 3.4, with their

main common characteristics being that as I/ increases, the SDD, schedule becomes progressively

flaffer, and the whole schedule is lifted when o increases. Model A (the actual BT model) is the

base for comparison. Models C a¡d G are slight variations on models B and D respectively, with in

A

B

C

D

E

F

G
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each case lnH replacing FI as an argument in an attempt to fuither increase the degree of non-

linearity.

Each model was estimated using the BT model results as input data. Ordinary Least

Squares Estimation (after fransformation where necessary) was used for all models, except for

model F which was estimated using Non-Linea¡ Estimation. The I/ value range 0-60 is the type of

range over which an SSD' model is likely to be applied, however, a H range of 0-90 was used in

model estimation regressions in order to improve the fit at the high end of the application H range.

A summary of the correlation coeffrcient, R2, for the models is given in Table 3.3. Based

on R2 alone it would be diffrcult to choose a preferred model given that all models produce high R2

results (although model E does appear to give the best fit overall). Given this, model preference

was determined by comparing plots of S^SD, results generated by the various models with BT model

results. In assessing preference, it was desirable to match as closely as possible two things 
' 
SS4

itself; and secondly, the slope of ^S^SD,, since this is what plays a critical role in subsidy analysis (see

discussion at start of this sub-section).

Table 3.3 : Correlation CoefÏicient Summary

Model Rz
B
C
D
E
F
G

0.969
0.966
0.97s
0992
0.961
0.976

Results for models C and G were only marginally different from those of the models on

which they were based, B and D. As a result, models B and D would always be preferred to C and

G due their simpler functional form. Models C and G were therefore eliminated. For the remaining

models, Table 3.4 provides a subjective summary of the goodness of fit of the models. The lower

(higher) the rating number given to a model, the better (worse) the correlation with the BT model

and its slope. Based on this assessment, model B, the model previously used in Tisato (1990;

l99l), provides the best fit at the lower Il values. In the medium 11 value range, models B and E
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both perform quite well, with model B performing slightly better. Finally, the best fitting model at

medium to high Il values is model E.3a

Table 3.4 : Summary Rating Of Models for Goodness of Fit

Models
o H Ranpe B D E F

Lower
Middle

1.5

1.5

2.5

4
,,

1.5

2.5
1

1

3

2
3

j Lower
Middle
Hieher

1.5

I
2.5

4
I

1.5

3.5
2.5
2.5

2.5
2
I

3 Lower
Middle
Hi

1.5

1.5
,)

2.5
2.5

2

4
1.5

1

4
2.5
1.5

4 L¡wer
Middle

,<

2
1.5

*

3

2.5

*
2

*

J

51.5 I
Total Lower

Middle
Hisher

4.5
6

8.5

7.5
8.5
6.5

t2
6.5
5.5

10.5

10

8.5

Note: The higher the rating number, the worse the correlation with the BT model and its slope

Model B was chosen as the overall best model for use in the remainder of this study since it

is the best model at lower and middle Il values, still performs reasonably well at higher Il values,

and has the simplest functional form. It does, however, tend to overestimate the (important) slope

of SSQ at higher Il values when o is small, a point noted in later analysis.

Although the functional form of the final model (B) is the same as in Tisato (1990; 1991),

the parameter values of model B here have been re-estimated based on a more comprehensive set of

BZ model results over a wider H range, and is therefore an improved model. The final estimated

model to be used in this study is :

S,SD, = 1.881¡lro357oo38e e.45)

34 Models ,E and F perform quite poorly at lower Il values due to the fact that they cut the vertical axis at non-
trivial values whereas one wouldexpectSSD' = OatH= 0for all cl values. Note also thatmodelDcuts the
horizontal axis at H = I rather than the origih.
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3.6.5 SDD_

-p It is assumed that ^SDD will be identical for both behavioural rhodes, i.e. SDD,= SDD. =

SDD. The expressions for .SDD given in section 3.5.3 therefore also apply here for planned

behaviour.

3.7 Random and Planned User Cost Summary

It is convenient for future reference during the study to summarise in one location the final

models of (expected) user cost, and its components, for each of the two behavioural modes from the

above two sections. It is also useful to draw a distinction between those user cost components

which are influenced by LF-determined passenger congestion effects, the sum of which are denoted

as u, ãnd those which are noq denoted as y. This distinction will prove particularly useful in the

optimisation work in chapter 4. The full set of model expressions are listed below. Note that (as

mentioned in section 3.6.5), the same SDDC model applies for both behavioural modes.

Random Behaviour

Planned Behaviour

UC, = ur+vr

u, = FDCr+,S.SDC,

where b t =1.25, and bt = 1.65

uo = FDCr+ SSDCI+I

v' = SDDC'

FDC,= Tr*
ssDC, = t'',,H

SDDC,= rp^utt Ir*
where LFmult=( t 

-,
\4-bzLF

(3,46)

(3.46a)

(3.46b)

(3.47)

(3.48)

(3.4e)

(3.50)

uco UP *vp (3.51)

(3.51a)

(3.51b)

(3.52)

up=

FDCe

SDDC,
H.= 4Í
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SSDCe = 1.88I10'3s7Oo'38eYw

SDDCP= SDDC,

(3.53)

(3.54)

Note that the expressions for SSDC," and SSDC, can also be expressed in the following cortmon

format

SSDC, = Aríþ'cr'vn (3.55)

where i = r 01 p depending on whether behaviour is random or planned

and 4,, Q, and I, are constants which take the values given in Table 3.5.

Table 3.5 : Stochastic Supply Delay Cost (SSDC) Model Parameter Values

i Ar 0i ^t¡

r (random)
n (olanned)

I
1.881

-l
0.357

2
0.389

3.8 Behavioural Mode Choice : A Probabilistic Choice Approach

3.8.1 Deterministic and Probabilistic Choice Frameworks

The cost minimisation user cost model recently developed by Tisato (1991) and Jansson

(1993), discussed in section 3.4, is a purely deterministic model of user choice between random and

planned behaviour. In such a model, seemingly identical users in identical situations always make

identical choices between random and planned behaviour (in accordance with the cost minimisation

decision rules outlined in section3.4). In reality, however, individuals who a¡e seemingly identical

in the eyes of the analyst are often observed to behave differently in identical situations, in conflict

with the prediction of the deterministic model (Ben-Akiva and L,erman, 1985). This conflict is due

to the fact that the analyst is never able to identify all aspects of heterogeneity between users, and

thus is unable to identiff all the variables which affect choice outcomes. A purely deterministic

choice model would suffice if all users are perfectly homogeneous. However, for the more realistic

case of heterogeneous users, a deterministic model therefore has limitations (identified as deficiency

4 in section 3.4), and an alternative model is required.

Random utility theory, a probabilistic choice theory, offers an alternative, superior, choice

framework. The choice objective function (usually utility) is norv treated as a random variable to
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reflect the analyst's uncertainty about the true objective function. The choice between discrete

alternatives is described in terms of choice probabilities. The probability, P"(i), that individual n

will choose alternative i rather than alternative j is (Ben-Akiva and Lerman, 1985) :

hG)=Yrlu,^)(J ¡n, 
aIIi eC,l 

(3.56)

where U,n is the utility individual n gains from alternative i

and C, is the choice set.

In the choice situation considered in this chapter, the, and, subscripts can be replaced by ,

and o denoting random and planned behaviour as the two choice alternatives. In addition, given the

focus on user cost minimisation, its is more appropriate to express the choice criterion in (3.56)

directþ in terms of user costs rather than utility. Further, it is also useful to express the choice

criterion in terms of only those user cost components which actually influence choice, the sum of

which shall be defined as choice user cost, CUC. A more appropriate expression for Pr(i) instead

of (3.56) is thus :

pn1) =vrlCuc^< CUC p,] e.s7)

where CUC* and CUCon are the choice user costs incurred by individual n under random and

planned behaviour.

Let CUC,n(where i = r or p) be a random variable :

CUCin = DUC,^ + t.,, (3.58)

where DUCinisthe deterministic component of CUC¡,

and e,n is the stochastic disturbance component of CUCtn

The user cost equations in section 3.7 provide deterministic models of user cost. Inspection of the

user cost components in section 3.7 reveals, however, that, with v, = t)r; only compoîent u, the user

costs unrelatedto LF effects, influences behavioural mode choice. Thus

D(JC,,= u,n(= FDC,+ SSDC,) (3.59)

and DUCpn= uo,(= FDC. + S,SDC, + I) (3.60)

Substituting (3.59) and (3.60) into (3.58), and in turn (3.58) into (3.57) yields :

P'(r) 
I |l: 

"*,*,J-'î.=ru'n*È'n)
(3.61)
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where dur, = upn- urn Q.62)

and tn=Èr,-Ern (3.63)

Once a functional form,flÊn), has been chosen for the distribution of en, Pn(r) can be determined as

the cumulative density function offlen) :

P,(r) = !%' f {en)arn Q.64)

3.8.2 A Zogir Choice Model of RandomÆlanned Mode Choice

Use of the logistic distribution as the functional form for distribution "(e,) yields what is

known as a logit choice model. The logit model has been widely used in the transport field (and

other fields) due to its appealing properties and analytical convenience (Ben-Akiva and Lerman,

1985; Beesley and Kemp, 1987\, and will be used here to predict the choice between random and

planned behavioural modes.

In a logit model, the general choice probability expression (3.64) reduces to :

PnQ) (3.65)
l+e-lúuP'

Noting thatdur, = -durr,then;

P,(r)
1

r+ ettdu,o

(3.66)

where ¿urn = ur-up (3.67)

In addition,
Pn(p) = I-P^(r) (3.68)

The probability of random behaviour being chosen, Pn(r), predicted by the logit model is

summarised in Figure 3.5 which plots P"(r) for several different values of the parameter p, called

the scale parameter since it acts as a scalar of du,o in expression (3.66). By varying p (and thus

¡tduro), one is able to vary the relative influence in choice outcomes of the deterministic user cost

difference between modes (durr), and thus the relative role played in the random/planned choice

process by deterministic and stochastic influences

The P,(r) curyes in Figure 3.5 are most easily understood by focusing first on the two polar

cases, F=0, andp=-. WhenF=0, PnQ)=P,(p)=0.5 inallcircumstances,thatis, auseris
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Figure 3.5 : Logit Model Probability of Random Behaviour
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equally likely to choose random behaviour as s/he is to choose planned. The deterministic

com¡ronent of choice user cost is therefore playing no role in choice, with choice outcomes being

fully determined by unobserved stochastic differences between users. In contrast, when p = *,ff u,

< uo, Pn(r) = 1.0, i.e. orily random behaviour prevails, and if ur > r.tp, Pr(r) = 0, i.e. only planned

behaviour occurs. In this case, there are no stochastic (unobserved) variations between users, with

choice outcomes therefore fully predicted by deterministic user cost. Thus, lryhen þ = -, the logit

model coincides exactly with the simple purely deterministic Tisato/Jansson choice model.

The remaining three S-shaped logit choice probability curves in Figure 3.5 correspond to

three intermediate p value cases betrveen these polar extemes.3s In these cases, choice outcomes

can be explained by a combination of deterministic and stochastic elements. The bigger is p, the

greater the tendency towards the deterministic polar case.

3.8.3 Makine the Loeit Model Operational

Three things are required to make the logit choice model operational : a method of

aggregation must be selected; deterministic user cost models must be specified for the two

behavioural modes; and a working value must be selected for the scale parameter p.

(a) Aggregation Method

Ben-Akiva and Lerman (1985) discuss five methods of aggregation. In this study, the

simplest of these approaches is adopted, namely, the "average individual" approach, where the

characteristics of the average individual are assumed to apply across the whole user populations6,

with the parameter values of the average user applied to the deterministic user cost model.

3s Note that the size of p is partly dependent on the units in which ur, uo and thus durrare expressed. For
example, the same choice situation can be modelled with p = ILlif du* is expressed in $ units, or with F = Ft
llOO If durois in cents units.

36 The n subscript in (3.66) and (3.68) can thus be dropped from hereon. Note that as user pa¡ameters such as
value of time savings vary between users, users will have their own unique critical headway. A probability (e.g.
logit) model is therefore an appropriate way of predicting aggregate outcomes in given service situations.
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rWhilst a more detailed aggregation approach of modelling subsets of users separately was

not undertaken here, before moving on it is worth noting briefly some of the potential differences

between users and circumstances which are likely to lead to differing choice outcomes :

. First, users are more likely to act in a random manner in peak periods since headways are

smaller in those times to accommodate the higher patronage levels. This is reflected in the

results of the Adelaide case study in chapter 7.

. Second, the bifurcating nature of bus routes as they eminate outward from a city centre results

in the headways faced by users increasing as one moves outward from the city centre, and

conversely decreasing as one moves towards the city centre. Thus the closer that the user lives

to the city centre, the more likely they a¡e to arrive randomly at bus stops. This would be

especially true for inner city residents given the high level of route duplications in inner suburbs.

Another example of users being more likely to behave randomly due to route duplications is the

North East busway in Adelaide, where a host of bus routes, which cortmence in outer suburbs,

are funnelled onto an exclusive righrof-way busway which passes through inner and middle

suburbs. As a result, users boarding along the busway face very high frequencies (low

headways) (see further discussion in sections 8.2.1 and 8.2.3 of appendix B).

. Third, the regularity with which users travel is also likely to be an important factor. The more

often one travels at the same time of day, the more likely that person would be of acting in a

planned manner. An example is commuters who regularly start work at the same time.

However, the trend towards flexible working hours, particularly for much of the employment

found inthe CBD, is likely work against this factor.

. Fourth, travel on transfer legs of a trip are likely to lead, in some circumstances, to delays as if

users had acted in a random fashion. This is the case where it is not possible to coordinate the

various services used in a trip (this issue is discussed further in section 74.1 of the appendix to

chapter 7).

. Finally, the variation in service unreliability across the bus network will also generate differing

user responses. The gÍeater the level of unreliability (especially when headway is relatively low

to moderate), the less incentive there is for users to act in a planned manner. The Adelaide
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experience is that service unreliability tends, on average, to be greater in the PM peak (Wills,

1995) which suggests that random behaviour may be more likely in the PM peak than the AM

peak.

The choice probabilities now also reflect the proportion of the population of users acting in

each behavioural mode, i.e. denoting R as the proportion of users acting in a random manner, and P

as the proportion of users acting in a planned fashion, where P = I - R, then :

R = P(r) (3.69)

and P=P(p)=l-P(r) (3.70)

The logit probability curves of Figure 3.5 therefore also indicate the relative split between random

and planned behaviour over the range of possible deterministic user cost differences (durr). In this

context, a further interpretation can be attached to the scale parameter p : p reflects rhe rate at

which switching occurs between random and planned behaviour as du* varies. In a purely

deterministic model (p = -), switching is perfectly rapid, with all switching occurring in a knife-

edge manner at duro = 0. In a purely stochastic model (p = 0), no switching occurs since there is

always an equal split between random and planned behaviour. In the intermediate cases (0 ( p ( oo

), the smaller the p value, the more gradual is the switching between modes.

(b) Deterministic User Cost Specification

The second requirement for an operational logit model, working models of a, (= FDC, +

SSDC') and u, (= FDCp + S.SDC, + I), has already been satisfied via the specifications of user cost

components presented in sections 3.5 and 3.6, and summarised in section 3.7. Figures 3.6, 3.7 and

3.8 summarise the deterministic choice user cost schedules for an illustrative set of parameter

values (vn= l{,f = 3,1 = 5, and o = 2, see Table 8.4 in appendix B). Figures 3.6 and 3.7 plot the

components of u for each behavioural mode, whilst Figure 3.8 brings together the u, and uo

schedules, the key schedules which influence choice'

With ø, and uo specified, duro, the vertical gap between these two schedules (the critical

variable in the logit model) is now known for any given headway (¡Ð value. The logit model

output, the proportion of random users R (= P(r)), can therefore now be reported in a more useful

form, as a function of H (apolicy variable). Figure 3.9 illustrates the relationship benveen P(r) and
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Figure 3.9 : Logit Model Relationship Between Probability of Random Behaviour
and lleadwaY (for F = 0.1)
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H for an illustrative p value of p = 9.1. In the discussion that follows, Figures 3.8 and 3.9 a¡e

considered together to explain outcomes as If varies.

At H = I/. in Figure 3.8, du,, = 0, thus from (3.66) P(r) = 0.5 and so random and planned

behaviour are equally likely. As 11 grows above H", duro becomes positive and grows in size,

resulting in P(r) becoming increasingly smaller than 0.5, i.e. random behaviour becomes

increasingly less likely. Conversely, as 11 declines below Hr, the situation is somewhat different.

At fi¡st, durrbcomes negative and grows in size, resulting in P(r) growing increasingly above 0.5,

i.e. random behaviour becomes increasingly likely. However, if f/ becomes small enough, the gap

dz.o stops growing in size with P(r) reaching a peak, with further reductions in I/ leading to du,,

becoming smaller and P(r) declining. This peaking of P(r) is due to two factors observed in Figure

3.8 at low I/ values : zo falls at an increasing rate as I/ declines, and ø, falls at a declining rate as 11

declines.

Although the peaking of P(r) at low I/ values is plausible, the assumptions on which the

model is based suggest that this outcome may not be robust. The model assumes that each

scheduled service runs independently of all other scheduled services. In reality, however,

particularly when I/ is low and o is high, there will be interaction between services, e.g. bunching

and overtaking of services, which would require more sophisticated modelling of delays.

Consequently, less confidence should be placed on results generated for very low .FI values,

including the peaking of P(r).

(c) Choosing the Scale Parameter, ¡t

The final requirement to make the logit model operational is the selection of a value for the

scale parameter p. The ideal approach is to calibrate p using a set of data on choice outcomes.

Unfortunately, such data was not available for this study. In addition, the value of p is likely to vary

between different settings. The approach t¿ken was therefore an exploratory one which identified ¡r

values that generate certain reference switching patterns. Four reference switching patterns were

considered, with the rate of switching varying between patterns. Reference pattern I achieves P(r)
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= 0.1 at H = Hr+ 2.5,37 that is, once 11 reaches H"+ 2.5, only l}Vo of users a¡e behaving in a

random manner, with 9OVo adopting planned behaviour. Reference patterns 2,3 and 4 achieve P(r)

= 0.1 at H = H"+ 5, Hr+ 10 and H"+ 15 respectively. That is, as ril increases, switching from

random to planned behaviour is progressively more gradual.

To test the sensitivity of p to the parameter values chosen, p was determined under three

separate sets of parameter values, selected to yield a range of H" values. The parameter values

which influence H, are vn, f, o and f. The values of / and yw \ryere kept constant throughout, but the

other two parameters were varied. The three parameter value sets used a¡e summa¡ised in Table

8.6 in appendix B.

The resulting p values are presented in Table 3.6. Although there is some variation in p

values generated by the different parameter value sets, on the whole, the variation is relatively

modest. Changing parameter value sets therefore does not have a huge influence on p. The

variation in p is greater, however, as one moves from one switching pattern to the next, i.e. as the

rate of switching changes. Selection of a p value would therefore depend on the type of switching

pattern which prevailed in a particular situation. For the analysis in this study, results are generated

for the range of p values given in Table 3.6 (specifically for the median parameter value set 2) so

that the sensitivity of results to variation in the rate of switching is established.

Table 3.6 : Sensitivity of Scale Parameter p

PVI Set I PV Set 2 PV Set 3

Hc 20.4 14.5 11.8

p for switching pattern 12

p for switching pattern 22

¡r for switching pattern 32

Ir for switching pattern 42

0.23

0.11

0.055

0.035

0.22

0.11

0.05

0.03

0.2

0.1

0.045

0.028

Note: I. PV standsfor parametervalue.
2. Switching patterns I, 2, 3 and 4 result in P(r) = 0.1 at H = Hrr 2.5, H"+ 5, Hr+ t0 and H"+ t5

respectively.

37 Recall that P(r) = 0.5 at H = Hrwhere duro= O.
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3.8.4 The Logit Model User Cost Schedule

The expected "choice user cost" across the population of users, E(CUC), or simply CUC,

will simply be the sum, across both modes, of deterministic choice user cost for each mode

(expressions (3.59) and (3.60)) weighted by the proportion of users choosing each mode

(expressions (3.69) and (3.70)) :

CUC (i.e. EGUQ) - R.u, + P .uo

= R . ur + (l - R) .up (3.71)

In accordance with (3.71), the CUC vs I/ schedule consists of a weighted combination of

the u, and uo vs Il schedules. Figure 3.10 presents a schematic illusûation of the CUC schedule

(for a given p value) in relation to the u, and zo schedules. For simplicity and clarity, the u, and uo

curves a¡e drawn as straight lines, and only a portion of the curves a¡e drawn.

At H", where the u, and uo curves cross, R = 0.5, and so the slope of CUC is the average of

the slopes of u, and uo at that point. As 11 declines below I/., with random behaviour becoming

increasingly likely, R increases and CUC tends increasingly towards u, and away from øo. The

reverse occurs as 11 grows above I/", with the likelihood, and thus proportion, of planned behaviour

increasing, and CUC tending progressively towards uo. T}lre rate at which CUC tends towards the

single mode deterministic curves (ø, and øo) is dependent on the scale parameter p. The bigger p

is, the more rapid the convergence of CUC onto the single mode curves, and vice versa.

One extreme is when þ = 0, for which P(r) = 0.5 throughout, with the CUC curve (curve

CUCù lying exactly half way between u, and up at every ^EI value, and its slope equal to the average

of the slopes of u, and ur. The other extreme outcome is when p = -, where CUC (cuwe ABC)

coincides with z, for H < H", and with ao for H > H,. This last outcome is precisely the purely

deterministic model used by Tisato and Jansson. In such a model, all users suddenly switch from

random to planned behaviour for a small increase in I1 from just below to just above I1". The

benefit of using the logit choice model is that it predicts a more gradual transition between user

behavioural modes as I/ changes.

Finally, the overall total expected user cost across the population of users, E(UC) or simply

UC, which is the key input into the optimisation work of subsequent chapters, can be defined. It is
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Figure 3.10 : Logit Model Expected Choice User Cost Schedule
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simply the sum of CUC (expression (3.71)) and the cost component which had no influence on

mode choice, SDDC (expression (3.49)), i.e.

UC = CUC + SDDC (3.72)

3.9 Chapter Summary and Conclusions

User costs play a central role in the analysis and understanding of optimal user economies of

scale pricing and subsidy. The importance of user cost has been demonstrated by recent

developments in the user cost modelling field which have resulted in a significant impact on user

cost estimation and optimal subsidy. These developments have consisted of the conventional simple

assumption, that public transport users behave in a random manner when accessing services, being

relaxed. Instead, users have been modelled as choosing between two user behavioural modes,

random vs planned behaviour (where the user uses timetable information in the latter, but not the

former), with choices being made according to a user cost minimisation principle.

Given the importance of user cost models in the analysis of optimal user economies of scale

analysis, the aim of this chapter has been to develop a working model of user cost (for use in

subsequent chapters in this study) which is cognizant of, and attempts to further improve upon,

these recent developments. In developing a working model, the chapter has made several

contributions, including addressing a number of deficiencies (listed at the end of section 3.4) in

existing models.

First, an expanded and more consistent set of user cost definitions was developed. A case

was made for the term schedule delay being used only for describing the concept of activity

scheduling, rather than being also used, as it is currently in some of the literature, to refer to the

delay caused by the scheduling of transport services. For the latter, a new teÍm, service delay, was

proposed. In addition, the concept of stochastic delay was expanded into two components :

stochastic demand delay, which results from stochastic user demand, and is the conventional

stochastic delay found in the literature; and a new concept, stochastic supply delay, which results

from stochastic service delivery (i.e. services not departing on time).
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Second, it was argued that the assumption made in existing models, that users acting in a

random manner always arrive at a loading point at time fo, the time at which a user would most

prefer a service to depart, does not hold in general. It was demonstrated in the chapter that a user

aiming to minimise user cost could arrive over a range of times depending on the relative size of

unit user cost for forwa¡d and backward activity rescheduling. More importantly, with users

experiencing, on average, the same service delay at each arrival time in this range, user cost was

therefore shown to be independent of variation in arrival time. As a result, although existing models

of random user cost err in their prediction of anival time, this error does not bias their prediction of

user cost.

A third development was in the area of stochastic supply delay modelling under planned

user behaviour. Although a rigorous formal model of this delay currently already exists, its

complexity suggests there is a role for a simpler fitted model for use in policy analysis. A previous

attempt to provide such a simplified model was shown to have limited application, and a superior

simple model was developed. The new model has a number of benefis : its simple and continuous

functional form faciliøtes straightforward mathematical differentiation, an important consideration

in optimal subsidy determination; and it has been estimated over a comprehensive range of possible

headway values, thus ensuring application to a wide range of service circumstances.

The final contribution of the chapter was to extend the random vs planned user behaviour

choice from its existing purely deterministic context, to one of probabilistic choice based on random

utility theory, a framework which has been widely used in the transport field (and other fields) to

model discrete choices. A theoretical logit binary choice model was adopted as the working model

for predicting random vs planned choice and outcomes across the population of users. The benefit

of this development is that it predicts a more gradual shift betrveen random and planned behaviour

as service frequency varies, rather than the knife-edge switching at one specific frequency which

occurs in the simpler deterministic model.
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Chapter 4
OPTIMAL PRICING, FREQT]ENCY AI\D ST]BSIDY

FORMULATION

4.1 fnhoduction

This chapter establishes, and derives optimal solutions to, the bus optimisation problem.

The motivation for the focus of the chapter comes from several sources. First, there is a need for a

clear enunciation of general optimal results for use in later chapters. Second, the literature has

reported a number of different approaches to the public transport optimisation problem, with a range

of assumptions and consftaints used. As Kerin (1990) points out, the results of bus subsidy analysis

have been quite sensitive to the differing analytical models and assumptions used. Third, only

limited attention has previously been given to diagrammatic presentation and illustration of the user

economies of scale (UEÐ concept, and the resulting subsidy justification.

V/ith these points in mind, this chapter has several aims :

o to set up and solve the formal fnst-bestr bus optimisation problem from which UES subsidy

results, including the derivation of optimality conditions which can then be used in later

chapters of this study;

1 Throughout this chapter, afirst-best world is assumed, where price equals marginal cost in all other sectors of
the economy (including for close complements like ca¡ travel), and non-distorting lump-sum transfers are
possible. In addition, it is assumed there are no financial constraints limiting the amount of available subsidy
which can be directed to supporting bus operations. As discussed in chapter 2 (sections 2.4 and 2.5), the
analysis is quite different in a second-best world. If roads are unpriced, a road congestion management
algument for subsidy arises (which is not addressed in this study). If public fund raising is distortionary,
subsidies are harder to justify. Distortionary public hnance is introduced into the analysis in the Adelaide case
study in chapter 7.
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to present and inter-relate user economies of scale analysis for a number of constraint cases,

namely cases where load factor (Lfl andlor bus size (M) are f,rxed or variable, and consider

how subsidy and other optimal results vary between constraint cases; and

to illustrate graphically UES and associated subsidy for the various cases considered, including

relating these to existing presentations and thus attempt to beffer integrate and relate previous

analyses.

4.2 Definitions and Assumptions

4.2.1 Defining the Task

It is assumed that the aim of policy development is to set policy variables which will best

serve the public interest, which is interpreted here to mean maximising the generic concept of social

welfare' It is also assumed that the concept of social welfare is adequately represented by the

commonly used applied welfare economics measure economic surplus, ES, or social net benefit.

There are many dimensions to the social welfare maximising public transport optimisation

problem. The best possible (ideal) approach would be to optimise over all dimensions that can

arguably be va¡ied. As in all optimisations, the greater the scope to vary parameters (and thus the

fewer the constraints on the optimisation) the greater will be net benefit, and the greater the

generality of the results. There are two reasons, however, why it may not be feasible, or desirable,

to optimise over a very wide set of variables.

First, in practice, a whole range of political, technical or financial constraints may prevent

some items from being varied, at least in the short term. For example, it may be diff,rcult to alter

bus size in the short to medium run : there may not be a ready market for the sale of the cunent

fleet; it may appear to the community to be wasteful if the current fleet is relatively new; etc.

Second, the greater the number of dimensions over which we optimise, the greater will be

the complexity of the analysis. As is always the case, a trade-off therefore exists between generality

and complexity. A sensible approach to dealing with this trade-off, which is adopted in this study,

is to ensure that the key variables relevant to the consideration at hand are being modelled, but

otherwise minimise the complexity of the analysis.
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With user costs playing such an important part in this study, the user cost models

developed in chapter 3 contain considerable detail. In order to allow the study to focus most

strongly on the impact of user costs on subsidy, a number of simpliffing assumptions Íìre adopted in

the optimisation formulations. These are :

. fixedroute spacing

. fixed vehicle quality with respect to comfort

. fixed operating strategy by the operator

. uniform demand pattern with no peaks (to be relaxed later in chapter 7)

. a given road network on which buses travel

In all chapters ofthis study, analysis is undertaken at the representative bus route level. In this and

the next two chapters, a route with illustrative parameter values is considered. In chapter 7,

however, where subsidy is assessed for the Adelaide bus network, a disaggregated analysis is

undertaken for the representative route in each of thirteen areas of the meftopolitan bus system, with

subsequent aggregation to yield optimal results for Adelaide.

What then are the variables over which the optimisation will take place ? This will depend

on the particular analysis at hand. Several optimisations will be discussed below, the differences

between these being the differing constraints to which the optimisations are subject. The variables

to be optimised will, therefore, vary between optimisations. There is a consistent set, however, of

potential optimisation variables, with the two key ones being service frequency (F) and price (p).2

Given that bus size (M) has been at the centre of much debate in the subsidy literature (see "the

Walters critique" discussion in section 2.5 of chapter 2), bus size is included as a third optimisation

va¡iable. In the discussion that follows in this chapter, one, or more (depending on the constraints

that exist), of these three va¡iables are optimised at any one time.

2 The level of use of the service, or patronage, q, is sometimes optimised rather than p (e.g. Gwilliam et al,
1985). These two approaches yield identical results since (for a givin F) p implies 4, and vìce versa.
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4.2.2_Costs and Demand

Before considering optimisation formulations, it is useful to first set out some cost and

demand definitions, and address issues of functional form, which are central to all the analyses to be

undertaken.

The following definitions and notation will apply throughout :

ce is the total cost incurred by the producer of the service, i.e. the operator

Cu is the total (time) user cost incurred by all users

I is the generalised cost of travel (the sum of money and non-monetary costs, in money units)

From chaptet 3, L, is average trip length (kms), L, is route length (kms), md q is route patronage

(boardings/hour).

An important distinction to make from the outset is between intermediate and final services

(Small, 1992). The producer produces an intermediate service (vehicles-kilometres of service) by

combining labour resources (e.g. the driver) with capital resources (the bus). To produce a final

service, passenger-trips (or passenger-kilometres), which can be "consumed" by the user, the user's

own time resource must be added to the intermediate service. As a result, the consumer/user is

involved in both production and consumption.

(a) Producer Cost, Co

Tlte short run producer cost function,3 Cp is a direct function of vehicle-kms of service, VK
ac_

(i.e. *i > 0). As discussed in section 2.4.2 of chapter 2, for urban buses, there are constantòVK

returns to C, with respect to bus veh-kms (VK) , thus C/VK = AC/AVK is constant,a and :

c = 
co vK (4.1)"o- vK

It follows that, with VK = 2L,F, then :

ce 2L,F (4.2)

t 
.C, ?_\d 

C,u are both short run cost functions since they define costs for any given set of frequency (F) and bus
size (M) values.

4 Values for use in this study a¡e derived in section 8.3.3 of appendix B.
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Although C/VK does not vary with respect to VK, it is well known that C/W is influenced by

vehicle size (e.g. Nash, 1982; Kerin, 1990). Appendix B (section 8.3.3) established a relationship

between clvK and N (expression (8.10)) which, when substirured into (4.2), yieldss :

co =(c, + crN).zL,. F (4.3)

where c, and c, are constants

(b) User Cost, Cu

User time costs are experienced by all users. For example, if catching a bus results in users

having to wait for the arrival of a bus, this wait applies to all users who want to use the service. The

convention is, therefore, to define the user cost experienced by each user as the average user cost,

ACu. Thus6:

C, = ACuq Ø.4)

As noted in chapter 2, user economies of scale are driven by frequency-related user costs (e.g.

waiting time). It is useful, therefore, to formally distinguish in the notation used here between these

and other user cost components (e.g. in-vehicle time, walk time, etc). This is done by using the

subscripts F and O to refer to frequency-related user costs, and other non frequency-related user

costs, respectively. Thus :

ACu = ACr+AC, (4.s)

ACrhas already been discussed at great length in chapter 3, although it was refened to there by the

user cost notation UA. Fromhereon, the term AC" will be used instead of UC, but the equivalence

of the two terms should be noted throughout.

5 fn some analyses, Ç is also influenced directly by q (e.g. Else, 1985; Gwilliam et al, l9g5; Evans, l9g7).
Where this approach iS used, it is generally assumed that there are also constant returns to C" with respect to q.
This direct influence of q on Ç will be much smaller than that of 4 and therefore, for fimplicity, it i" nàt
modelled here' A similar appioach has been used elsewhere (Mohring,1976; Findlay, 19g3; Nash, 19gg;
Small' 1992). It turns out that, with constant returns to scale, this assumption has no impact on optimal
subsidy results (Tisato, 1990, lggZ).

6 Note that from the perspective of overall social cost, i.e. producer cost plus user cost, variable cost (VC)
consists exclusively of user cost, C,¿, whilst fixed cost (FC) consists exclusivily of producer cost, Co (given by
(4.3)).

7 Expression (332) in section 3.8 of chapter 3 defines the UC (= ACr)model.
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As others have noted (Mohring, 1972;Turvey and MohrinE,lgTs),ACo varies with each of

the three potential policy va¡iables (q, F andM). From chapter 3s :

i.e. 
AC, = ACFIFDC(Ð, SSDC(Ð, SDDC(LF(q, F,l,,l), Ðf (4.6)

ACo= ¡çr(F, LF(q,4 1V)) Ø.7)

The direct impact of F (through all three components of ACp) is the "Mohring" effect, or user

economies of scale, where an increase in F leads to lower user cost for all users, i.". ò4^C , < 0. kr
òF

addition, SDDC, which is a passenger congestion cost (i.e. the risk of missing the first bus that

a:rives because it is full), increases with load factor, LF. From (3.12), (3.13) and (3.22),
aACF

>0
àq

*affi.0
In the optimisation analyses that follow in this chapter, LF will on occasions be kept

constant. It is convenient, therefore, to express ACo as consisting of two components, denoted z

and v,e where ø is that part of AC, which is not influenced by ZF-determined passenger congestion

effects, varying purely with 4 whilst v is the component of AC, which is influencedby LF-

determined passenger congestion effects,lo i.e. from (4.6) :

u= FDC + SSDC (4.S)

and v=SDDC (.g)

Thus:

ACp = u(Ð + v(LF(q, F,lÐ, Ð (4.10)

8 The user cost expressions derived in chapter 3 are expressed as functions of headway, ÍI. Recallin gthaf. H =
601F, they can equally be expressed as a function of F. This is the convention followed in this chapter.

9 This split of ACrinto two components u and v has already been introduced in chapter 3 (see sections 3.7 and
3.8) where only a influenced user choice between random and planned behaviour. Thus, the exact expression
for ø will vary depending on whether the behaviour of users is explained by random, planned or logit models of
user behaviour.

r0 It should be noted that boarding and alighting has not been included in this study as a cause of delays to
users on buses. Although boarding and alighting has played a role in other subsidy studies (e.g. Mohiing,
1972;Bly andOldfield,lgST; Chalmers, 1990; Jansson, 1993),BlyandOldfield(ttsDfindrharotheruser
cost components, such as stochastic demand delay, have a much more significant impact on subsidy analysis.
As a result, in order to place some limits on the complexity of the analysis, boarding uìa ügnting effects have
been ignored.
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(c) Demand, q

On the demand side,let pafronage, q, be given by :

q = qG) (4.11)

where 8=P+AC,=P+AC,+AC, Ø12)

, P + u(fl + v(LF(q, F, lÐ, fl + AC, (4.13)

Two functional forms for 4 have been used in the subsidy literature : the constant elasticity demand

function @ly and Oldfield, 1987); and, the exponential demand function, where elasticity varies

rather than being constant (Glaister, 1982, 1987; Evans, 1987; Hensher, 1989a; Tisato, 1990,

1992). The exponential functional form will be used in this study. Its form is as follows :

q = cr exp(-Þg) (4.14)

where ü = the "potential" demand level, i.e. 4 when g = g

and Þ = uconstant

4.3 
^ 

History of Optimisation Formulations

Many versions of the public transport optimisation problem being considered here have

been reported in the literature. Two important cha¡acteristics of these optimisations is the degree to

which LF and N a¡e fixed or allowed to vary, and second the analytical optimisation approach

adopted.

(a) The Treatment of Load Factor (.LÐ and Bus Size l.M

One form of analysis is to adopt a torget load factor. This approach consists of the

optimisation being subject to a specified target load factor (LF.) being met.

ffNis also fixed (Jansson (1979), Waters (1982a); Kerin (1990)), for any given N andLF,

from (3.22) F is directly proportional to q. If q increases, F increases in a linea¡ fashion. As a

result, F cannot be optimised when maximising ES since it is already bound by a fixed relationship

with q, and thus the sole policy variable to be optimised is then P (or alternatively q (see fooûrote

2)).
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If, on the other hand, Nis allowed to vary (Kerin (1990)), from (3.22) F is now proportional

to qlN (rather than just q). Note that for a given q and LFT, F and N can vary, but not independently

of each other. That is, F and N can only vary in a manner which ensures LFr. There is, therefore,

greater scope in optimisation when N is variable, but one can only optimise either F or N, not both

independentl!, since one implies the other.

The target load factor approach, whilst clearly not optimising globally, has a couple of

advantages. First, it is a relatively simple optimisation approach, making it easier to explain than

more comprehensive optimisations, yet it is still able to capture the important Mohring effect.

Second, aiming for a target load factor is an easily understood and attractive simple operational

strategy used in the public transport industry (including in Adelaide (Kerin, 1990)) as one

dimension of operating policy.

The altemative approach is to allow a variable load factor.If LF is allowed to vary, it

becomes an integral part of the optimisation process. Further, F is no longer tied linearly to q or

qlN,so itcan now be genuinely andindependently optimised. The va¡iable LF approach is more

complex and difhcult to explain, but with fewer constraints it enables a greater degree of

optimisation to be achieved.

(b) Analytical Approaches

At least three analytical approaches have been used to solve the public transport

optimisation problem.

(i) Two stage optimisation

In this approach, the optimisation consists of two stages : cost minimisation; followed by

maximisation of economic surplus (ES) subject to cost minimisation. Cost minimisation involves

optimising either F alone, or F and N simultaneously, to yield minimum total cost (producer costs

plus user costs) for any gSven q, thus yieldin g long røn costs. The resulting optimal F and N values

are denoted Fx and N*11. Given these cost minimising responses, the optimal P (or alternatively g)

which maximises economic surplus is determined for any given q (and thus Fx and N*). This has

11 Use of * will denote an "optimal" value throughout this study
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been the most widely adopted optimisation frameworkr2 (e.g. Mohring, 1972; 1976: Findlay, 1983;

Nash, 1988; Small, 1992).

(ä) One- stage optimisation

This approach involves a more direct maximisation of ES without having to first minimise

costs (e.g. Gwilliam et aI,I985;Else, 1985;Evans, 1987; Tisato, 1990, 1992;Jansson, 1993). This

consists of determining first order conditions with respect to the variables to be optimised.

However, by definition, economic surplus cannot be maximised without choosing optimal va¡iable

values which at the same time also yield minimum costs, so this approach yields identical results to

approach (i) above.

(äi) "Valuefor money" approach

The third approach is the one pioneered by Glaister (1982;1987) for use in policy making in

the UK on the question of how funds allocated nationally for public transport subsidy should be

distributed between cities, and has been applied in Australia by Dodgson (1985) and Hensher

(1989¿).n Rather than optimising, this approach consists of determining the net benefit of using

additional subsidy to fund variation in policy variables from their current setting, i.e. reducing P, or

increasing F. The value for money approach facilitates two things. First, it allows the determination

of the di¡ection in which each policy variable should be varied in order to increase ES. Second, it

indicates whether balance exists between current policy variable settings with respect to their

marginal contributions to economic surplus. Of course, if one were to alter the policy variables until

the net benefit of fuither change in each variable is zero, then the results would match with those of

approaches (i) and (ii) above.

In this study, use is made of approaches (i) and (iÐ. The choice of approach is dependent on

the particular application or consideration at hand in later chapters.

12 Which is not surprising since it is closest to the traditional neoclassical form of microeconomic analysis of
market operation.

13 See related discussion in footnote 18 ofchapter 2.
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4.4 First-Best optimisation : The Problem and Its solution

4.4.1 The Problem and a General Solution

Some versions of the optimisation problem (e.g. Mohring, 1972; Forsyth and Hocking,

1978; Small, 1992) do not formally model user congestion costs (i.e. component v in (4.10)). As a

result, the optimisation thus requires an inequality bus capacity constraint to ensure that buses do

not carry more users than the bus capacity, and is solved using the Kuhn-Tucker technique. When

user cost component v is included in the optimisation problem, however, the need for a capacity

constraint disappears, since the passenger congestion user costs resulting from the number of users

approaching bus capacity is now captured through ¿ and forms an integral part of the optimisation.

The problem can then be solved by simple non-consfrained optimisation.

The economic surplus (Ef) maximisation problem is then :

max ES

vj
where j is a general designator of the policy variables to be optimised

ES = CS + GS (4.15)

CS is consumer surplus

GS is government surplusl4 = -,S

S is public transport subsidy.

Restating this, ES = C,S -.S el6)
A general first order condition (Foc) can then be expressed as follows :

aES aCS aS

ai = ai -ù=u (4'17)

This means that, at the optimum, each policy variable being optimised must be set to

simultaneously ensure that, at the margin, the impact on consumers (users) of altering j is exacþ

offset by the impact on taxpayers (the raising of subsidy). With :

S = Cp - Pq (4.1s)

14 The usual formulation contains producer surplus in place of government surplus. Although the analysis is
not dependent on this choice, there are several reasons why the latter better describes the situation. First, with
competitive tendering in service delivery about to be introduced in Adelaide, the government will be able to
accrue any rents that may be implicit in the final policy settings. Secondly, the optimal outcome as predicted by
the literature is to have a financial deficit, thus requiring a need for subsidy (to be shown shortly).
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then (4.1e)

from which a first order condition can be evaluated in turn for each policy variable.

In the following sub-sections, a number of optimisation formulations a¡e derived which

cover the range of possible LF andNfixity cases,ls progressing from the simplest analytical cases to

the most complex. There a¡e two reasons for presenting this taxonomic framework. First, it allows

the most general case to be gradually built up from relatively simpler optimisations, making it easier

to understand the mechanics of optimal outcomes. Second, each different optimisation has a role to

play somewhere in optimal public transport analysis, depending on the application or consideration

at hand. Four LFIN cases are considered in total, as summarised in Table 4.1.

Table 4.1 : Load Factor (ZFlBus Size (M) F,ixity Cases

Case LF ¡ù

a¿s _ ACs ðCo , ðeù 
^aj - aj - aj --aj ='

I
2
3

4

Fixed
Fixed

Va¡iable
Va¡iable

Fixed
Va¡iable

Fixed
Variable

4.4.2 Case 1 : Target ZF. Fixed N

In this analysis, a target load factor, LFn is maintained throughout. In addition, bus size N

is fixed at any given point in time. As a result, ftom (3.22 ) ls

r = qef (4.ñ) Ø.zo)

where A - A(Lp L,, d) is given by (3.23) and is constant for any given L,, L, andd. Thus, frequency

(F) is directly proportional to patronage (q). If q increases, F increases in a linea¡ fashion. As a

result, F cannot be independently optimised to maximise ES since it is already bound by a fixed

relationship with q. The only policy variable which can, therefore, be optimised is p17.

rs Another dimension of fixity is to keep F constant. This is not considered here, but is referred to in the
discussion in relation to Mohring's original contribution.

16 Throughout this study, a horizontal bar above a term indicates it is being held constant.

17 It is immediately relevant to ask whether this analysis relates to the short run or long run. The broadest
interpretation of the long run in microeconomics is one where everything is variable, with the short run being
when one or more variables cannot be varied. In reality, it is rarely the case that everything is variable. Ã
practical interpretation is, therefore, nearly always required. The most common interpretation is that capital is
fixed in the short run, with the quantity of capital usually being the dimension of fxity. The dimensions of
footnote continued on next page

User Economies of Scale and Optimal Bus Subsidy



4 -r2
Chapter 4 : Optimal Pricing, Frequency and Subsidy Formulation

With F n q, and with ¿F constant, user cost components u a\d y become u(q) and

,(LF ,q),and from (4.13)generalised cost, g, becomes :

B=P+u(q)+v(LF,q)+Aq

Further, substituting for F from (4.20), (4.3) reduces to :

(4.21)

2L,A

LFTN
Co =(cr+ crN) q

cl

N
1'c, q

2L,A

LF,
(4.22)

(4.23)

(4.26)

which is linear in 4 for any given Lt, Lr, d, LFrand N

appendix) is :

The first order condition for P, 
# = 0, (which is derived in section 4A.l of the chapter

p =òco *oàACt
ðq'ðq

(to be interpreted shortly).

To confrm that this result ensures an optimal outcome, consider the result expressed in

generalised cost terms. Substituting (4.23) for p in (4.12) :

s =+*nY* AC, + A." @.24)

The first term is the marginal producer cost, MCr. Next, note that marginal frequency related user

cost, denoted MCr,is:
a(tc,q) aACFMC,=Ë-ACI+qT Ø.2s)

Thus, the second and third terms of (4.24) combined ne MCr. The fourth component of @.24) is

also the marginal user cost for other (non frequency-related) elements of user cost, MCo (since AC,

is constant). Then, with marginal social cost, MSC, being the sum of marginal producer cost (MCo)

and marginal user cost (MC), i.e.

MSC = MCo+ MC,

= MCo + MCF + MCo

fixity in this chapter are load factor and/or bus size. Cases l, 2 and3, where either load factor and/or bus size
are given, have distinct short run characteristics, whilst case 4 can be thought of as a long run case.
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the FOC (4.23) therefore ensures that g - MSC. Then, with equilibrium requiring that g = MB (the

height of the generalised cost inverse demand curve), the FOC is thus consistent with g = MB =
MSC and thus, by definition, is an optimal outcome. Denoting the corresponding optimal level of

usage as q*, (4.23) and (4.24) can be expressed as :

,. =fr-rq.)+dffrí, (4.27)

and s.=þrø*)+q*ffr¿r+ACo(q.)+,+q @.2s)
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Now consider the financial outcomes which result in the optimum. Unit govemment

surplus (i.e. unit profit), GS/q = P - ACp, where ACo is average producer cost (i.e. Cotq).

substituting for P from (4.23), withòc1ðq expressed as MCo,thus yields :

,,*n+-ACo

Then, noting (4.25), and noting the following general expression for MCo:

MC'-ry=ACo-.n+
(4.29) becomes:

cs (ðAC" AAC-l

1= nlË.-nn 
)or 

(MCo- ACp) + (MCr- orr)

GS 
=M

q

(q.)=MCr(q*)-ACr{q*)

(4.2e)

(4.30)

(4.3t)

Expression (4.3I) is a general expression for unit surplus. The difference between MC, and, ACo

allows for the possibility of producer economies of scale, whilst the difference between MC, and

AC" represents user economies of scale.

Interpreting (4.3I) for case 1, from (4.22) MCr=ACr, rhus (4.31) reduces ro :

g = a. 
ð\Ç-' 

,r.) = MCr(q\ - ,qcÁq*) (4.32)qdq

No*' f =+#, # ..o, 
#> 

o, q* > 0, thus + . o, i.e. a subsidv is required

to attain the optimal outcorne. Denoting s* as the optimal unit subsidy, then for case 1:

(4.33)s =-e
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Finally, total optimal subsidy, S* is given by :

a***

^) =S Q

(q.)G.)
zðACr

èq
(4.34)

The source of subsidy is the positive impact that each additional user has on the frequency-

related user cost of all other users (AC") , i.". 
ðA-C | < 0, i.e. the ,,Mohring,, effect. The literature

dq

describes this in two ways. Mohring (1972) originally referred to the fact that ACr, and, thus AC,,

declines with increases in q as economies of scale in user cost, i.e. "user economies of scale".Ls

Some of the literature (e.g. \Valters, 1982) alternativeþ describes the Mohring effect as a positive

externality between the marginal user and inframarginal users. The size of this positive externality

at the margin i" -qW- (i.e. the difference between MC, and Orr). Thus the FOC (4.23)
dq

indicates that in the optimum, price should be set below marginal producer cost by an amount equal

to the marginal user cost positive externality.

A useful diagrammatic presentation, which greatly assists in the discussion and explanation

of user economies of scale, was developed by Waters (1982a) for the target LFtfixed.N case (case

1). A similar diagram is presented here as Figure 4.1. The figure shows average total cost, AIC,

where:

ATC = AC.+AC¡AC, Ø.35)

declining as q increases, and thus economies of scale, with MSC decliningtr and lying below ATC.

Wirh ACp = MCo and constant, and MCo = 8,, the economies of scale are due purely to AC,

declining with 4, i.e. user economies of scale. The optimal outcome is at point a (i.e. q*, g*), where

the MB (= g) and MSC schedules intersect. Noting from (4.12) that P = g - AC,,Waters notes that

18 Note that the decline in AC, is due to declines in both components of ACo u and v, thus a and v are both
sources of user economies of scale.

19 In a subsequent correction, Waters (1982b) points out M,SC will be constant (rather than falling) in the
special case where users arrive at a bus stop in a random manner (since MC" is then = 0, and thus all
components of MSC are then constant). The material presented in chapter 3 iuggests, however, that this
statement needs some qualification. To have the special case of MC, = 0, requires two further assumptions to
hold beyond requiring random behaviour. First, it requires v not to be modelled, or if it is then IF must be
constant. Second, it requires o = 0, i.e. that services run perfectly according to schedule. If, either of these
assumptions are broken, and/or user behaviour is planned rather than random (see chapter 3), then MCF+ O.
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fb

Figure 4.1 : user Economies of scale, waters presentati on (LF\N case l)
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the optimal price/quantity outcome will be at point å, a distance ACu below point d, i.e. optimal

price (P*) is the distan ce bc. Optimal price is therefore clearly less than average producer cost (ACo

= distance cd),withoptimal unit subsidy being the distance bd, andoptimal total subsidy arcabdef.

An alternative way of illushating subsidy in this diagram, and the approach adopted

throughout this study, is to note that the financial position at any q canbe inferred by the sign of the

gap between MB andAZC. This is easily shown, since with MB = g = p + ACu, and, ATC = ACp r
ACu, thus MB - ATC - P - Acp,i.e. financial surplus/deficit. It then follows that :

' atqx, where MB andATCintersect, MB = ATC, andthus P = ACo,a breakeven outcome;

¡ at lower q values, where MB > ATC andthus p , ACo,a surplus exists; and

¡ &t higher 4 values, where ATC > MB and thus ACorP, a deficit (and thus subsidy) results.

Thereþre, the gap between the MB curve and the ATC curve measures unit financial

surplus/deficit outcomes. Consequently, at the optimal solution at point ø in Figure 4.1, MB (=

MSC) < ATC, and so a subsidy outcome exists, with optimnl unit subsidy equal to ah,2o the vertical

gap between ATC and MSC, and optimal total subsidy equal to the area ahij.

4.4.3 Case 2 ; Target LF. Y ariable N

As useful as Figure 4.1, and case I on which it is based, is for demonstrating user

economies of scale and the associated argument for subsidy, the argument can be generalised in a

number of directions. One important direction is the relaxation of the fixed bus size constraint.2r

In this case,

r = q,+f (4 x) gs6)

Thus, p * qlN (rather than * 4 as in case I above). Consequently, there is a fixed relationship

between F and N, making it impossible, and unnecessary, to independently optimise both va¡iables

(since one implies the other for a given 4). Here N will be optimised, making this the second

optimisation va¡iable, along with P. With p * qlN , u andy become u(qlll) and v(TF ,4/Àf , and so

(4.13) becomes :

20 Which is exactly equal to bd, the unit subsidy as shown by Waters.

21 Chapter 2 (section 2.5) discussed how bus size has played an important part in the user economies of scale
literature.
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I = P+u(qlN)+v(LF,qf W¡+ tq
Expression (4.22) for Co still applies, except now both q and N a¡e variable. Thus :

Co= Co(Q,lÐ

(4.37)

(4.38)

(4.3e)

The derivation of the FOC with respect to P, i.". + = 0, is identical to that in case I
al

above, yielding (4.23). The FOC with respect to N, 
# = 0, (which is derived in secrion 4A.2 of

the chapter appendix) is :

AAC

AN

This can be interpreted as follows. For a given q, tf N falls, F will increase. As a result, user cost

(ACp) falls, generating benefits for all q users. However, the additional buses increase Ç.
Expression (4.39) indicates that an optimal outcome results only when, at the margin, these benef,rts

(the LHS of (a.39)) and cosrs (the RHS of (4.39)) are equated.

Solving expressions (4.23) and (4.39) simultaneously yields the optimal policy variables p*

and N* (which in turn implies F*¡, which in turn allows q* ands * and ,S* to be determined. In

determining s*, the general surplus expression (4.31) applies. As will be discussed in section 4.5

below, for case 2, ACp declines with increases in 4 (thus AC, + MCp), thus subsidy is due to both

user and producer economies of scale.

4.4.4 Case 3 : Variable ZF. Fixed N

The target load factor assumption is now relaxed to allow LF tovary and be optimised along

with other va¡iables. With ¿F va¡iable, F is no longer constrained to varying linearly with 4 (as in

case 1 in section 4.4.2) or with qlN (as in case 2 in section 4.4.3), so it can now be independently

optimised. To commence with, consider case 3, where N is given. The policy variables to be

optimised are, therefore, P and F (Mohring, 1976; Else, 1985; Gwilliam et al, 1985; Evans, 1987;

Tisato, 1990, 1992: Jansson, 1993'¡.zz

22T\e Mohring (1976) analysis provides a simple illustration of this case (but with component y of ACrnot
modelled).
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The two FOCs,
ðp

0 (which are evaluated in section 4A.3 of the chapter

appendix), yield:

ðv òLF, = q 
aLF aq Ø.40)

. ( a, ðv ðLFl âvl I ac-ano -n[æ * arr a,lr. ul*.)= ãi Ø'41)

The RHS of (4.40) is the marginal passenger congestion negative externality associated with an

additional user, that is the increase in the user cost component y across all 4 users. (4.40) then

suggests that, in the optimum, price should be set equal to this marginal negative externality, or in

other words there is a need for a passenger congestion tax. This is a general result which arises in

optimisation work of congested facilities, for example, the case for a congestion tax in the case of

vehicles travelling on roads (Walters, 1961; 1968). Expression (4.4I) can be interpreted as follows.

The RHS is the marginal cost of frequency enhancement. The LHS consists of the direct benefits of

frequency enhancement : the improvement in user cost component u for all q users; and the direct

reduction in v for all q users.23 Thus, at the margin, the marginal direct benefit and marginal cost of

frequency enhancement must be equated.

Next consider the financial implications of these optimal outcomes. The derivation of

optimal unit subsidy, s*, is the key consideration. This has been derived and expressed in a number

of different, although equivalent (as will be shown below), ways in the literature. Once again, unit

subsidy is given by :

s=ACp-P (4.42)

Substituting forPfrom (4.40) yields (Mohring, 1972;Tisato, 1990) :

s=ACo ,yY Ø.43)'òLF àq

Further, noting from (4.3) that, for any given F, MCp= 0, noting that MCo - ACo, and noting (4.25),

then from (4.26) and (4.35) the difference between ATC and MSC is :

ES
o und 

ðES

AF

23 Theremaining indirect component of ðvlâF on the LHS of (4.41),i au àLF ão.".-q 
aff ðq ;¡ ' cancelled out with an

equal and opposite component representing the marginal gain in revenue to the operator from the increase in F
(see line prior to expression (4A.17) in section 44.3 of the chapter appendix).
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ATC-MSC=ACe-q àLF

ALF àq
(4.M)

Expressions (4.43) and (4.44) are identical, thus :

s =ATC - MSC Ø.45)

i.e. optimal unit subsidy is measured by the gap between the "long run" average total cost and

marginal cost curves (Mohring, 1972;Findlay, 1983).

Next, noting from section 4.2.2(a) that 
*=k, ^ 

d 
#=2L, then (4.3) can be

written as co- k#, =þ r.substituting into (4.43) :

(aco¡ar)r âv ALF
- q aLFE

Then, substituting for ðCo f òF from (4.41) yields (Findlay, t9g3) :

.s

4

q

+
âvl_t
aFl

(F.)
LF'q

Pricing, an"d Formulation

(4.46)

(4.4e)

, = -( tu * -ry,,-#l_,)" -,#V[aF ðLF à]

Rearranging

l.e.

òu ^ ( a, òLFl òv òLF I nr._l F Ø.47)s= r"r-[r" * lun* ru nn n)- *a,n
Then, with v being homogeneous of degree zero (Else, 1985; Gwillianet al, 1985), the term in

brackets in (4.47) = 0, and (4.47) reduces to (Else, 1985; Gwilliam et al,l9B5) :

(a" âvl I
" = -[* + *l*,)' (4'4s)

òu

àF
*.ì- F"( )

u".", 3 .0, g < o and Fx > o, thus s* > o.'ðF 'àF

The case 3 outcomes have been illustrated diagrammatically by Mohring (1972) and Findlay

(1983) as illusfrated here in Figure 4.2. In the figure, the ATC and MSC curves plot average total

cost and marginal cost based on frequency (Ð having been optimised at any given q level. \Vith

bus size (N) given, F is equivalent to plant size in conventional micro cost analysis, so AZC and

MSC equate to long run average and marginal cost curyes. For the generalised cost demand curve

shown (MB), q* coincides with the intersectionof MB and, MSC. F* is chosen to ensure a tangency
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Figure 4.2 : user Economies of scale, Mohring Presentation(LF/N case 3)
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between the short run and long run average cost curves , AC(F\ and. ATC, at q*. Recalling that all

variable costs are user costs, and all fixed costs are producer costs, the average va¡iable cost curve

(AVL) measures avela9e user cost, whilst the gap between the AC(F*) and AVC@\ curves

measures aYerage ltxed cost, ACo. Thus at 4*, with AC.(F\ equal to distance ab, apnceequal to

distance åc is required to ensure q* is achieved. Note that this price is exactþ equal to the marginal

negative passenger congestion externality, the distance between curves MCr(F\ andAC,(f). The

optimal unit subsidy is the distance cd, i.e. AÇ less the marginal negative exûernality.2a Finally,

optimal total subsidy is arca cdef.

4.4.5 Case 4 : ZF and NBoth Variable

The final case to be considered, case 4, is where both ZF and N can vary. This adds a third
ac^

FOC, -: = 0, to the two already grven in section 4.4.4. The third FOC (evaluated in sectiondN

4Á^.4 of the chapter appendix), yields :

ðv
-a 

¿2p-
(4.50)

All three FOCs (4.40), (4.41) and (4.50) must now hold for optimal solurions. The subsidy

equations of case 3 also apply here, but yield different results because the optimal policy variables

will take different optimal values.

4.5 Comparisons of Load Factor/Bus Size Cases

Having established the optimal solutions to the range of LF\N fixity cases discussed above,

an important question is to what extent do subsidy and other optimal results vary from one case to

another, and can the various cases be related diagrammatically. The purpose of this section is to

commence to address this question through a quantitative comparative analysis of the various cases.

For the illustrative purpose at hand here, the analysis is presented using a simple model of

frequency related user cost (ACì, the key influence on user economies of scale. The model

24 The unit subsidy exists due to the positive externality in user costs, but the size of unit subsidy is now also
partly offset by the negative passenger congestion externality.
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adopted is the random user behaviour model (discussed in section 3.5 of chapter 3).2s It is also

assumed that o = 0 for simplicity, thus SSDÇ - 0, leaving u = FDC,and y = SDDC. The resulting

user cost model is therefore the conventional simple random model used in much of the subsidy

literature. With // = 6OlF, from (3.47) and (3.49), u and v become :

30v
\9

F

v = LFmulr3ov* = LFmult.u
F

Thus ACp-u+v=30!" çFmult+l)F

These expressions can be used to quantiÛ cases 3 and 4. In case 1 and 2, where

F = qAf (LFr.N), thus (4.53)becomes :

ACr= 3Ov*LFrN(LFmult+l)
qA

Equation (4.54) can be used to quantiff case 1. For case 2, solving the FOC (4.3g) using (4.54)
and(4.22) yields:

L,c, qA'
ISv,LFl (LFmutt +I)

(4.51)

(4.s2)

(4.53)

LF is given,

(4.s4)

(4.ss)N*

F*and thus from (4.36) l5v*(LFmuIt+l )q
(4.s6)

L,C,

Thus in case2,FandNarenowboth * JA,incontrasttocase l where Fn e.A similarsquare

root type relationship has been previously reported for the case of va¡iable LF and fixed N

(Mohring, 1976), i.e. case 3 here.

The quantitative comparative analysis of the various cases was undertaken using the

parameter values derived in appendix B.' To keep the analysis general, a stylised route was

considered, with passenger flow in one direction only (thus the directional split parameter, d = l.O),

but with trip and route length characteristics of Adelaide buses (2, = 8 kms, and L, = 16 kms, see

appendix B). Results for cases 1 and 3 were evaluated for the range of bus sizes outlined in section

8.3.2 of appendix B (mini, midi, rigid, and artic). For cases 2 and 4, on the other hand, N is

optimised. The outcomes of the comparative analysis a¡e summarised via a number of Figures (4.3

25 The sensitivity of the chapter's results to alternate use of a planned or logit user behaviour model is discussed
toward the end of the chapter.
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to 4.11) discussed below. The format that follows consists of a discussion of each figure, with the

key points drawn from the anaþsis summa¡ised as a series of "results" statements (indented and in

italics) at relevant points in the text.

Throughout the discussion, the fixing of LF and/or N will be referred to as cases of

constrained optimisation. The comparative base for the analysis is the results derived from the

unconstrained case 4, where both ZF and N are va¡iable. With no constraints, the case 4

optimisation problem will yield the highest possible net benefits. If economic efficiency is the aim,

then case 4 optimal outcomes a¡e the outcomes one would wish to strive for.26 The results of the

other cases (1, 2 and 3) then represent outcomes when one or more constraints enter the

optimisation problem. Using the long run vs short run distinction of microeconomics cost analysis,

case 4 represents true long run analysis, with the other cases being different versions of short run

analysis. The discussion first compares case 4 with the single constraint cases (case 2 (LF fixed)

and case 3 (N fixed)), and then extends the comparison to the double constraint case (case 1, where

both LF and N are given).

Consider first Figure 4.3, which presents a family of average total cost, ATC (or simply

AC), curves for cases 3 and 4?7 All curves but one are for case 3. EachAC3 curve plots AC for

one bus size. On the other hand, the single AC4 cuwe plots.4C with N optimised, with each point

along AC4 coinciding with a different optimal bus size. The important thing to note from Figure

4.3, is that the AC4 curve is the envelope of the AC3 curves. A similar envelope pattern can be

observed in Figure 4.4, where cases 2 (fixed LF) and4 are compared. There , the AC4 curve forms

an envelope to the various AC2 curves. Thus the AC curve for the no constraint case (4), forms an

envelope to all the AC curves of the two single constraint cases (2 and 3).

This enveloping behaviour is also apparent when one compares case 1 (a two consffaint

case) with case 2 (a single constraint case). This is evident in Figure 4.5, which plots one of the

26 Of course, in some situations, it is not always possible to strive for case 4. For example, bus size may be
difficult to alter in the short run for a host of reasons (see discussion in section 4.2.1). In this respect, the
results ofall the cases considered have some role to play in subsidy analysis.

z7 The notation adopted throughout is to follow the abbreviation of the va¡iable being considered by a number
(1 to 4) representing the relevant LF\N case which applies. Thus, for example, AC7 is average total cost for
case l.
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Figure 4.3 : Average Total Cost Curves, LF4N Cases 3 and 4
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AC2 cutves from Figure 4.4 (i.e. for LF = 0.4) acting as an envelope to a family of ACI curves for

various bus sizes at that given LF.

The general result that can be observed from these three figures is :

RESULT I: Whenever a constraint is removed in the bus optimisation problem, the resulting

averLSe cost (AC) curve forms an envelone to the family of AC curves generated for various

values of the previously constrained variable. Thus the AC curve resulting from the

optimisation problem with i constraints forms an envelope to the various AC which result from

the optimisation p roblem with i + I constraints.

Note the consistency in the relationship between the AC curyes of va¡ious cases above, with the

relationship between short run and long run AC curves in standard microeconomic cost analysis

where the envelope theorem is a key feature.

Result 1 is important because, through Figures 4.3 to 4.5, it is now possible to draw a link

between the key diagrammatic presentations of the user economies of scale subsidy argument

presented to date, namely Figures 4.1 and 4.2. IrrMohring's figure (4.2here),his long run average

cost curve ATC coincides with one of the AC3 curves in Figure 4.3, the curve for the bus size

considered by Mohring. On the other hand, the ATC curve in Waters'figure (4.1 here) coincides

with one of the ACI curves in Figure 4.5, the curve for the bus size assumed by Waters.

Next, consider the behaviour of optimal unit subsidy. Figure 4.6 reports unit subsidy (s)

results for cases 3 and 4. As was the situation in the average cost comparisons, the Figure plots a

family of unit subsidy curves,28 with case 4 contributing only a single s curve, s4. There are two

things to note from Figure 4.6. First, note the decline in unit subsidy as patronage (4) increases, the

conventional negative relationship between unit subsidy and demand reported in the literature and

discussed in section 2.6 of chapter 2. Second, the s4 curve cuts through the family of s3 curves,

cutting each s-3 curve once. Close inspection reveals that each si curve cuts the s4 curve at a q

value which coincides with the tangency in Figure 4.3 between the correspondingAC3 curve and

28 The notation of the relevant case for each curve is the same as that used in ¡he AC curve discussion (see
footnote 27).
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the AC4 curve.2e Each si curve therefore has only one point on it which is genuinely optimal,

namely, the point at which the given bus size (M) would have resulted as an optimal outcome if N

had been allowed to also be optimised. The s4 curveis thus the locus of these single optimal points.

A fuither important feature in the hgure is that the case 4 unit subsidy curve is flatter than all the

case 3 unit subsidy curves (see result 2 shortly).

A similar pattern of results is also apparent in Figures 4.7 and 4.8 which plot unit subsidy

forcomparisons of cases 2 and4, andcases I and2respectively. Ineach figure, the unit subsidy

curve for the case with fewer constraints cuts the family of more constrained curves at points

coinciding with average cost tangency points in the associated Figures 4.4 and4.5. In addition, the

less constrained is the case, the flatter is the unit subsidy schedule. The end result is that, although

all unit subsidy curves in Figures 4.6, 4.7 and 4.8 display the conventionally reported negative

slope, the s4 curve is flatter than the s2 and s3 curves, and the s2 curves are flatter than the s1

curves. Thus:

RESALT 2 : The less constrained the bus optimisation problem (i.e. the more "long run" it is),

the less pronounced will be the rate of decline in unit subsidy as patronage level increases.

The reason for this is that, with unit subsidy being a function of the rate of change in average cost

(AQ, the less constrained the case, the less pronounced was the va¡iation in the slope of the AC

schedules in Figures 4.3 to 4.5, and thus the less pronounced the variation in unit subsidy. Result 2

is important because, with the negative relationship between optimal unit subsidy and patronage

playing an important role in prescribing how optimal unit subsidy should vary between routes of

different demand density (see discussion in section 2.6 of chapter 2), result 2 indicates that the

strength of this relationship varies depending on the degree of constraint which applies in the

optimisation problem.

Another couple of important results can be gleaned from Figures 4.3 to 4.8. First, note that

when one constraint is applied (either a given ZF (case 2) or given N (case 3)), the divergence in

average cost and unit subsidy results from those obtained in the unconstrained case 4 are relatively

29 Note again the close similarity with conventional microeconomic short vs long run cost curve analysis. The
relationship here between s1 and s2 curves is identical to the relationship between short and long run marginal
costs in micro cost analysis.
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modest. The close bunching of curves in Figures 4.3, 4.4, 4.6 and 4.7 indicate this. In contrast,

adding a second constraint, i.e. moving to case 1 (where both LF and N are given), distorts average

cost and unit subsidy results away from case 4 results much more substantially. This is evident

from Figures 4.5 and 4.8. Thus :

RESULT 3 : Introducing a single constraint in the bus optimisation problem (either a given

loadfactor or bus size) distorts average cost and unit subsidy results away from unconstrained

results by a relatively modest amount. Single constraint optimisations are thereþre a

reasonable approximntion of the unconstrained problem. Introduction of a second constraint,

however, has a much more substantial impact, making an optimisation with both load føctor

ønd bus size fixed a much poorer approxim.ation of the unconstrained problem.

A final point to note from the above Figures results from Figures 4.6 and 4.8. Recall (from

section 2.5 of chapter 2) Walters' (1982) critique of Mohring's (1972) original analysis, that unit

subsidy would be much smaller when small buses are used. Figures 4.6 and 4.8 are both consistent

with this idea since lowering the bus size leads to a monotonic fall in the unit subsidy schedule.

However, the size of this fall is quite modest if zF is allowed vary (Figure 4.6).

Next, consider the bus sizes generated in the cases where bus size is optimised, i.e. cases 2

and 4- Figure 4.9 reports four optimal bus size (N*) schedules. Three schedules are for case 2

(where ZF is given), for LF values of 0.4, 0.3 and 0.25. A fourth schedule reports results for case

4' where LF andNare simultaneously optimised. There are several features to explain.

First' for case 2, for any given load factor, as patronage increases, so too does N*. This

outcome can be explained with reference to the trade-off between user costs and producer costs

which is inherent in the optimality condition (4.39). Dividing both sides of (4.39) by q, (4.39)

becomes :

ðAC
(4.s7)

That is, at the margin, the reduction in frequency related user cost brought about by a reduction in

bus size must be equated to the corresponding increase in average producer cost (which (4.22)

indicates will occur). Commencing at an optimal position where (4.57) holds, an increase in

patronage can be accommodated by an increase in frequency (F). However, the rise in F causes

AN
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user cost to fall, thus reducing the marginal returns of bus size reduction, the LHS of (4.57). With

(4.57) then out of balance, bus size must then be increased, raising the LHS of (4.57) and reducing

the RHS, until an optimum is reached once more. Thus, for a given ZF, when patronage increases,

it is optimal to accommodate the increase with an increase inbothfrequency and bus size.

A second feature of the case 2 curves in Figure 4.9 is that, for a given q, the higher is the

target LF, the lower is if. The reason for this is as follows. Once again start in an optimal

situation. If target ZF suddenly increases, the same passengers can be accommodated with fewer

buses. The lower frequency, however, raises the marginal benefit of bus size reduction (the LHS of

(4.57)), making (4.57) out of balance. Reducing bus size causes the LHS of (4.57) ro fall, and the

RHS to rise until a balance is restored.

Finally, and most importantly, optimal bus size is less responsive to changes in patronage

level in case 4 than in case2,paficularly compared to low LF case2 situations. Thus :

RESULT 4 : When bus size can be optimised, optimal bus size is less responsive to changes in

patronz?e level when load factor can also be varied. Notwithstanding this, optimal bus size

always increases with increases in patronage.

The lower responsiveness occurs because, with an additional dimension of a-djustment in case 4,

additional patronage can be catered for by a joint increase in both bus size and load factor, rather

than just bus size.

A number of points can also be noted about conventional urban bus sizes in developed

countries, which for example in Adelaide is 78 passengers (seating plus standing, see section 8.3.2

of appendix B). Quite clearly, at low demand levels, small buses have a role to play. At medium

and higher demand levels, Figure 4.9 suggests that a case for smaller urban buses can only be made

if a reasonably high target load factor is adopted (e.g. 0.4 or greater). If, on the other hand, LF can

be varied (case 4), conventional buses may not be too big, and may in fact be too small in some high

demand circumstances. As noted in section 2.5 of chapter 2, these outcomes are not inconsistent

with the literature, in which the issue of optimal bus size remains somewhat unresolved.

Next consider the behaviour of total subsidy, S, which is reported in Figure 4.10. The

figure plots a single .S schedule for cases 3 and 4, two case 1 schedules (LF - 0.4, N =':¡2 and3g),
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and two case 2 schedules (LF = 0.2 and 0.4). An interesting result is the constant tot¿l subsidy

which occurs for any given case I situation,3o although the constant level of ,S varies between case I

situations. In contrast, total subsidy for all other cases grows as patronage increases. Note in

particular the close similarity in 
^S 

results between the unconstrained case 4 and case 3 with N= 72, a

bus size close to the cunent average in Adelaide.

Finally, consider the composition of the economies of scale which underlie the bus subsidy

argument and results. In all the LFIN firoty cases, as patronage increases, frequency also increases

and thus headway falls. However, from chapter 3, a fall in headway leads in turn to average

(frequency related) user cost, ACr, falling, i.e. the Mohring effect. That is, there are user cost

economies with respect to patronage. How, however, does average producer cost behave as

patronage increases ? This is illusfrated in Figure 4.11, which presents average producer cost

curyes for all fottr LFIN fixity cases. As discussed in section 4.4.2, when LF and N are given (case

l), ACe = MCo and is constant, with AC, and MC, schedules being horizontal as in Figure 4.1. As

a result, for case 1 situations, there are no producer cost economies with respect to patronage. Two

corresponding case I ACp curves are drawn in Figure 4.11, for N = 72 and 38. In contrast, the three

other LFIN fixity cases (2,3 and 4) each produce declining ACo schedules, as illustrated in Figure

4.ll.3t This occurs because in each of these th¡ee cases, when q grows, F* grows less than

proportionally (unlike case 1 where F* * q).

As a result, although the fall in average tot¿l cost (AC in Figures 4.3, 4.4 and 4.5) is due

purely to user cost economies in case 1, for cases 2,3 and 4, the economies of scale are due to

declines in both AC u and AC r. That is, for case 2, 3 and 4 there are economies of scale with respect

to patronage inboth producer andtser costs. Thus :

30 This is a special feature of case 1 when the simple random model, with service unreliability o = 0, is used.
As will be seen in chapter 5, planned and logit user cost models yield a more conventional upward sloping S
schedule for case 1.

31 The declining nature of ACo leads to a further point about Waters (1982a) diagrammatic presentation, on
which Figure 4.1 here was basêd. Waters (1982b) argues that Figure 4.1, which is based on case I (LF and N
given) and thus features a horizontal ACrcuwe, also applies to more realistic cases where capacity (fl does not
expand in direct proportion with q. However, Figure 4.1 I suggests that each of the other th¡ee cases considered
here conflict with this waters' conclusion insofar as ACo is no longer constant.
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Figure 4.ll z Average Producer Cost, 
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RESULT 5 : When both load factor and bus size are given, economies of scøle exist in user

costs only. When either or both load factor and bus size are allowed to vary, however, in

addition to user cost economies, there are concurrentll also producer economies of scale with

resoect to patronage. even though there are constant returns to producer costs with respect to

vehicle-lons.32

An interesting question is whether in this study, for cases 2,3 and 4, the decline in average user and

producer costs as patronage increases should be referred to as two separate types of economies.

The approach adopted here is not to draw out this distinction, due to the fact that the declining

nature of average producer cost is a result of the influence of user cost on frequency in the

optimisation process. Consequently, the term user economies of scale will be used throughout to

describe the overall economies of scale with respect to patronage of the combined total (user plus

producer) cost.

Before concluding, it is important to consider how the results of this chapter might vary il
instead of using a random user cost model, a planned or logit user cost (see chapter 3) model had

been used instead- This question is partly answered by the results of subsequent chapters, where

these alternate models, particularly the logit model are considered, but some general points can be

made here. The five key results of chapter 4 all flow from the family of average cost (AC) curves

generated for the various LF|N fixity cases considered. If the random user model were replaced by

a planned users model, the starting point for the chapter 4 analysis would be a new set of AC

curves. The general shape of the AC curves would, however, be simila¡ for both user cost models,

and so one could expect the thrust of chapter 4 results to continue to hold.

Chapter 3 illustrated, however, that when the planned user cost model is used, user cost is

less responsive to changes in service level (see Figure 3.8) than in the random users model.

Therefore, one would expect the average cost schedules in the chapter 4 analysis to be flatter if a

planned user cost model were used. With optimal unit subsidy being a function of the

responsiveness of AC, unit subsidy would therefore be smaller and less responsive under a planned

32 Note that it is the distinction highlighted in section 4.2.2 between intermediate services (veh-kms) and final
services (trips, or patronage) (Small, l99z) thaffacilitates this result.
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users model than those generated here in chapter 4. With the benefits of altering bus size also a

function of the responsiveness of AC, optimal bus size may also be less responsive under a planned

model.

On the whole, therefore, one could expect the general thrust of the results in this chapter to

also apply under a planned users model, although the scale of the results is likely to be smaller. It is

more difficult to draw firm conclusions about shifting to a logit user cost model. To the extent that

the logit model yields user cost outcomes which are a combination of those of the random and

planned models, the general thrust of the results in this chapter a¡e also likely to hold under a logit

user cost model. However, as will become evident in the next chapter, there can be some localised

"folding" of average cost and unit subsidy schedules, and this may produce some localised folding in

other variables and the results presented in chapter 4.

4.6 Chapter Summary and Conclusions

This chapter has had several aims. The main one was to set out and summarise the first

best bus optimisation problem which generates user economies of scale, and its solution, thus

providing a sound basis for the analytical chapters which follow in this study. A second aim was to

consider and relate the user economies of scale concept for a number of load factor/bus size fixity

cases, thus enabling various presentations in the literature to be linked. A final aim was to

summarise and extend the graphical analysis of user economies of scale.

Four analytical frameworks were considered, differing with respect to the degree of

constraint to which the bus optimisation problem is subject, where the degree of constraint is

measured by the extent to which either or both load factor (LF) and bus size (N) are allowed to

vary- The first best optimal pricing, service and subsidy optimisation formulation was derived and

solved for each case. A Quantitative analysis was then undertaken, using a simple user cost model

for illustrative purposes, and the results for the four cases compared. The key findings are

summarised below.

Result I : It was demonstrated that, from a diagrammatic perspective, the various LF¡N

fixity cases can be linked through the use of average total cost envelope curves, similar to the way
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short run and long run average cost curves are linked in conventional cost analysis. It was shown

that the average cost curve of a less constrained optimisation case forms an envelope to the family of

average cost curyes for more constrained cases. Importantly, the enveloping property of average

cost curves then allows the diagrammatic presentations of user economies of scale subsidy cunently

found in the literature to be integrated into a broader diagrammatic framework.

Result 2 : A well known and important rule in the literature on user economies of scale

subsidy, is that optimal unit subsidy declines with the level of patronage. Although this rule

continued to hold here, the rate of decline was found to vary with the degree of optimisation

constraint. The less constrained was the bus optimisation problem (i.e. the more "long run" it is),

the less pronounced was the rate of decline in unit subsidy as patronage increases. This result is due

to unit subsidy being a function of the slope of the average cost vs patronage schedule, plus the fact

that the slope of the average cost schedule varies less the less constrained is the LFIN case being

considered (i.e. an implication of the envelope property of result 1). Result 2 is important because,

given the important role of the negative relationship between optimal unit subsidy and paftonage for

relating optimal subsidy for routes of different demand density, result 2 indicates that the strength of

this relationship varies depending on the degree of constraint which applies in the optimisation

problem.

Result 3 : Although the ideal analytical approach is to undertake an unconstrained

optimisation (provided the level of complexity is not excessive, and provided all policy variables can

actually be varied), it was found that intoducing a single optimisation constraint (either a given load

factor or a given bus size) does not greatly distort optimal results away from those of an

unconstrained analysis' A single constraint optimisation (with either load factor or bus size frxed) is

therefore a reasonable approximation of the unconstrained problem. On the other hand, introduction

of a second constraint has a much more substantial distorting impact on optimal outcomes.

Result 4 ; Optimal bus size was found, in all cases, to increase with patronage. However,

the rate of change of optimal bus size was found to be smaller when both load factor and bus size

can be simultaneously optimised compared to when only bus size is optimised. The lower

responsiveness occurs because marginal optimisation conditions can be better met by catering for
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the additional paftonage by increasing both load factor and bus size concurrently, rather than just

bus size.

Result 5 : The composition of economies of scale with respect to paffonage varies

depending on the extent to which the optimisation is constrained. In all cases, average user cost

declines as patronage increases, that is there are user cost economies. On the other hand, the

behaviour of average producer cost varies between LFIN füity cases. When both load factor and

bus size are given, aveÍa9e producer cost is constant and thus invariant to changes in patronage.

However, if either or both load factor and/or bus size can be optimised, then average producer cost

declines with increases in patronage, thus, in addition to user cost economies, there are also

producer cost economies with respect to patronage (even though there are constant returns to scale

in producer costs with respect to vehicle-kms). Notwithstanding this, the term user economies of

scale will be used throughout the study to refer to the economies of scale in combined total (user

plus producer) cost with respect to patronage.
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Chapter Appendix :

44.1 First Order Condition Derivation, Case I (LF and N both given)

The FOC + = 0 is derived as follows. Settingi = Pin (4.jg)and noting (4.22)
ðP

a's ðcs ðs ðc^ ða *p+ (4A.r)
aP =¡ryàp- aq àF*n - ap

Now, CS = Jþ.as ØA.2)

thus acs

E=-n (44'3)

From(42r) #=#1,.##.##
= 1* 

ô(u+') þ=t*òACo ðq
- r òq òP òq aP ØA'4)

Substituting (44.3) and (44.4) into (44.1) :

aEs ( aesL.]q_l_9C,-ø*o*pða_
ap =-ø[t+------r arr a, à;*, ^ a"

=(-n'\'' -5. "]+ (4A s)(. ' òq òq )ðP
Settine 

A-^ 
= 0 vields the FOC resulr:"àP

P=+-*q* (4A.6)ðq'òq

44.2 First Order Condition Derivation, Case 2 (LF given, N variable)

The FOC + = 0 is derived as follows. Setting j = Nin (4.1g)and noting (4.38)
ð¡r

aES 
= 

ðCS âs _aN ôs ðN

à(u+v)

òg _ðul ,ò"òq,ðvl
aN-ñl,-ùa"-a¡rla

òC, òq , ^òq¿ñ-'aN (4¡^.7)

The third term on the RHS of the above line arises because if N changes, so does u(qllÐ andv(qlll)

and thus g, and thus 4. Next, from (4.37) :

,àvàq
òq òN

, ò(u+v) òq

òq ANAN q
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AA

AN

Substituting (44.3), (44.6) and (44.8) inro (44.7)

and Subs idy Formulation

(44.8)

(4A.e)

(44.10)

(44.1 1)

(4¡^.12)

(44.13)

(41^.t4)

# = -'(#1:+#) #1, +#.(*.,+)#

, òAC, òq

òq AN

â¡r

AAC

setting # = o yields the Foc resulr:

AA

AN

44.3 First order condition Derivation, case 3 (N given, zF variable)

aES aCS ðg

ðP ðg òP

aEt
AP

s

(a) The FOC # = 0 is derived as follows. The general forms of g and Co given by (a.13)

and (4.3) now apply. sening j = P in (4.lg),and noting ,n"þ=*#,and that from (4.3)

àc^

Ë = 0, then (4.19) reduces to :

+o+pÙ'àP

Now,from (4.13) #=#lu,.#V#
_1, òv ðLF ðq-'- aLF òq òp

Substituting (44.3) and(4A.12) inro (44.11) yields :

Setting # = o yields the Foc result :

- âv àLFP-a__'ALF òq

The FOC + = 0 is derived as follows. Setting j = Fin (4.jg)and evaluaring,
AF

(b)
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AEs ðCs ôs +P ðq

AF ðs AF AF AF

and Formulation

(44.1s)

).#lo,u 
(44 16)

òg _ðu àv

AF - ðF- aLF
+

ALF

àF
Now, from (4.13)

Substitnting (4A.3), (4A.14) and (44.16) into (44.15) :

aES

¿p =-ø
(au ar(amao| 

-r_l 

____i_J-

[r"'azr[ aq òF'
a¿Fl I av I

ul).ulo
ðv ðLF àa+o-- ''ðtr ãq AF

òLF àq

ðq AF

àco

ðco

AF

q

,8

( a, ðv aLFl ðvl I
= -o[r" + ¿u ¿,la* *lo,a)

Setting # = o yields the FoC result :

ðr
(4A.t7)

(44.18)

(44.1e)

(41^.20)

+
ðv àLFl *4 l= r"o

ALF ðF l¿ 
' ar rF,A ) AF

44.4 First Order Condition Derivation, Case 4 (LF and N both variable)

The FOC + = 0 is derived as follows. The general forms of g and Co Eivenby (a.13)
AN

and (4.3) still apply. Setting j = Nin (4.19) and evaluating,

Now, from (4.I3)
AN ALF ALF ðq AN

Substituting (44.3), (4A.14) and(4A.20 ) into (4A.19) :

AEs ðCs ðg ã'o 
* PòqAN ANAN

ðs Av

ðs AN

Av ALF èq

òLF òN ALF òq

òcr-

AN

aøs

---u
dN

âv ðLF àa+o-- r-
'ALF ðq AN

ðv ALF àv ALF
+

^ Av ðLFl àCo
= -n--l --'aLF aN b aN

Setting 
#= o yields the FoC result:

ðv ðLFl òCo
=-'àLF aN E AN

(4¡^.21)

(4¡^.22)
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Chapter 5

OPTIMAL SUBSIDY AND CROSS SUBSIDY
\ryITH A LOGIT MODEL

5.1 Introduction

This chapter focuses on the behaviour of optimal subsidy when the logit probabilistic choice

model, or simply the logit choice model, the working model developed in chapter 3, is used to

predict outcomes in user choice between random and planned behaviour. One reason for this focus

is to extend the analysis of optimal subsidy undertaken in chapter 4 (which assumed the simple

random user model) to account for a more realistic interpretation of user cost. In addition, a further

aim is to address some important new bus subsidy results reported by Jansson, K. (1993) and

Tisato (1990), outcomes which result directly from the use of a random vs planned bi-modal user

behavioural model.

As discussed in section 2.6 of chapter 2, the work by Jansson and by Tisato generated two

interesting new results :

(a) multþle local optima can occur in the bus optimisation problem, one optimum each for random

and planned user behaviour; and

(b) there is a sudden and substantial increase in optimal unit subsidy when switching occurs

between random and planned behaviour.

These new outcomes create difficulties for the analyst and the policy maker. First, the

existence of multiple solutions creates additional complexity for the analyst since true optimisation

requires the identification of the global optimum from multiple local optima. Second, the sudden

increase in unit subsidy when behavioural switching occurs can distort the conventional negative

relationship between optimal unit subsidy and route patronage reported in the literature (Jansson,
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1980; Waters, 1982a; Gwilliam et aI, 1985; Nash, 1988), i.e. that unit subsidy is stronger the

thinner, or less patronised, the route.l The conventional negative unit subsidy/patronage relationship

has provided a simple and important rule of thumb for describing how subsidy per trip va¡ies

between bus routes of different demand density, and has been a useful mechanism for explaining a

key policy outcome of user economies of scale. Thus its potential demise is signifrcant.

The a priori concern of this study was, however, that the new outcomes were being driven

by the simplistic manner in which choice between random and planned behaviour is characterised in

the Jansson/Tisato model. In that model, random vs planned choice outcomes are predicted using a

purely deterministic framework2 which can predict very sudden, or knife-edge, behavioural changes

across the population of users for small changes in service levels (see discussion in chapter 3).

The aim of this chapter is to assess the robustness of these new results when random vs

planned choice is modelled using the more realistic logit choice model. The chapter addresses the

multiple local optima problem first. It explains the nature of the problem, tests its robustness, and

assesses the magnitude and severity of the problem and thus whether ignoring the problem will lead

to serious etrors in optimal outcomes. Next the behaviour of unit subsidy, and the implications for

its relationship with patronage level, are considered. The behaviour of total subsidy is then shown

to point to an important implication for subsidy policy implementation in practice. Finally, the issue

of optimal cross-subsidy between routes, which results from having a breakeven constraint

(Gwilliam et aI, 1985), is considered. The case for optimal cross-subsidy is related to the inverse

optimal unit subsidy/patronage relationship. Thus, with the behaviour of unit subsidy being

complicated by the nature of user cost, this may also have implications for cross-subsidy. Very little

work has been previously done on optimal cross-subsidy between routes.

Both Jansson (1993) and Tisato (1990) present analyses for the case of a va¡iable load

factor (Lfl and given bus size (M) (LFIN fixity case 3 of chapter 4). For consistency, and

I Jansson does discuss the implications of the sudden jump in optimal unit subsidy, but does so in the context of
high vs low frequency routes, rather than high vs low patronage routes.

2 The Jansson/Tisato model will be referred throughout simply as the deterministic chotcemodel.
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practicality, the analysis in this chapter was undertaken for the same case.3 In quantitative work, the

average bus size for Adelaide buses, N= 78 (see section 8.3.2 of appendix B) was used.

5.2 The Scope for Multiple Local Optima

5.2.1 Deterministic Choice

The possibility of occurrence of multiple local optima (I\fl-O) arises from the 2nd first order

condition (FOC) of case 3 in chapter 4 (i.e. expression (4.4I)). The LHS of (4.41) is the marginal

directa benefit of additional frequency, which is denoted here as MBF. The RHS of (4.41) is the

marginal cost of additional frequency, which is denoted here as MCF. Thus optimal frequency

exists when the marginal benefit and marginal cost of frequency enhancement are equated.

Consider MBF and MCF plotted against F. As shown in chapter 4, MCF (i.e. ðC/ðfl is

constant for a given bus size, thus the MCF schedlle will be horizontal. On the otlter hand,, MBF

declines as Fincreases. The reason for this is that, for any given patronage (q) level, as marginal

increases occur in 4 user cost falls by progressively smaller amounts, thus MBF, declines. In any

given situation, there are two MBF schedules, MBF, and MBFr, one coffesponding to each user

behavioural mode (random and planned).s The three functions MBF,, MBF. and MCF are plotted

against frequency, Fin Figure 5.1 for a given q value. The MBF, schedule lies above the MBF,

schedule since, as shown in chapter 3, when headway (and thus frequency) varies, user cost is more

responsive under random than planned user behaviour.

As with any FOC, economic surplus reaches a peak with respect to variation in the relevant

optimising variable (in this case F) whenever the FOC holds, which here is when MBF = MCF. ltis

clear from Figure 5.1 that, for a given behavioural mode, this holds at only a single F value, and

thus there is only a single peak in economic surplus. Denote the Fvalues where this occurs (i.e.

3 Jansson's analysis is complex, mainly due to the fact that the analysis is generalised by making the values of
time savings a function of the length of delay experienced by users. The analysis here was restricted to the case
where the values of time savings are independent of the length of delay, a case also considered by Jansson.

4 See footnote23 of chapter 4.

5 The subscripts r andp continue to refer to random and planned behaviour.
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$

Figure 5.1 : Optimal Frequency Determination,
Random and Planned User Cases
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where MBF = MCÐ as F,* and Fp* for the two modes of behaviour respectively. Therefore, if

users always behaved in accordance with a single behavioural mode, either random or planned, then

there would be no scope for MLo, with a single optimum occurring at Fr* or Fr* respectively.

As argued in chapter 3, however, users tend to choose a different behavioural mode in

different situations : random behaviour tends to occur at higher frequency levels, and planned

behaviour at lower frequency levels. In the detetministic choice model, all users act in a random

fashionwhenF)F,o,inaplannedfashionwhenFcF",andareindifferentwhenF=F.,withall

switching between modes occurring when F = F,. MBF therefore corresponds with either MBF,or

MBF p depending on the size of F. The effective MBF schedule, denoted MBF 
", 

is :

MBF" = lf F<F,
(s.1)

MBF, if F>F"

Tìhe MBF" schedule is illustrated in Figure 5.2, with its main feature being a sudden vertical

discontinuity in MBF" at { resulting from the sudden switching of behavioural modes.

The possibility of MLO now arises because of the existence of this upward vertical

discontinuity . If MCF does not pass through the discontinuity, then MBF, and MCF will continue to

cross only once, resulting in a single local (and thus global) optimum. However, If MCF passes

through the vertical discontinuity in MBF", as is the case for the situation drawn in Figure 5.2, MBF"

and MCF will cut twice, and so twin local optima will exist concurcently at F,* and $x (Tisato,

1990).

5.2.2 Probabilistic Choice : The Logit Model

Now consider the more general case in which choice between random and planned

behaviour is modelled by the logit model (defined by expression (3.66)). With respecr ro rhe MLO

issue, the framework of the problem is essentially the same as for the deterministic choice model.

6 F, is the critical frequency, the frequency equivalent of the critical headway, Hr, i.e. F, = 60/Hr. Recall from
chapter 3 that H, is the headway at which random and planned deterministic user cost are equal,-with users
therefore being indifferent between behavioural modes.
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Figure 5.2 : Derivation of MBFeSchedule,
Deterministic Choice Case
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The difference, however, is in the way switching occurs between behavioural modes and the impact

this has on MBF".

Once choice outcomes are predicted by the logit model, rather than all users suddenly

switching modes at Fr, the change in behavioural mode across the population of users is more

gradual, occurring over a range of F values. This was demonstrated in Figure 3.9 which showed

the probability of random behaviour P(r), and thus the proportion of users acting randomly À,

changing over a spectrum of H, and thus 4 values. The implication for the MBF" schedule is that,

rather than there being a sudden vertical discontinuity at { (as in Figure 5.2) with MBF"switching

completely ftom MBF,to MBF. at that point, there is a more gradual transition over an Frange.

MBF" will be the weighted average of MBF for the two behavioural modes as follows :

MBF"= R.MBF, + P.MBF. 6.2)

where R and P (= 1-R) are the proportions of random and planned users

and rR = P(r) is given by expression (3.66)

The resulting MBF, function is graphed against F in Figure 5.3 for a number of values of

the logit scale parameter p, the parameter which is an indicator of the rate at which users switch

from random to planned behaviour as F approaches F. (see discussion of p in section 3.8 of chapter

3).7 The higher is ¡r, the more rapid will be the switching. The deterministic choice model, where

all switching occurs when F = F, (thus the vertical upward discontinuity in MBF"), coincides with

having F = - in the logit model. As p declines below this extreme polar value, the sudden vertical

discontinuity in MBF" disappears. Figure 5.3 shows that, if p remains relatively high (e.g. lL = 2),

the F range over which switching between modes occurs, and thus over which MBF" switches

between MBF, and MBF., is relatively small. With switching occurring over such a small F range,

the p - 2 case displays a rapid vertical rise in MBF"in the neighbourhood of F", but the rise is now

continuous rather than discontinuous (as in Figure 5.2), with MBFrtherefore having a positive slope

over a range of F values.

7 Figure 5.3 was derived using the middle parameter value set (PV Set 2) in Table B.6 in appendix B, and 4 =
220, apafronage level which yields MLO for the resulting curves.
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Figure 5.3 z MBF"Schedules for Various p Values
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As the size of p continues to decline in Figure 5.3, switching between behavioural modes

occurs more gradually over a progressively greater F runge, with the positively sloped portion of

MBF" becoming increasingly flatter. For ¡r = 1.0, MBF" continues to have a positively sloped

segment, but as p declines further, for example, Þ = 0.5 (and all smaller p values), the positively

sloped portion of MBF"eventually disappears, with the slope becoming negative throughout.

Provided cases such âs p = I and p = 2 exist, where the slope of MBF, changes from

negative, to positive, and back to negative as F declines, i.e. there is "folding" in the MBF,

schedule,s the possibility of MCF cutting the MBF" schedule more than once, thus resulting in

MLO, will exist.e Note, however, that as p declines, and the extent of MBF"folding diminishes, so

too does the scope for MLO also diminish. Further, once the slope of MBF" becomes negative

throughout (e.g. for F = 0.5), MLO are no longer possible since a horizontal MCF schedule can then

only ever cut MBF once. If the critical p value at which the slope of MBF"just commences to

become negative throughout is denoted as pc, it can then be concluded that :

(a) MLO are possible onl:¡ if ¡t>¡t"; and,

(b) when ¡t>¡Lr, the closer IL gets to llc the smaller the scope for the possible existence of
MLO.

Finally, note also that, to the extent that the deterministic choice model generates the greatest degree

of "folding" of MBF", then it also provides the greatest scope for MLO.

5.3 The Significance of the Multiple Local Optima problem

It is quite clear from the above discussion that MLO are possible when using both the

deterministic and logit choice models. How important and significant, however, is the MLO

problem? This question is addressed in this section through two quantitative assessments :

8 The upward vertical discontinuity inthe MBF"schedule at Frinthe deterministic choice case can be thought
of as an extreme case of "folding" in the MBF 

" 
schedule.

9In Figure 5.3, when MLO do occur, the MCF schedule will cut MBF"threetimes : twice where MBF"has a
negative slope, and once where MBF is upward sloping. The first two local optima are points of economic
surplus maxima, but the latter is a point of economic surplus minima since, as F increases towards the local
optimum, marginal benefit is below marginal cost.

User Economies of Scale and OptimøI Bus Subsidy
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In the first assessment, a comparison is made of the likely size of p in practice with F., the

critical value of p below which the slope of MBF" is negative throughout thus eliminating the

scope for MLO. The likely magnitude of p in practice was discussed in section 3.8.3 of chapter

3, where a range of p values were reported in Table 3.6 for different parameter value sets and

different rates of switching between random and planned behaviour. The first assessment

approach estimates the value for p", enabling a comparison with the p values in Table 3.6.

. In the second assessment, the range of patronage (q) levels for which MLO occur are estimated.

This approach is useful because it provides an indicator of the proportion of demand situations

in which MLO are possible. The assessment is undertaken using the polar deterministic choice

model. Although, it has been argued that this is an unrealistic cha¡acterisation of user choice,

since the scope for MLO is greatest in such a model, the assessment will provide an upper

estimate of the MlO-generating patronage range. Figure 5.4 illustrates the basis and rationale

for the assessment. The figure presents MBF" schedules for three arbitrary patronage levels :

low (q), medium (qù and high (qr). The higher the patronage, the higher the position of the

MBF, schedule since the greater is the number of users benehting from an increase in frequency

(Ð, For the lower and upper MBF" curves, with MBF" and MCF intersecting only once,

yielding a single optimum, patronage at these levels is therefore respectively too low and too

high to yield MLO. On the other hand, the middle MBF" curve in the figure is an example of a

case where MLO do exist. As patronage rises or falls from this medium level, the MBF"

schedule is shifted up or down. Clearly, therefore, only a limited range of patronage levels

clustered around q, would actually yield MLO outcomes. The second assessment approach

estimates the size of this MlO-generating patronage range, with the smallest and largest

patronage levels of the range being denoted e^¡nand qo_,.

These two assessments were quantified using the three parameter value sets presented in

Table 8.6 of appendix B, and for the four bus sizes discussed in Appendix B (see section 8.3.2).

The results are presented in Table 5.1. The table reports, for each PV selbus size combination, two

results. First, q^,n and q^o,, which define the range of MlO-generating patronage levels, are

estimated, with the size of the range (q^* - e^¡) then expressed as a percentage of the range's

midpoint, Wà. The secon¿ ."*f, reported is the critical p value, p", which results when 4

User Economies of Scale and Optimal Bus Subsidy
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Figure 5.4 z MBF"schedules for Low, Medium and High patronage cases
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, i.e. the pc value when patronage is in the middle of the Mlo-generating range of

Table 5.1 : Summary of Multiple Local Optima Investigation Results

a Parameter Value Set l

Smin

Q-ì,
Eo diff
lLc

Mini
49
51

3.4
1.1

Midi
77
82

6.1

0.6

Rigid
120
r33

10.1

0.4

Artic
r54
175

12.5

0.33

a Parameter Value Set 2

Çlmìn

Qmin

Vo diff
þc

Midi
122

t29
4.9

I

Risid
196
212
8.0
0.6

Artic
254
28t
10.1

0.5

Mini
75
77

2.6
2

a Parameter Value Set 3

Q-i,
Qmin
Vo d.iff

lLc

Mini
97
99

2.1

3

Midi
160

167

4.0
1.4

Rigid
259
278
6.9
0.8

Artic
339
310
8.8

0.65

All results were determined by trial and enor. The pc values were identified by inspection

from a plot like Figure 5.3, with an input p value being varied until the slope of the MBF" schedule

just becomes negative throughout. The p value at which this occurred was judged by visual

inspection of the plot, and as a result, the p, values reported are approximate only, but sufficient for

considerations here.

Consider first the logit model pc results. The key feature of the results in Table 5.1 is that,

for all PV seVbus size combinations considered, p" is greater than the potential "in practice" ¡l

values reported in Table 3.6 of chapter 3, and usually considerably geater. In contrast, it was

established in section 5.2 tbat p > p, is required in order for MLO to be possible. It can be

concluded, therefore, that if a logit model is used to predict choice by users between random and

planned behaviour, as it is in this study, then it will only be in the rarest of cases that there will be

even a possibility of MLO occurring. As a result, the MLO problem can effectively be ignored in

the quantitative work in the remainder of this study.
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The MlO-generating patronage range results in Table 5.1 are also interesting. The meagre

size of the MlO-generating patronage range, e^* - e*¡n, particularly when expressed as a

percentage of the range's midpoint, indicates that, even if random vs planned user choice was

characterised by simple deterministic choice, thus maximising the chances of MLO existing, the

range of patronage conditions which would generate MLO would be rather small. In other words,

referring back to Figure 5.4, only a small variation in q away from qris required to shift the MBF"

schedule away from an MLO situation.

As a final point, note that, although MLO situations are likely to be uncommon, if such a

situation did arise, the number of local maxima is likely to be small. In the case of the deterministic

choice model, two local maxima would occur. Using the logit choice model, the number of local

maxima would also be two. Two maxima would also result if other probabilistic choice models

were used, provided they contained a distribution for the disturbance termsfien) (see section 3.8.1

of chapter 3) which was uni-modal (as it is in the logit model, and in other often used probabilistic

choice models, e.g. the linear probability model, and the probit model (Ben-Akiva and Lerman,

1985)). Therefore, even if an MLO situation did arise, with only two maxima likely, the task for the

analyst trying to identify the global optimum will be relatively manageable.

The over-riding conclusion from the analysis here is that the general possibility of MLO

existing in the bus optimisation problem is low. If user choice between random and planned

behaviour is predicted by a probabilistic choice model, such as a the logit model used in this study,

then the nature of such a model in practice suggests that there is unlikely to be any scope for MLO.

As a result, no further consideration need be given to this issue in subsequent chapters.

5.4 Optimal Unit Subsidy

5.4. 1 Deterministic Choice

The second key new result reported by Jansson (1993) involves the behaviour of optimal

unit subsidy, "*. Jarrsson notes that for any given level of frequency, 4 the corresponding s* will

always be greater for random behaviour than planned. As a result, when frequency reaches a level

at which users switch from planned to random behaviour, there will be a concurrent sudden jump in
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the size of s*. Although not spelt out explicitly by Jansson, the interesting thing about this outcome

is that it has important implications for the conventional negative relationship between unit subsidy

and patronage level.

To commence with, consider the relationship between optimal unit subsidy and patronage

for random and planned behaviour separately. Consider Figure 5.5 which plots average total cost

(ATC), marginal social cost (MSq and optimal unit subsidy 1s*¡ for the two behavioural modes.ro

ATC and MSC arc plotted because "* i, d"riued from them. Recall from chapter 4 that ATC

declines as patronage increases because of the positive externality to all users associated with the

additional frequency required to cater for the extra demand, although the rate of decline is

dampened by the negative passenger congestion externality arising from the additional users (see

discussion in section 4.4.4 of chapter 4). As a result, M,SC lies below ATC, withthe gap between

ATC and MSC being a measure of the net positive externality at the margin. Optimal unit subsidy,

"*, 
*as shown to be also exactly equal to the marginal net externality, and thus the gap between

ATC and MSC.

The main feature to note from Figure 5.5 is the fact that the entire s* schedule for random

behaviour lies above that for planned behaviour. This is due to the gap between ATC and MSC

curves, and thus ,*, being a function of the slope of ATC. The steeper the ATC curve, the bigger

the gap (the marginal net positive externality), and thus the bigger is s*. Therefore, since the ATC,

schedule is steeper than the ATC. schedule, at any given patronage level, then s* is always greater

for random behaviour than planned.

The continuous negative slope of the unit subsidy schedules in Figure 5.5 illustrates the

important conventional negative relationship between optimal unit subsidy and patronage level, i.e.

optimal unit subsidy is greater the thinner or less patronised the route (e.g. Waters,lgg2a;Gwilliam

et al,1985). The relationship is explained as follows. The lower the patronage level, the lower will

10 All quantitative work and resulting figures in the remainder of the chapter, including Figure 5.5, are based
on parameter value set 2 in Table B.6 of appendix B.
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Figure 5.5 : Average Total Cost, Marginal Social Cost and Optimal Unit Subsidy
Schedules for Random and planned Behaviour
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be the frequency, F, required to accommodate it. The lower F is, however, the greater the marginal

positive externality from additional frequency, and thus the greater the optimal unit subsidy.

Now consider optimal unit subsidy when the deterministic choice model predicts

behavioural mode choice by users, as it does in the Jansson model. When paftonage, q, is low,

optimal frequency, F*, will also be low, yielding planned behaviour on the part of all users, and

optimal unit subsidy in accordance with the s*o schedule. As 4 increases, so too does F*.

Eventually, q and F increase sufficiently that all users switch at exactly the same time from planned

to random behaviour, as predicted by the deterministic model (see chapter 3). Accordingly, optimal

unit subsidy will suddenly increase to coincide with the s*, schedule, as suggested by Jansson. If
the patronage level at which switching from planned to random behaviour occurs is denoted as the

critical patronage, e", the "effective" s* schedule will then consist of the composite cuwe abcd

illustrated in Figure 5.6, following the s*o schedule when e 1 e", and the s*, schedule when q > q".

The sudden vertical jump in the size of s* at 4" reflects the bigger gap (at any given q) between

ATC and M^SC under random behaviour than planned.

The sudden increase in optimal unit subsidy at 4., resulting in the composite unit subsidy

schedule abcd in Figure 5.6, is an important result because it challenges the conventional negative

relationship between optimal unit subsidy and patronage. In this setting, it is no longer possible to

claim that a lower patronage levelwill have an associated higher optimal unit subsidy, s*. To

assist in illustrating cases in which the relationship is broken, denote points b andc in Figure 5.6 as

the planned and random unit subsidy levels at q, wherc switching occurs. Then, denote point e as

the planned unit subsidy exactly equal to random unit subsidy at point c, and point/as the random

unit subsidy exactly equal to the planned unit subsidy at point å.

using these reference points, a number of observations can be made :

The negative relationship applies when the patronage levels being compared a¡e either both

bigger, or both smaller, than q,.

For comparisons of patronage levels either side of e,, i.e. one bigger and one smaller than q,,

the negative relationship still applies provided there is a large enough gap between the

a

a
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Figure 5.6 : Optimal Unit Subsidy Schedule for Deterministic Choice Model
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patronage levels being compated. For example, unit subsidy at all point to the left of point e is

greater than unit subsidy at all points to the right of point c. The same is true of comparisons of

points to the left of point b andto the right of point/

. There are many comparisons, however, of points in the range eb with points in the range cf for

which the negative relationship breaks down. For example, unit subsidy at a point half way

between b and e has lower unit subsidy than a pointjust to the right of c.

5.4.2 The Logit Choice Model

The key question to now a4dress is whether a similar distortion of the conventional optimal

unit subsidy/patronage negative relationship also holds when a logit choice model is used.

As discussed in chapter 3, compared to the deterministic choice model, the logit model

generates more gradual switching between planned and random behaviour as frequency, F,

increases. rWith F* increasing gradually as patronage (q) grows, the ransition between planned and

random behaviour, and the nansition of s* from ,*o to ,*, ul.o occurs gradually over a range of

patronage levels, rather than at q, as in Figure 5.6. This is evident in Figure 5.7 which presents the

"* "u*", 
generated by the logit choice model for the range of p values discussed in section 3.8.3 of

chapter 3, plus the s*o and s*, schedules from Figure 5.5 as reference schedules. The vertical

discontinuity in s* has now disappeared, and has been replaced, in each p case, by a smooth

continuous curve which approximates sp at low demand levels, and gradually approaches s, as

patronage level (and F) increases. All of the logit unit subsidy curves in Figure 5.7 display a

gradual üansition of s* from ,*n to ,*,. The lower is p, the more gradual is the switching from

planned to random behaviour, and thus the more gradual is the transition of s* from s*o to .r*,.

Figure 5.7 illustrates that, even when a logit choice model is used (rather than the simpler

deterministic choice model), Ihe potential still exists for the conventional negative relationship

between optimal unit subsidy, .e*, and patronage, q, tobe broken. In Figure 5.7, the relationship is

broken in each of the p cases considered, evidenced by the existence of upward sloping segments in

the s* schedules, over which ,* inrr"or"s with q. However, as the value of ¡r falls, and thus

switching becomes more gradual, two patterns emerge. First, the patronage range over which the

s* schedule has a positive slope gets smaller. Second, the positively sloped portion of the s*
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Figure 5.7 : Optimal Unit Subsidy for Logit Choice Model
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schedule becomes flatter (and for small enough p values, would revert to having a negative slope

throughout). Both these patterns suggest that, the smaller p is, the fewer the number of patronage

comparison cases where the conventional negative relationship would be broken. A final result to

note is that, in some circumstances, for example the p - 0.03 case, for optimal unit subsidy to be

relatively constant over which a wide range of patronage levels.

In summary, Jansson's analysis, and the behaviour of optimal unit subsidy in Figure 5.7

here, suggest that the conventional negative relationship between optimal unit subsidy and

patronage Ievel does not hold as a generql rule. The inüoduction of bi-modal user behavioural

choice raises the possibility for the conventional relationship to be broken, making it difficult in

speculate, a priori, the direction of the relationship for any given pair of patronage levels. However,

the more gradual switching between planned and random behaviour occurs, the fewer the cases

where the conventional relationship is broken.

5.5 Optimal Total Subsidy

Consider next the behaviour of optimal total subsidy, ,S*. Figure 5.8 plots S* for the range

of logit ¡t values considered in Figure 5.7, plus ,S* for the random and planned cases (,S*, and .ixo)

as reference schedules. ,S* rises steadily with patronage level in all situations. With a logit model,

S* displays a gradual transition between S*o and .S*, as q rises, in line with similar behaviour of unit

subsidy in Figure 5.7. The larger the logit scale parameter p, the more rapid the switching between

modes, and the more rapidly S* grows over a progressively shorter q range whilst switching occurs.

In the polar case of tt - - (the deterministic choice model) there would be a sudden vertical jump in

,S from Sp to ,S, at the patronage level at which switching occurs. Such an outcome is best

approximated in Figure 5.8 by the p = 0.22 case.

The behaviour of ,S* is an interesting issue from a policy perspective. First, policy makers

concerned with implementing optimal outcomes which lead to economic effrciency must be

prepared (based on Figure 5.8) to continually increase total subsidy as patronage rises. This is not
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an unusual outcome, however, and need not cause problemsll. Secondly, and more importantly, as

patronage grows through the range over which behavioural mode switching occurs, successive

increments in patronage require greater increases in subsidy to maintain optimality. This is

suggested by the steepening in Figure 5.8 of the S* schedule over this range. Further, the bigger the

logit scale parameter, the greater the ,S* increments, and the smaller the q range over which they

occur. Consequently, in cases of relatively large p values (implying rapid switching behaviour), Sx

will grow quite rapidly for relatively small increments in demand.

This suggests that, in some circumstances, policy makers interested in maintaining optimal

economic outcomes will be faced with a need to implement quite signifrcant jumps in ,S* over

possibly quite short periods of time as growth in patronage occurs. This would be the case when

patronage levels approach the range over which mode switching occurs, and when patronage is

growing rapidly. In the real world, there are often political and financial constraints which may limit

the rate at which ,S* can be increased. If this is the case, policy-makers will need to at least be

aware of projected ,Sx values, and if possible attempt to manage the situation, for example by

earmarking funds on a more gradual basis in advance. Of course this in itself would have

associated opportunity costs, requiring careful overall consideration of what might constitute

optimal policy.

Figure 4.10 in chapter 4 showed that total subsidy behaved in a tairly consistent manner

across the load factor (LF)/bus size (M) fixity cases 2, 3 and 4 considered in that chapter. One

could therefore expect the above analysis, undertaken for LFIN case 3 (LF variable, N fixed), to also

apply fairly well to cases 2 and 4. Figure 4.10 showed quite different total subsidy behaviour,

however, for LFIN case 1 (LF and N both fixed), and so it is worth briefly focusing on this before

moving on.

Figure 5.9 plots, for LFIN case 1, S* for the random and planned cases plus for three logit ¡r

value cases. Although S*o and S*, do display some degree of response to changes in patrona ge (q),

11 Although there may perceived limits to how high total subsidy may rise, as has increasingly been the case in
many cities in recent times, including Adelaide, due to public finance constraints and scope to reduce costs
through productivity improvements (see discussion in sections 2.1 and2.2 of chapter 2).
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the responsiveness is rather mild,l2 thus S* is relatively stable for both individual mode cases. This

is certainly true when one comp¿ìres the responsiveness of S*. and S*o here with that for ZFIN cases

2,3 and 4 in Figure 4.10. In the logit cases in Figure 5.9, there is also considerable stability at

patronage levels outside the range over which switching occurs, where planned and random

behaviour are the norm respectively. Within the switching range, however, there is a much more

pronounced response. Although the rates of response during switching are similar in magnitude to

those for LFIN case 3 in Figure 5.8, there is now a greater conüast with the otherwise relatively

stable unit subsidy levels. One could expect, therefore, that implementation problems faced by

policy makers could be much more pronounced inLF1N case 1.

5.6 Optimal Cross-Subsidy

The final area of focus of this chapter is the question of optimøI cross subsidy between

routes when the operator is required to meet a financial breakeven constraint across a collection of

routes. The case for having positive route cross-subsidiesl3 in the optimum has been previously

established and discussed in the literature (Nash, 1982; Gwilliam et al, 1985; Evans, 1987). It is an

important argument because cross-subsidies are usually associated with undertakings and

enterprises in a non-optimal context, whereas here the outcome is part of the optimal solution. The

aim of the analysis here is to assess the impact on cross-subsidy result of the introduction of the logit

model of user behavioural choice. The a priori suspicion was that, with cross-subsidy being closely

related to first best unit subsidy, the fluctuating movements in unit subsidy discussed in section 5.4

may produce similar movements in cross-subsidy.

12 In chapter 4, the S* vs q schedule (see Figure 4.10) was horizontal for ZF|N fixity case 1. This was due to
the assumption that buses were perfectly reliable (o = 0). In contrast, Figure 5.9 was constructed with o > 0,
producing non-constant S* (- the influence of service unreliability on subsidy is addressed in detail in chapter
6).

13 Cross-subsidy is defined (Gwilliam et at, 1985) as having economic profits on some routes financing
economic losses on other routes.
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5.6.1 Second Best Financially Constrained Ootimisation

Optimal cross-subsidies between routes are the outcome of the bus optimisation problem

when it is subject to an overall financial breakeven constraint across a group of routes (Gwilliam er

aI,1985). With the requirement to meet a subsidy constraint, the bus optimisation problem is now a

second best problem, i.e. given that the first best optimum is not achievable, what is the best

outcome possible subject to meeting the constraint.

To illustrate the case for optimal cross-subsidies, it is necessary to reformulate the first best

optimisation problem presented in Chapter 4 (see sections 4.4.1 and 4.4.4). A general expression

for the second best constrained subsidy bus optimisation problem is :

max ES

V j policy va¡iables

subject to ,S < S.

where .S is total subsidy, and S. denotes a limiting value that S cannot exceed, with .S, > 0.

This problem can be solved by the Kuhn-Tucker non-linear optimisation technique. In this chapter,

however, the focus will be limited to the case of meeting a financial breakeven constraint. The

above inequality constraint is thus replaced by an equality constraint, plus .S, is set equal to zero

given the need to break even, i.e.

max ES

V j policy variables

subjecttoS=0(=Sr)

The Langrangean approach then transforms the problem into the following simple unconstrained

optimisation problem:

max L
V j policy va¡iables

where the Lagrangean, L = E^S + À (Sr - S)

and l, is the Lagrange multiplier, the marginal value of relaxing the subsidy

constraint by one unit (i.e. one dollar), where l, > 0.

The problem can be solved for each route individually, resulting, by definition, in each route

breaking even, and thus no cross-subsidies between routes. Gwilliam et aI (1985) have illustrated,

User Economies of Scale and Optimal Bus Subsidy



5-26
Chapter 5 : Optimal Subsidy and Cross Subsidy With a Logit Model

however, that social welfare can be further improved by maximising combined ES subject to an

overall subsidy constraint, expression (5.3) below (- a breakeven constraint in this case -),

applying across routes in aggregate,with cross-subsidy between routes í.e.

Is, : s, (5.3)

Consider the case of two routes, denoted I and2.ra The Lagrangean is then :

L= ESt + ES2+ l,(S.- S1 - S2) (5.4)

Substituting for ES and .l from (4.16) and (4.18) yields :

L = CSt + CSr+ lJ. - (1+1.) (Cpr - Pflt + C* -prq) (5.5)

where Sr = 0 in the break even case.

As discussed in section 4.4.4, for the LF|N firuty case 3 being considered here, P and F are

the policy variables to be optimised. There are thus five first order conditions (FOCs) : one for each

of the two prices, P, and Pr, one for each of the two frequencies aF, and Fr, and one with respect to

theLagrangemultiplier, À. TheFOC's +=0, +=0 and *=O (which are evaluated intheò1 òF, AÀ

chapter appendix) yield respectively :

ðv òLF, À eiI Q¡ (s.6)

(5.7)

ðL\ ðq, (1+À) ðq,lòs,

ò4 ,)=

aCp,

àF,
q

and the budget constraint Co1 - Pflt + Crz - Pzez = .1, (= 0) (5.S)

Expression (5.7) from the FOC with respectto F, yields the same result as the first best

problem in chapter 4, i.e. expression (4.41). Expression (5.6), from the FOC with respect to P,, is

the second best price, which in turn has two components. The first component is the marginal

negative passenger congestion externality, the first best price in chapter 4 (see expression 4.40)).

V/ith chapter 4 showing that first best subsidies are optimal at all patronage levels, component two

of the second best price (5.6) is a markup above marginal social cost (i.e. above first best price)

14 This is the case considered throughout this section.
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required to raise revenue so that the subsidy constraint can be met. The "constrained markup"

above first best price is denoted CMU,,i.e.

CMUi= - 
À Q¡

(1+ À) àq,làs, (s'9)

The minus sign is required because I . O.
dg¡

As Gwilliam et aI (1985) explain, other things equal, the markup will be greater where :

(a) patronage, 4,, is greater; and

(b) when patronage is less responsive to generalised cost, i.e. the smaller ðq,lð7, is, or

alternatively, the greater òS,làq, is, i.e. the steeper the generalised cost inverse demand curve.

These two effects can be integrated, however, via generalised cost elasticity of demand by

manipulating (5.6) as follows. Generalised cost elasticity of demand, e, is given by :

(s.10)

thus (5.6) becomes (s.1 1)

ðu àLF
Now, 4, ,r4ã. is the marginal passenger congestion externality, i.e. MC, - ACr. Substituting

^ -ðqs.r - arã

D_^ âv àL4 ¡, B¡r¡-'I¡ò*, 
atr- (1-À)Ç

this into (5.11), and (5.11) into I = P + AC,= P + ACo+ AÇ (from (4.5) and

that MCo = ACo since AC, is constant, yields :

l.

(4.t2)), and noting

(s.t2)

) MCo=g¡.

(s.13)

taxation literature

1986) on Ramsey

.e. generalised cost

g, = MSC, 8i
(1+1.) e8r

where MSC = MC, + MC, (whrch excludes an MCo term since from (4.3

Finally, rearranging (5.12) yields :

8,- MSci À

g¡ (1 + L)e8/

This relationship is the conventional inverse elasticity rule found in optimal

(Ramsey, 1927) and optimal pricing literature (e.g. see Brown and Sibley (

prices). It indicates that the percentage markup of generalised cost above MSC (i

in a first best setting) is inversely proportional to the elasticity of demand.

Under these optimal outcomes, for there to be no cross-subsidy between routes, each route

would have to (simultaneously) exactly cover its average producer costs. That is the markup on
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each route would have to be exactly equal to the first best unit subsidy on each route. If this exact

outcome does not eventuate, then, given the overall breakeven requirement, one route must be over-

recovering costs and the other route under-recovering, with :

. the profit making route cross- subsidising the loss making route; and

¡ the loss making rotte being cross-subsidisedby the profit making route.

The breakeven consffaint requires that total subsidy, ,S, be identical in size, but opposite in

sign, for the two routes, i.e. ,S, = -^Sz. Thus optimal cross-subsidy, CRS, is the absolute value of S

on either route :

cRs= lql

Denoting CRS n as the cross-subsidy from route I to route 2, then :

CRS12- -S¡ = Sz = - CRS2. (5.14)

5.6.2 Generating a Constrained Optimal Solution

An optimal solution can be generated using the five FOC's ((5.6) to (5.8)) to solve for the

fivevariablesPl,P2,Fl,FrandÀ,foranygivenpairofpatronagelevels qrandqr. First,optimal

frequencies F,* and. Fr* canbe determined by solvin g (5.7) for each route, given q, and. qr. Then

P,*, Pr* and l,x can be determined by solving the remaining three FOC's. This is done by

substituting (5.6) for P, andP, in (5.8) and solving to yield l.*. Thus (5.8) becomes :

where X=\C,,
i

,S-=X-Y+ L z' (l+1,)
(s.1s)

(s.16)

(s.17)

(s.18)and

Y

Z

andrearranging (5.15) yields :

À --
Sr+Y-X

S, + Í- X-Z
À* can then be substituted into (5.6) to yield p,* and, pr* .

(s.1e)
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5.6.3 Simulation Results

To illustrate the case for cross-subsidies, and more importantly to investigate the impact on

cross-subsidy of using the logit model to predict choice between random and planned behaviour, a

number of simulation runs were undertaken using the exponential demand function given by

expression (4.14) in chapter 4. All the simulation results were constructed by setting q,¡ at some

selected level, then observing how CR,S, changed as 42 was varied. The results are summarised in

Figures 5.10 to 5.12.

For the exponential demand model, from (4.14), -44,- = -þq, ,thus (5.9) becomes :
dB,

CM(li= I
(l +t)Þ (5'20)

That is, for any pair of patronage levels q, and ez, the markup will be the same on both routes.ts

Then, from (5.6), optimal second best price becomes :

ðy ðLE ?rI'¡=4¡ òt1 an, 
* (l.DP 6'21)

Thus, when comparing two routes, with an identical markup for both routes, the direction of cross-

subsidy will depend completely on the relative size of first-best unit subsidies :

Result I : for an overall breakeven outcome, it must be the case that the route with the lower first-

best unit subsidy wiII be cross-subsidising the route with the higher ftrst best unit subsidy.

This is an important result which forms the underlying basis of the assessment of cases below.

Consider first the situation where users act in either a random or planned manner. Figure

5.10 plots four single behavioural mode schedules of CRS,, (the cross-subsidy from route 1 to route

2) : three schedules are for random user behaviour, one for each of three q, values (et = lOO,2O0

and 300), and the fourth schedule is for planned user behaviour for the e t = 200 case. In each case,

CRS12 > 0 when Qt ) Qz, and CRSt, < 0 when e1 1e2, that is, the higher patronage route always

cross-subsidises the lower patronage route, consistent with findings in the literature (Gwllltarn et aI,

1985; Evans, 1987). This occurs because, as shown in Figure 5.5, for single behavioural mode

cases (random and planned), first best unit subsidy is always lower on higher patronised routes (i.e.

ls But for each different patronage pair, À* will change, and thus so will the markup.
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the conventional negative relationship discussed in section 5.5). It then follows from result I that a

higher patronage route will cross-subsidise one of lower patronage.

Note also in Figure 5.10 that CRS12 = 0 when et = ez since both the second best markup,

and the first best unit subsidy, will be the same on both routes. Further, the bigger the difference

between q, and ez, the greater the magnitude of cross-subsidy. Finally, note that the planned

behaviour model generates lower cross-subsidies, and thus a flatter cross-subsidy schedule, than

does the random behaviour model. This is due to the first best unit subsidy schedule being flatter

under planned behaviour (see Figure 5.5), and thus the differences in first best unit subsidy between

a given pair of patronage levels, and correspondingly the level of cross-subsidy, will be lower.

Now consider the more interesting question of how cross-subsidy behaves when planned

and random behaviour are considered simultaneously in a discrete choice framework, specifically,

the logit choice model. The resulting cross-subsidy outcomes are surtmarised in Figures 5.11 and

5.12 for two cases, where 8t = lO0 and 300 respectively.ló In each case, cross-subsidy results are

presented for a range of logit p values, plus the random and planned schedules (CRS r2p and CS pr)

are also plotted for comparative purposes.

ln Figure 5.11, consider first the case of p = 2, in which switching occurs very quickly (and

therefore approximates the simple deterministic choice model). For q, values below e", CRSpis

almost identical to that which occurs under pure planned behaviour since that is in fact the

behavioural mode at both patronage levels. Once q, approaches 4", however, there is a rapid switch

to random behaviour on route 2, but importantly, with 4, still I er, behaviour on route 1 is still

planned. We therefore now have different behavioural modes on the two routes. With a switch to

random behaviour on route 2, there is a corresponding sudden increase (see Figure 5.7) in first best

unit subsidy on that route. 'With first best unit subsidy on route I unchanged, result 1 suggests that

there should be a rapid relative shift in revenue raising from route 2 to route 1, resulting in the

16With 8c=22O boardings/trour, these twoqtvalueswerechosentoyieldadifferentmodeof behaviouron
route I in each case (planned behaviour when 4, = 100, and random when q, = 300). In contrast, the mode of
behaviour on route 2 will vary as 4, varies, starting with planned behaviour when q2is low, and gradually
switching to random as 4, is approached and exceeded.
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sudden rise in the cross-subsidy schedule evident in Figure 5.11. The rise in first best unit subsidy

on route 2 is so great that it now exceeds that on route 1, leading to CRS, moving from negative to

positive. As ez increases further, first best unit subsidy on route 2 declines gradually and thus so

does cross-subsidy.

The other logit curves in Figure 5.11 reflect less rapid switching from planned to random

behaviour on route 2 as q, approaches e". As a result, the need to increase the relative proportion of

revenue raising from route 2 to route 1 changes more gradually, requiring a more gradual change in

cross-subsidy compared to the rapid change experienced for þ = 2. Note the close relationship

between the cross-subsidy schedules here and the corresponding first best unit subsidy schedules in

Figure 5.7. The more gradual the change in unit subsidy in Figure 5.7, the more gradual the change

in cross-subsidy in Figure 5.1 1.

A similar, but almost symmetrical pattern of outcomes occur in Figure 5.12 for the case of

et = 3OO. In this case, qr ) qr, thus there is always random behaviour on route 1. When e2 also

exceeds er, behaviour on route 2 is also random , and thus the logit schedules lie close to the pure

random cross-subsidy schedule. As q, declines towards er, there is switching of behaviour on route

2 to planned. This causes route 2 first best unit subsidy to decline, implying the need to shift

relative revenue raising efforts from route 1 to route 2, resulting in a corresponding decline in the

cross-subsidy from route I to route 2. If p is large, e.g. lL =2, switching is very rapid, and the

corresponding decline in cross-subsidy is also rapid. As p gets smaller, and so switching is more

gradual, so too the rate of change in cross-subsidy is more gradual.

The behaviour of cross-subsidy depicted in Figures 5.11 and 5.12 under a logit model

differs in several respects from that reported in the literature and from the single behavioural mode

cases in Figure 5.10. First, it is no longer necessarily the case that high patronage routes always

cross subsidise low patronage routes. In some circumstances the reverse may occur, with high

patronage routes being cross subsidised by low patronage routes. Consider for example, the case in

Figure 5.12 of F = 0.1 1 when qrlies approximately between 105 to 2t5. Over this q, range, CRS 12

is negative and thus route 1 is being cross subsidised, yet route t has the higher patronage (300).
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Second' it is no longer necessarily the case that the magnitude of cross-subsidy increases

when the difference in patronage between routes gets larger. For example, in Figure 5.12 when p =

0.11, as qtfalls over the approximate range 165 to to 105, the magnitude of cross-subsidy declines,

yet the patronage difference has grown.

Third, as the difference in patronage between routes gets larger, it is no longer necessarily

the case that cross-subsidy changes uniformly. It can now change rapidly in some circumstances

(e.g. the F = 2 example) and slowly in others (e.g. when þ = 0.03, there is quite a wide range of q,

values over which cross-subsidy remains relatively stable, especially in Figure 5.11).

Fourth, in the single behavioural mode cases in Figure 5.10, the only time when CRS', = 0

was when 4t = ez. However, once a logit model is used to predict choice between modes, CRS,2

can also equal zero even when et * ez. In the þ = 2 and 0.11 cases in both Figures 5.I! and 5.12,

CRS 12 = 0 at two other q, values. This occurs because, for these ¡r values, switching occurs rapidly

enough to cause a change in CrR,S2 which is large enough for CRS, to change sign. In contrast, for

the p - 0.03 case, switching does not occur rapidly enough for this to occur, and so q, = q, is the

only location where CR,S/2 - 0.

Overall, inftoduction of the logit model has had a significant impact on optimal cross-

subsidy analysis, making it more difñcult to predict a priori how cross subsidy will behave.

5.7 Chapter Summary and Conclusions

The aim of this chapter was to investigate the influence on bus subsidy analysis of using a

probabilistic logit model to predict the outcome of the discrete user choice between random and

planned behaviour. One reason for doing so was to extend the analysis of optimal subsidy beyond

the single behavioural mode analysis of chapter 4. In addition, there was a need to test the

robustness of recent new results in the literature (which were derived using a simpler, purely

deterministic, behavioural mode choice frameworþ : the existence of multþle local optima in bus

optimisation; and sudden increases in optimal unit subsidy as behavioural mode switching occurs.

The chapter also considered optimal total subsidy, and optimal cross-subsidy, an aspect of user

economies of scale subsidy analysis which has received limited attention to date.
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The chapter demonstrates that scope exists for multiple local optima (MLO) in both

deterministic and probabilistic (logit) discrete choice frameworks. When a logit model is used, the

scope for MLO depends on the rate at which users switch between random and planned behaviour,

the indicator of which is the logit model scale parameter p. The more gradual the rate at which

switching occurs (i.e. the smaller the p value), the smaller will be the scope for MLO. In fact, for

MLO to be feasible at all, p must exceed a minimum critical value (which varies between

situations). The analysis here found, however, that p values in practice will be below these required

minimum values. As a result, use of a logit model with realistic p values is unlikely to generate

MLO situations.

The scope for MLO is greater, and in fact greatest, when choice between random and

planned behaviour is described by a simple deterministic choice model. Even if such a model is

used, however, the range of patronage levels which are necessary to generate MLO is likely to be

quite small. Finally, even if, in the unlikely situation, MLO actually arose, providing the probability

density function underlying the choice model is uni-modal, as is the case with the deterministic

model, the logit model and other commonly used probabilistic choice models, then the number of

local maxima will be two, making the task of identiffing the global optimumrelatively manageable.

The overriding conclusion that can be drawn is, therefore, that the possibility, in practice, of

MLO existing in the bus optimisation problem is quite low, particularly if a logit model is used to

model user behavioural mode choice. As a result, since the logit model forms an integral part of the

analysis in this study, the question of MLO need not be further addressed in subsequent chapters.

The considerations of unit subsidy centred on recent work by Jansson (1993) in which

optimal unit subsidy was found to change suddenly and substantially as users switched between

random and planned behaviour. An implication of this result is that the conventional negative

relationship between unit subsidy and patronage level breaks down. The analysis of this chapter has

demonstrated that it is possible for the conventional unit subsidy/patronage relationship to also break

down even when a logit choice model is used (rather than the deterministic model used by Jansson),

making it difficult to speculate a priori the direction of the relationship between unit subsidy and

patronage. However, the range of patronage levels over which the relationship falters, and the

severity of the contradiction, decreases the more gradual is mode switching.
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The key result in the analysis undertaken of total subsidy was that the growth of optimal

total subsidy (in response to increases in patronage) is greater as mode switching occurs than it is

before or after switching. Further, the more rapidly switching occurs, the greater is the relative

growth of total subsidy during switching. Policy makers concerned with maintaining optimal

outcomes in terms of economic efFrciency may therefore be faced with the prospect of implementing

quite significant jumps in total subsidy levels in potentially short periods of time as growth in

patronage occurs in the presence of switching.

The literature has previously established that it is optimal to have cross-subsidies between

bus routes when an overall breakeven constraint is imposed across a group of, or all, routes. The

main focus here was to consider how optimal cross-subsidy results were affected by the

introduction of the logit choice model. Random user behaviour was found to generate higher cross-

subsidy levels than planned behaviour. In addition, when either random or planned behaviour

applied throughout, the result previously reported in the literature, that a high patronage route

should cross-subsidise a low patronage route, was confirmed. Further, cross-subsidy varied

uniformly as patronage differences between routes varied.

Use of the logit model, however, was found to generate quite different cross-subsidy

outcomes. With a logit model, it is now also possible for low patronage routes to cross-subsidise

high patronage routes. In addition, as the patronage difference between routes grows, the cross

subsidy no longer necessarily increases, nor does it necessarily change gradually : the cross-subsidy

can now both increase and decrease, and can change both quickly and slowly, depending on the rate

of switching between random and planned behaviour. Finally, although in a single behavioural

mode model cross-subsidy is equal to zero only when route patronage levels are equal, in a logit

model an optimal cross subsidy of zero is also possible in situations where route patronages differ.

On the whole, it becomes more diff,rcult to predict a priori how cross subsidy will behave.
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Chapter Appendix : Optimal Cross-subsidy AnalysÍs,

Derivation of First Order Conditions

Following the analysis in section 44.3 in the appendix to chapter 4 with L (given by (5.5))

as the objective function, the FOC with respect to P,, g 
= 0, is evaluated as follows.'d1

-(l+À -a¡-1
ðq,,I
ò1

Note that there is no cotermin (54.1) because rin." 1?t =9+, and from (a.r) 
ðÍo,- 

= o,
ü àq, ò1' -"- òq, v'

** .'- = 0. Substituting (4A.3) and(4A.12) irto (5A.1) yields :
ò1

aL - -(' ' ðv to+l+(l+ ?r)n++e¡*)e¡ 6A.2)a4 =-ør¡t* arn aq, ¿p, I . òn

Setting 
# =0 and rearranging :

,,+x)qq,- =o ò,r\ 'ð1 ''aL4 Y#-",

àL 
=ðCS, 

âS,

ü òs, a4

òq, 
-òq, 

òg,

a1

n=ft,n, àLFI

aL4
òq,

(sA.1)

(5A.3)

(5A.4)

(s4.5)

(sA.6)

(s4.7)

ALL
thus

às, à1

ðv l,
l,1+àq, (

òq,àLF
I

)

Now,

Then substituting (4A.I2) into (5,A..4) and rearranging yields :

òq, -4 l( ,- a" a¿4 qø-l

ü ag,/ [^ ðLF, òq, àg, )

substituting (54.5) to, 
¿pwin 

(54.3), the third componenr of (54.3) reduces ro :

âv
1

)," ðL\ òq, âs,
4¡

(1 + l,)

?," Q¡

òq,làs,

?," ðv+_a._
(l+1.) '' AL|

l. Q¡

(1+À) òq,làs,

(1+À) òq,lòs,

causing (54.3) to reduce to :

òv òL4
ðL\ ðq,

1=q
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The FOC with respect to F¡,
a1

0, is complex to evaluate. Recall from chapter 4, that

the FoC in cost minimisatio nòTCl =
àF,la

a(C + C,)
= 0 is equivalent, and easier to evaluate. Now:

ò4

òF,
(s4.8)

Noting (4.4) and (4.5), and noting that since ACois constant thenòAColòF = 0, then (54.8) reduces

a(C tCr,)
to

a( * C,,)

* c,,)

=#-*n'È#
a4

Then withACr¡= u(F¡) + v(LF(q,, Fj,1Ð, F,), (54.9) evaluates to :

a(

à(c +C,)

òu âv

a4 aL4

(54.e)

(sA.10)
àF,

tQ¡
a4

ðCp¡

a1

ðF,

òu òv

-+-òF, aLq

+
,)q

Setting = 0, (54.10) reduces to
a4

,,(

Cr1 - Pflt + Coz - PzQz = ^Sr(= 0)

(54.11)

(sA.t2)

which is identical to (44.18) the result when there is no subsidy constraint. Although not presented

here because of its complexity, the full derivation 
"f * = 0 generated exactly the same result.ð4e

As usual, the FOC with respect to the Lagrangemultþlier X, 
* = 0, yields the budget

constraint
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Chapter 6
SERVICE UNRELIABILITY AND SUBSIDY

6.1 Introduction

There is an interesting link between the degree of unreliability of bus services and the level

of optimal bus subsidy which arises from using the user cost models of chapter 3 in subsidy

analysis. [n chapter 3, unreliability was established as a key determinant of user cost through the

user cost component stochastic supply delay, the delay experienced by users if services fail to depart

at their scheduled time. With service unreliability influencing user cost, and user cost being a key

determinant of optimal bus subsidy, it follows that there is a potential link between service

unreliability and optimal subsidy. This relationship has not been previously explored in the

literature,r and the aim of this chapter is to therefore investigate the nature and implications of the

relationship.

Exploring the nature of the link is important for two reasons. First, to the extent that service

unreliability exists in bus networks, it is usually seen as good management practice to reduce the

level of unreliability (provided of course that the marginal benefit of doing so exceeds the marginal

cost). If unreliability is to be reduced, however, it is useful to be aware that this will impact on

optimal subsidy, and to understand the scale of this impact. In fact, it will be argued in ttre chapter

that a case can be made for policies on unreliability management and subsidy setting to be made

jointly. Second, as will be shown in the chapter, there are circumstances where an increase in

unreliability leads to an increase in optimal subsidy. In these circumstances, if subsidy is to be

r The only exception is Tisato (1990, 1992). However, although unreliability did influence user cost and in
turn subsidy in that work, unreliability played a largely incidental role, thus the nature and magnitude of the
subsidy/unreliability link was not investigated.
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increased, it will be important to ensure that adequate complementary policies are in place to

directly address the problem of unreliability. Otherwise the community is likely to question the

logic of increasing bus subsidy in response to increases in service unreliability.

The chapter proceeds as follows. First, the nature of the subsidy/unreliability link is

considered, including an assessment of the direction and magnitude of the impact of changes in

unreliability on subsidy, and any related policy implications. Second, the question of how

unreliability and subsidy policy should be managed in light of the fact that the two are inter-related

is considered. Third, the role of road congestion in the first best analysis of bus subsidy2 is briefly

explored. Such a role becomes possible here because road congestion variability is an important

source of bus umeliability.

Integral throughout the analysis in the chapter is a recognition of the bi-modal nature of user

behavioural choice discussed in previous chapters, with the logit choice model developed in chapter

3 used to predict choice between random and planned behaviour. As in chapter 5, the analysis here

is undertaken for the situation where load factor (tÐ is variable and bus size (M) is given (LFIN

fixity case 3 of chapter 4). The base analysis is undertaken for N = 78, the average bus size (seating

plus standing passengers per bus) in Adelaide (see section 8.3.2 of appendix B), with the sensitivity

of the results to a smaller bus size assessed later.

6.2 The Impact of Unreliability on Subsidy

The aim of this section is to establish the direction and magnitude of the impact that changes

in unreliability have on optimal total bus subsidy. The nature of the impact of unreliability on

subsidy was established through a series of simulation runs for various levels of unreliability. The

indicator of the level of unreliability continues to be o, the standard deviation of bus departure time

from the scheduled time. Section 8.3.1 of appendix B indicated that a range of o = I to 4 mins was

an appropriate range of unreliability levels to consider.3

2 In contrast to the more common linking of road congestion and bus subsidy in a second best context (see

discussion in section 2.4.2 of chapter 2).

3 Other parameter values used in the simulation runs were those in appendix B, including/= 3 corresponding
to the median parameter value set in Table B.6 of appendix B.
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It is useful to initially focus on the two single user behavioural mode cases, random and

planned behaviour, as a progressive step towa¡ds considering the more realistic and complex case

of logit discrete choice between these two behavioural modes.4

6.2.1 Random and Planned Behaviour Cases

Figure 4.2 of chapter 4, which illusfrated a generalised optimal situation for LFIN case 3,

continues to provide the relevant framework for the analysis being considered here. In Figure 4.2,

optimal patronage, q*, is d"t"rmined by the intersection of the marginal benefit (MB) andmarginal

social cost (M,SC) curves. \üith average total cost (AZC) declining, MSC < ATC, and so a subsidy

is required to generate the optimal outcome. Optimal unit subsidy, s*, equals the gap between AIC

and' MSC at q*, with optimal total subsidy, ,S*, being then given by the product of sx and qx.

The demand curve is unaffected by changes in the level of unreliability (o). Any demand

response to changes in o will consist of movements along the demand curve due to resulting

changes in generalised cost faced by the user. To the extent that o has any impact on subsidy

outcomes, it is therefore due to shifts in the ATC and MSC curves. Two impacts are possible. First,

relative shifts in the ATC and MSC schedules impact on optimal unit subsidy, sx, which (as was

established in chapter 4) is measured by the gap between the ATC and MSC schedules. Second,

shifts in the MSC schedule shifts the intersection of MSC and MB and thus alters optimal patronage,

q*. Simulation runs for three unit changes in o (1 to 2, 2 to 3, and 3 to 4) revealed a consistent

pattern of impacts on ATC and MSC. In all cases , ATC and MSC increased at all patronage levels,

i.e. increasing o always lifts the ATC and MSC schedules vertically. These shifts of the ATC and

MSC schedules a¡e explained in the chapter appendix.

With the ATC and M,SC schedules being lifted by an increase in unreliability (o), the

subsidy situation to be analysed here is therefore the one presented in Figure 6.1. The figure

presents the optimal situation for two different levels of unreliability, o, and o¡, where Çn ) 6 r.

when unreliability increases from o, to o¡¡, the following results can be noted :

. the optimum position (where MB and M^SC intersect) moves from point a to point b;

4 The subscripts , and, continue to signify random and planned user behaviour.
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. optimal patronage declines from 4*, to q* n. This effect is denoted throughout as the patronage

effect;

. optimal unit subsidy changes from s*, (= distance ac) to s*" (= distznce bd). This effect is

denoted throughout as the unit subsidy effect. With both ATC andM.SC schedules rising, plus a

change in q*, the direction of change in unit subsidy from point a to point å is therefore unclear

a priori; and

¡ optimal total subsidy, the product of optimal unit subsidy, s*, and optimal paüonage, 4*,

changes from ,S*, to S*". With the direction of change in s* unclear, the direction of change in

^S* also cannot be determin ed, a priori.

The patronage effect is unambiguously negative. However, simulation runs were required

to determine the sign of the unit subsidy effect. Once again, the runs were undertaken for a number

of unit changes in o (1 to 2,2 to 3, and 3 to 4), and for a range of demand levels.s The simulation

runs revealed consistent results for all unreliability (o) and demand (a) levels considered. For

random behaviour, an increase in o results in a fall in unit subsidy, whilst the reverse is true for

planned behaviour.

Table 6.1 provides an overall summary of the signs of the patronage and unit subsidy

effects, and the total subsidy effect. A negativeþositive sign (-/+) denotes a negative/positive

effect, i.e. a rise in unreliability (o) results in a falVrise in the relevant variable. In the case of

random behaviour, the patronage and unit subsidy effects are both negative throughout, resulting in

a clea¡ reduction in total subsidy. For the case of planned behaviour, the patronage and unit subsidy

effects are opposite in sign, the former being negative and the latter positive. The relative strengths

of these determine the overall total subsidy effect. The patronage effect dominates when cr <= 7OO,

and thus the total subsidy effect is -ve, whilst the reverse is true when cr >= 700. Overall, therefore,

the direction of impact of unreliability on subsidy varies between and within the user modes of

behaviour.

s V/ith patronage affected by o, the indicator of demand level used here is the level of potential demand, cr, the
patronage level which would occur if generalised cost faced by the user, g, were set to zero. This is the
patronage level where the demand curve cuts the horizontal (patronage) axis in Figure 6.1,
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Table 6.1 : Direction of Patronage and Unit Subsidy Effects

Behavioural
Mode

Patronage Unit Subsidy
Effect

Total Subsidy
Effect

Random

Planned + - if c<=700
+ if a>=700

Note - implies a decline in the vøriable when unreliability, C, increases.

+ implies an increase in the variøble when 6 increases.

The results of Table 6.1are confirmed in Figure 6.2 which plots optimal total subsidy (,Sx)

for three unreliability (o) levels (O.5,2 and 4) against values of demand level (cr) : an increase in o

unambiguously decreases ,S*r, and either decreases or increases .S*o depending on whether ü, <= or

)- 7N. Inspection of the percentage changes in subsidy in Figure 6.2 reveal that they are generally

reasonably modest in magnitude. For planned behaviour, the impacts are particularly small. The

changes are larger in the random behaviour case, but even there the percentage change in subsidy

for any unit change in unreliability (o) is generally less than l07o.

6.2.2 The Logit Choice Case

Now consider the more general, and important, case where users make a discrete choice

between random and planned behaviour, with the logit model developed in chapter 3 predicting

choice outcomes. The random and planned behaviour analysis of the last section provides a useful

foundation for considerations here since logit subsidy results will tend towards those of the planned

and random behaviour cases when these modes of behaviour dominate, namely at low and high

demand levels respectively. However, the effects of behavioural mode switching, an integral part of

the logit model, on optimal subsidy must now also be considered.

Figure 6.3 summarises the behavioural mode switching patterns which emerge for different

levels of unreliability (o), with the logit scale parameter, þ, set at 0.11 (- the value of p will be

varied in due course). The figure plots R, the proportion of random users, where an increase in ft

indicates that switching is occurring from planned to random behaviour. A consistent pattern exists

for each curve. At low demand (cr) levels, planned behaviour dominates. As demand level

User Economies of Scale and Optimal Bus Subsidy



6-7
Chapter 6 : Sen¡ice and Subsidy

Figure 6.2 : optimal rotal-Subsidy under Random and Planned Behaviour
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increases, switching to random behaviour occurs progressively, with the commencement and rate of

switching varying with o, in accordance with the following two switching effects :

' the switching commencement ffict - the bigger is o, the lower the cr level at which switching

from planned to random behaviour commences; and

' the switching rate effect - the bigger is o, the more rapid is the switching from planned to

random behaviour as demand (o) increases.

To explain these two effects, reference must once again be made to the behaviour of the

user cost component a. Chapter 3 demonstrated that, in a logit model, the probability of random

behaviour, and thus the proportion of users acting in a random manner, was a function of trvo things

: the difference ur-Itp, which in turn is function of service headway, H; andthe logit scale parameter,

p, which determines how quickly mode switching occurs as the critical headway, H. (the headway

at which ur= up and thus random and planned behaviour are equally likely), is approached. Figure

64.1 illusftated how this choice framework is affected by an increase in unreliabitity (o) : the u,

schedule is raised and becomes flatter, whilst the uo schedule is raised and becomes steeper. The

key resulting impact in relation to the logit model is that there is a coffesponding increase in Ii,,

with Table 6.2 showing that I/. increases progressively with increases in o, although at a

diminishing rate. This is intr¡itively reasonable : as o increases, the benefits to the user of acting in a

planned fashion diminish, thus increasing the proportion of situations in which the user is likely to

act in a random manner.

Table 6.2 : Influence of Unreliability on Critical Headway, ^õt"

Service
Unreliability, o

Criticql
Headway, H,

1

2
3

4

ro.2
14.5
t7.7
20.1

Note : All units are in minutes.

The increase rn H, provides an explanation of the switching commencement effect. At low

demand (a) levels, service frequency is low and therefore headway (¡I) is high, thus planned

behaviour occurs. As demand grows, frequency increases and H decreases. The fact that the

higher o is the higher is ,F1" then means that, as cr grows and H falls, fI" is reached more quickly and
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therefore the lower the cr level at which switching from planned to random behaviour coÍìmences

(i.e. the switching commencement effect).

The growth in I/. is also critical to explaining the switching rate ffict. Compare for

example the o = I and 4 cases. There are a number of steps to the argument. First, compared to o

= 1, the 6 = 4 case is characterised by switching occurring at higher 11 values. Second, with

frequency increasing relatively proportionally with increases in demand level (a), and given Il =

6OlF, a unit change in o will lead to a bigger change in I/ the bigger I/ is. Third, the bigger the

change in H, ceteribus paribus, the more rapid the rate of switching. As a result, switching occurs

more rapidly in the Ç = 4 case than when o = 1. The argument generalises to marginal changes in

unreliability : the greater is o, the more rapidly switching will occur from planned to random as

demand increases (i.e. the switching rate effect).

The switching patterns observed in Figure 6.3 facilitate clea¡er understanding of the

behaviour of optimal subsidy, S*, which is plotted against demand level (a) in Figure 6.4 for four

unreliability levels : o = 1, 2,3 and 4. Each curve consists of three stages, coinciding with the three

stages of theR curves in Figure 6.3. To illustrate, consider for example the o = 4 total subsidy

curve. In the frst stage, commencing at very low demand levels, planned behaviour dominates,

with ,S corresponding closely with the relevant ,So schedule in Figure 6.2, growing steadily as cr

increases. The second stage coincides with the range of demand levels over which the bulk of the

switching from planned to random behaviour occurs. In the a = 4 case, this occurs approximately

from cr = 850 to 1000. In the second stage, as the proportion of random users grows, .S grows more

rapidly as ,S is increasingly weighted towards the higher subsidy levels of the random subsidy

schedule ,S, observed in Figure 6.3.0 As cr grows further, when the majority of switching has

occurred, the third stage is reached where random behaviour now dominates, and ,S conesponds

increasingly closely with the random S schedule, ,S,, in Figure 6.2. Inthe o = 4 case, the third stage

coincides with cr >= 1000. With switching occurring increasingly earlier the higher is o (the

switching commencement effect), the second stage is reached at lower demand levels. Further, with

6 This type of pattern of more rapid growth in S whilst behavioural mode switching is occurring was similarly
observed in figure 5.8 in chapter 5. There, however, ,S was plotted against optimal patronage rather than the
potential demand level, ø.
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mode switching occurring more slowly the lower o is (the switching rate effect), the more gradual

is the rise in S during the second stage.

Marginal Impacts

Figure 6.4 has clearly illustrated that varying o has a significant impact on optimal bus

subsidy. One way of summørising the scale of the impact is through the Vo change which occurs in

total subsidy when o changes. The 7o change in S* of unit changes in o (i.e. from o = I to 2, from

2 to 3, and from 3 to 4), denoted here as the marginal impact, is summarised in Figure 6.5 for the

case where F = 0.11 and bus size (M¡ = 78. The main feature of the marginal impact curves in

Figure 6.5 is the substantial peak which each curve displays over the range of demand values which

coincide with users switching from planned to random behaviour. Within the peak, the marginal

impact is positive (i.e. the increase in o results in an increase in S*¡, and of quite substantial

magnitude, with the largest Vo impact being 33Vo, 47Vo and 55Vo respectively for the three unit

changes in o considered. Outside the peak, the marginal impact is negative throughout, i.e. a unit

increase in o yields a decrease in S*, although the magnitude of impact is far more modest than

within the peak, generally below l0%o.7

The peak in each marginal impact curve occurs because of the different switching patterns

which occur for the different unreliability (o) cases. For example, consider a unit increase in o

from 2 to 3. The switching commencement effect suggests that, as demand increases, switching in

the o = 2 case lags behind switching in the o = 3 case. Accordingly, the rise in S* in Figure 6.4 for

o = 2 lags behind the rise in .S* for the o = 3 case. As a result, for the (approximate) demand range

cr = 900 to 1400,,S* is greater for o = 3 than o =2, creating a gap between the S* curves and

causing the peak in the marginal impact schedule in Figure 6.5. In essence, at any given demand

level in this range, the higher is unreliability, the greater will be the proportion of users acting in a

random manner, and thus (given the higher subsidies that occur under random behaviour (see

Figure 6.2)) the greater will be optimal subsidy.

7 Before and after the peak, behaviour is exclusively planned and random respectively. Therefore, the impact
of unreliability on subsidy coincides with that reported at the end of section 6.2.1 in discussion of Figure 6.2.
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Figure 6.5 : Impact on Total Subsidy of Unit Changes in Service Unreliabitity (o)
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A further feature of the peak in the marginal impact curves is that, the smaller is the level of

unreliability, the more pronounced is the peak in nvo respects : the largest 7o change is greater, and

the peak persists over a greater range of demand levels. The peak for the unit change in o from 2 to

3 is therefore higher and broader than the peak for the unit change in o from 3 to 4, and the peak for

the unit change in o from I to 2 is in turn higher and broader than the peak for the unit change in o

from 2 to 3. This result is due to the switching rate effect, which causes switching to occur more

gradually the lower that o is. As a result, the S* schedule in Figure 6.4 becomes progressively

flatter as o declines, increasing the size and spread of the gap between consecutive ,S* curves.

The marginal impacts reported above suggest an interesting implication for policy makers

and analysts. The above analysis suggests that, if a policy maker wishes to pursue the objective of

economic efficiency, then there are ci¡cumstances where they should increase subsidy in response to

an increase in unreliability. This would be the case at those demand levels coinciding with the peak

of the marginal impact curves in Figure 6.5. Not only should subsidy be increased in response to an

increase in unreliability, but the required increase in subsidy can be quite substantial. How,

however, would the community react to such a policy recommendation? Although this study has no

evidence of a definite response, it is not unreasonable to postulate a possible negative response from

the community, for the simple reason that a subsidy might be seen as a form of financial assistance

being paid in a situation of worsening performance. Although the policy maker would be making

such recommendations on sound economic efficiency grounds, they may find a clash with public

perceptions. It may be difficult therefore for policy makers to bring about these subsidy increases,

even though they would be justified in doing so based on economic efFrciency grounds.

Aggregate Impacts

It is also interesting to observe the impact of larger changes in un¡eliability (o), which will

be denoted as úggregate impact, in contrast to the impacts of unit (marginal) changes discussed

above. Figure 6.6 plots the Vo change in optimal total subsidy for three cases, in which o changes

fromabasevalueof o= l toanendvalue of 2,3and4,i.e.thethreechangesinoare 1to 2,lto3,
and 1 to 4. Once again, the main feature of the figure is the peak in each curve, coinciding with

relative mode switching effects. On the whole, the shape and scale of the peak does not vary

significantly between the three cases considered. The peak is, however, shifted gradually leftwards

User Economies of Scale and Optimal Bus Subsidy
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Figure 6.6 : Impact on Total Subsidy of Larger Changes in Service Unreliability (o)
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as the change in o becomes progressively bigger, due to the fact that switching is commencing at

lower demand levels the higher is the end value of o to which o moves. The figure therefore

suggests that the scale of impact on total subsidy is fairly robust to changes in o of different size,

not varying significantly between cases of small and large changes in o.

6.2.3 Sensitivity Analysis

The sensitivity of the above results to changes in key parameters was also assessed. This

was done by observing the sensitivity of the marginal impact curve in Figure 6.5 for the case where

o changes from 2 to 3. Sensitivity to changes in two parameters were considered to be of major

importance : the logit scale parameter, p, which reflects how quickly behavioural mode switching

occurs as 11 approaches I1.; and, bus size, N.

The influence of variation in p is illustrated in Figure 6.7. The marginal impact curve does

appear to be quite sensitive to the choice of p. The bigger p is, that is the more quicHy mode

switching occurs, the narrower is the peak in the marginal impact curve, but the greater is the peak's

height. For the more rapid switching cases, lt = 0.22 and p = 0.1 1, the scale of the peak is quite

significant. Although the Vo changes in the F = 0.05 case are not negligible, they are still

substantial, and they persist over a greater range of demand levels.

Figure 6.8 then illustrates the influence on the marginal impact curyes of varying bus size.

In this case, the scale of the marginal impact peak appears to not vary significantly as bus size

changes, although the width of the peak increases somewhat as bus size increases. The main

feature is that the peak moves leftward as bus size decreases, i.e. the lower the bus size, the lower

the demand range over which the peak occurs. This is the case because a smaller bus size results in

higher frequency and thus lower headway, and thus the lower will be the demand (cr) level at which

mode switching will occur. Overall, varying bus size appears to influence the range of demand

levels over which changes in unreliability have an impact, but does not greatly alter the scale of the

impact.

The over-riding conclusion that can be drawn from the analysis in this section is that service

unreliability can have quite a significant influence on subsidy analysis and on the level of optimal

subsidy, particularly when a logit model is used to predict user choice between random and planned
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behaviour. It is essential, therefore, for service unreliability to play a role in the analysis and

estimation of optimal bus subsidy.

6.3 The Role of Service Unreliabitity in Subsidy Policy and Analysis

6.3.1 Unreliability Management and Optimal Subsidy Policy

The last section has demonstrated that there is an important link between service

unreliability and subsidy which can significantly influence optimal subsidy results. One problem

has already been identified, however, in terms of putting the link into practice, namely, the potential

diff,rculties associated with nrying to increase subsidy in response to an increase in un¡eliability. This

in turn raises the broader issue of what is the appropriate level of unreliability which should be used

in setting subsidy policy in situations where scope exists for unreliability to be reduced through

appropriate measures? Should the current level of unreliabitity be used, or should some lower level

be used which accounts for the potential for improving service reliability?

In the medium to longer terrn,itis clearly desirable, and intuitively sensible, for unreliability

to be directly reduced through appropriate measures, and for subsidy determination to be based on

the improved level of reliability. In the short term, the appropriate action is less clear. One could

argue that given the economic effrciency link between optimal subsidy and unreliability established

above, the greatest gains in economic surplus can be realised by recognising all components of

unreliability, no matter what their source, when setting subsidy. Based on this logic, subsidy should

be based on the actual level of service unreliability, irrespective of whether scope exists for

reducing that un¡eliability. On the other hand, setting subsidy in this way may act as a disincentive

to the implementation of unreliability reducing measures, preventing the long run from being

reached, which suggests basing subsidy on a level of unreliability below actual levels may be more

appropriate.

Bus service unreliability is caused by a range of different factors. Strathman and Hopper

(1993) and Adebisi (1986) identiff a number of important sources, including inter alia: the number

of alighting passengers, the length of experience of the bus driver, whether the bus driver was

employed part-time or full-time, and variability in passenger demand and road congestion from day
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to day. Discussions with the bus operator in Adelaide (Seaman, 1994) revealed that union imposed

work practices can also influence driver behaviour in ways which are detrimental to service

unreliability. For the sources of service unreliability that a¡e within the control of the bus operator,

better management and operating practices can lead to more reliable services. It is clearly good

management practice to pursue these improvements (provided the benefits of doing so exceed the

costs).

Even if the sources of unreliability within the control of the operator can be minimised,

variation in user demand and road congestion still remain as causes of service unreliabitity.

Although the occurrence of these factors are outside the control of the operator, their impact can be

reduced through measures such as planned non-running times between bus runs, reducing the

number of bus stops, exclusive bus lanes, etc. These measures, however, clearly generate producer

and user costs of their own. As a result, reducing these sources of unreliability therefore involves a

trade-off between the associated benefrts and the costs, with a positive level of unreliability always

likely to be the optimal outcome (Strathman and Hopper,1993).

Such a ffade-off suggests that the level of unreliability can itself be optimised. In addition,

with optimal subsidy being a function of unreliability, a case can also be made for both the optimal

level of unreliability and the optimal level of subsidy being jointly determined in a combined

optimisation exercise. In such an optimisation, in addition to economic surplus being a function of

the variables discussed in chapter 4, it will now also be a function of the benefits and costs of

reducing unreliability through measures such as bus lanes, non-running times, etc. This joint

optimisation was not undertaken in this study however, and remains a topic for future resea¡ch.

6.3.2 Road Congestion in First Best Bus Subsidy Analysis

As discussed above, variation in road congestion from day to day is one of the many sources

of bus service unreliability. There is an important reason, however, to focus on this separately from

other sources of unreliability. As pointed out in chapter 2 (see section 2.4.2), road congestion has

played a major role in the past in the analysis of bus subsidy, being the focus of one of the key

arguments used to justify subsidy. The argument has been that subsidy is justified on the grounds
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that it is a second-best instrument for managing road congestion in a world where roads are

unpriced, as they have almost universally tended to be.

The argument has received considerable criticism, however, in recent times. The criticism

has been that, although the argument is theoretically sound, with the cross price elasticity between

public transport and car travel being very small, significant levels of congestion are required to

obtain any significant reduction in road congestion from subsidised public transport fares. As a

result, it will only be in the world's most highly congested cities that this argument is likely to play

an important role in subsidy justification. The argument is likely to play a secondary role in a city

like Adelaide where congestion levels a¡e relatively modest.

With the importance of the second best subsidy argument seemingly diminished, it may

appear that road congestion would then play a limited role only in optimal subsidy analysis. This is

not the case, however, since road congestion can also play a role in a ftrst åesr setting. Two such

cases can be established. First, Kerin (1990) has argued that, as bus size increases, the case for

user economies of scale subsidy is at least partially offset by the deleterious effect that larger buses

have on road congestion. Second, road congestion also influences subsidy once one accounts for the

fact that road congestion is one of the factors contributing to unreliability,s which in turn influences

optimal subsidy (as illusfrated in this chapter). The greater the variability in road congestion, the

greater the degree of service unreliability, which in turn affects the optimal bus subsidy as illustrated

in Figure 6.4. Road congestion therefore still has a role to play in subsidy analysis, but now in a

first best, rather than a second best, context.

Two important factors which determine the extent of road congestion variability are the

degree of car travel demand fluctuation, and the current level of road congestion. The greater these

two va¡iables, the greater will be the level of unreliability. To demonstrate this, consider Figure 6.9.

I Road congestion affects unreliability through its influence on bus speed variability. Congested road
conditions are not on their own sufficient to result in service unreliability. If daily road congestion patterns
were repeated from day to day, operators could allow for this in service scheduling. However, once road
congestion, and thus bus speed, va¡ies from day to day, it becomes increasingly difficult to keep buses running
to schedule. As discussed earlier, the impact of road congestion variability can be partly managed with
appropriate meÍrsures such as bus lanes. In addition, the bus driver arguably has some capacity, through speed
changes, to try to keep to a schedule when faced with changing road congestion conditions. This is ctãarty ttre
case when congestion is lighter than expected. V/hen congestion is heavier than expected, however, there is
usually limited scope for speed to be increased due to the greater than expected congestion, and ultimately
speed restrictions (Seaman, 199 4).

User Economies of Scale and Optimal Bus Subsidy



6-22
Chapter 6 : Service and Subsidy

+

Figure 6.9 : Road congestion variability and service unreliability
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The figure shows demand fluctuation occuring at two different levels of car fravel demand, DI and

D2. The system equilibrium, which is at the intersection of the D curve and the ca¡ travel time cost

curve, AC., is an indicator of the level of road congestion. Fluctuation in this equilibrium thus

indicates fluctuation in road congestion and service unreliability.

For demand level DI, the figure shows two levels of demand fluctuation, A and 24, with the

equilibrium moving from point 1 to point 2, and from point 1 to point 3, respectively in the two

cases. The resulting change in the level of road congestion(a + b vs ø + c) is clearly greater

for the case of the larger demand fluctuation. Road congestion variation, and thus service

unreliability, will therefore be greater the greater is the degree of demand fluctuation.

Next compa¡e a uniform demand fluctuation, of size Â, for the two demand sitr¡ations D1

and D2. The equilibrium changes from point I to point 2, and from point 4 to point 5, respectively

in the two cases. The resulting change in the level of road congestion (ø + b vs d + e) is

clearly greater for the higher demand level D2, due to the non-linear nature of AC" (which is caused

by the non-linear nature of road travel time functions (Akcelik, 1978)). Road congestion variation,

and thus service unreliability, will therefore be greater the greater the current level of road

congestion.

6.4 Chapter Summary and Conclusions

One of the deficiencies in user economies of scale subsidy analyses undertaken to date has

been the almost complete lack of recognition of, and attention to, the influence of service

unreliability on optimal bus subsidy. A link exists between service unreliability and optimal bus

subsidy because subsidy is strongly influenced by user cost, which is in turn affected by service

unreliability. The aim of this chapter has been to explore the nature of this relationship between

service unreliability and subsidy. The impact on optimal subsidy of changes in the level of

unreliability was assessed, the issue of how unreliability and subsidy policy should be managed in

light of the fact that the two are inter-related was considered, and a role for road congestion

(through its influence on unreliability) in first-best subsidy analysis was briefly established.

The over riding conclusion that can be drawn from the analysis of the impact on subsidy of

changes in service unreliability is that unreliability can have quite a significant influence on subsidy
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analysis and on the level of optimal subsidy. The impact is rather small in cases where a single

mode of user behaviour occurs, either random or planned. In contrast, the impact is much more

significant when a logit model is used to predict mode choice. The most critical contributing factor

to the logit model results is the influence that changes in unreliability have on the timing and nature

of behavioural mode switching patterns. Changes in unreliability can lead to sudden changes in

these switching patterns, which can in turn result in quite substantial changes in optimal subsidy

levels. Percentage impacts of 5OVo (and greater in some cases) were found at demand levels over

which users switch from planned to random behaviour. Overall, one could conclude that service

unreliability forms an important part of optimal subsidy analysis and estimation. Neglecting

unreliability, or incorectly measuring its scale, can lead to signifrcant errors in optimal subsidy

estimates.

Notwithstanding the validity of the unreliability/optimal subsidy relationship on economic

effrciency grounds, some potential problems and issues arise with respect to putting the link into

practice. A problem which was identified related to the result that subsidy should be increased tn

response to an increase in service unreliability in certain circumstances, namely, when the level of

demand falls within the range of values over which users switch from planned to random behaviour.

However, the community may oppose such a policy recommendation for the simple reason that

additional subsidy might be seen as a form of financial assistance being paid in a situation of

worsening performance. It may be difhcult therefore for policy makers to bring about such subsidy

increases, even though they would be justifred in doing so on economic effrciency grounds.

A broader issue is the question of what is the appropriate level of unreliability which should

be used in setting subsidy policy in situations where scope exists for unreliability to be reduced

through appropriate measures? Should the current level of unreliability be used, or should some

lower level be used which accounts for the potential for improving service reliability? In the

medium to longer term, it is clearly desirable for unreliability to be directly reduced through

appropriate measures, and for subsidy determination to be based on the improved level of reliability.

In the short term, the appropriate action is less clear. The greatest gains in economic surplus can be

made by basing subsidy policy on actual levels of service unreliability, but to the extent that higher
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subsidy may act as a disincentive to implementing unreliability reducing measures, basing subsidy

on a level of unreliability below actual levels may be more appropriate.

Improvements in operating and management practices by the bus operator will reduce

unreliability. In addition, measures which reduce the impact of variation in user demand and road

congestion, such as bus lanes and planned non-running times, also have an important role to play.

However, a trade-off exists between the costs and benefits of such measures, suggesting that a

positive level of unreliability is optimal. Further, with service unreliability and optimal subsidy

closely related, for an overall optimum, these two should be jointly optimised.

Finally, it was argued that, with road congestion variability being a determinant of service

unreliability, road congestion has a role to play in the first best analysis of bus subsidy. This is in

contrast to past experience where road congestion has mainly played a second best role in subsidy

justification as an instrument for managing road congestion in a world of unpriced roads.
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Chapter Appendix :

In section 6.2.1, it was reported that an increase in unreliability (o) leads to the ATC and

MSC vs 4 schedules being lifted vertically. This can be explained as follows. From (4.10) and

(4.35), ATC = ACo + ACF? u + v) + ACo. Then, wirh AC, constant, and noting (4.3), (4.9) and

(3.49), it is clea¡ that the only element of ATC which is directly influenced by o is u, thatpart of

frequency related user cost which is unrelated to passenger congestion effects. In addition, (4.25)

and (4.26) indicate that MSC is a function of both ATC and,its slope. Therefore, the only influence

of unreliability (o) on ATC and MSC is through its influence on ø, and as such the behaviour of ø is

thus the key to understanding the impact of o.

Figure 6A.1e demonstrates the influence of an increase in o on a for random and planned

behaviour (u, and uo). There are two changes to note. First, for both behavioural modes, z

increases at all H values. Second, the slope of the ø schedule changes : the u, schedule becomes

flatter, whilst the uo schedule becomes steeper.r0 The fact that u increases throughout, explains

why the AZC schedule rose for both behavioural modes in the simulation runs. The rise in the M^SC

vs q schedule in the simulation runs is, however, a bit more complicated to explain. As discussed

above, MSC is a function of both ATC and its slope : MSC rises when AZC rises, and falls when the

slope of AZC rises. For random behaviour, a rise in o caused u (and thus AZC) to rise, but its slope

fell, thus MSC must unambiguously rise. On the other hand, for planned behaviour, a rise in o

caused u (and thus ATC) and its slope to both rise, with the net impact on MSC therefore being

unclea¡. Inspection of the simulation runs revealed that the net effect was for the MSC vs q

schedule to rise.

9 Which is a repetition of Figure 3.8, but drawn for two o values. The two o values chosen were I and 4 to
illustrate the range of possible movement in the ø schedules as o changes.

10 Chapter 3 has already provided explanations for these effects :¡ For random behaviour, recall from chapter 3 (section 3.5.2) tharunreliability generates a distribution of
actual
at the 

with a greater proportion of users therefore arriving

vs f's ^^,-_,1ïT::ted 
wait, u, i.e. an upward shift in the u

asing was stronger the smaller the scheduled headway,
thus causing the ø vs 11 schedule to become flatter as o increased.

' When user behaviour is planned, recall from chapter 3 (section 3.6.3) that an increase in o results in the
SSDp vs 11 schedule (and thus the ¡¿ vs 11 schedule) rising and becoming steeper. It rises because if buses are
more unreliable, the user will miss a bus on more occasions because it anivei early, leading to a longer
expected wait' The schedule is steeper because, with more unreliable buses causing- the exiected delay from
missing a bus to rise, the greater is the reduction in the expected delay brought about by ainit reduction in FI.
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Chapter 7
USER ECONOMTES OF SCALE SUBSIDY IN ADELAIDE

7.1, Introduction

The previous chapters in this study have been concerned with presenting, and extending in a

number of ways, the general analysis of optimal pricing, frequency and subsidy for urban buses,

with user economies of scale (UES) as the central focus. The contributions made so far have been

of a general nature, relevant to public transport analysis across different cities. In this chapter, the

focus now shifts to application of the user economies of scale concept to Adelaide and estimation of

the subsidy levels which can be justified on these grounds. The purpose of doing so is to broaden

the set of information available to policy makers in Adelaide who have the responsibility of

administering and generating pricing, service level and subsidy policy.

Several qualifications apply. First, this study is limited to urban bus transport only, the

dominant mode of public transport in Adelaide (and most other Austrahan cities).l Second, there

are a range of subsidy arguments which have been advanced in the past in favour of subsidy (see the

discussion in section 2.4 of chapter 2). By focusing on UES, the subsidy results presented here

must be seen as part only of a broader analysis of subsidy which gives due weight to those

alternative subsidy arguments. Notwithstanding this, as argued in chapter 2 (see section 2.4), the

UES argument is an important argument in favour of subsidy, especially in a relativeþ low road

congestion city like Adelaide where the popular second best road congestion management argument

for subsidy is likely to play a secondary role only. The UES subsidy argument should therefore

carry a fair degree of weight in subsidy assessment, as it has in overseas subsidy studies (e.g.

Mohring, I972;Iansson,1979; Glaister, 1982;1987; Bly and Oldfield, l9B7).

1 Recall footnote 1 of chapter 1
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The assessment in this chapter makes a number of contributions beyond previous Adelaide

work (Dodgson, 1985, 1986; Chalmers, 1990; Kerin, 1990 : section 2.6 of chapter 2 identified

limitations of these studies), consisting of :

o { more comprehensive disaggregated analysis - Dodgson's work was undertaken at the highly

aggregated entire network/all day average level, whilst Kerin only considered a single route in

the peak period. Although Chalmers considered both peak and off-peak, his work was limited

to only a couple of bus routes. In contrast, this chapter estimates subsidy for the majority of the

network for both peak and off-peak, and does so by working upwards from a considerable level

of disaggregation.

r ,{ closer assessment of the relationship between patronage level and subsidy - the earlier

Adelaide studies cast little attention on the relationship between patronage level and subsidy, yet

the literature (e.g. Gwillian et al), and earlier chapters of this study (see chapter 5 in particular)

indicate that this is an important component of UES subsidy assessment.

. The use of an improved user behavioural choice model - the Chalmers work, the main piece of

previous UES subsidy estimation in Adelaide, used the simple random arrivals model to

represent user behaviour. As chapter 3 suggested, however, this is a rather limited and

unrealistic model of user behaviour. Dodgson and Kerin use a more realistic model, but one

which lacks strong theoretical underpinnings. The sensitivity of subsidy results to the nature of

user behavioural assumptions and models (see Tisato, 1992; and chapters 5 and 6 above)

suggests reestimation for Adelaide using the superior user cost model developed in chapter 3 is

justified.2

. Optimisation with explicit recognition of two market segments, full fare paying vs concession

users. This contrasts with previous work which modelled a single average bus user.

The chapter also tests the off-peak robustness of Kerin's (1990) peak period conclusion that UES

subsidy will be small.

2 The analysis here incorporates some modifications to the general user cost model presented in chapter 3 to
make it more suitable for the analysis of Adelaide buses (see section 7A.l of the appendix to this chapter for
details).
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7 .2 Framework for the Analysis

7.2.1 The Merits and Need For Disaggregation

The aim of the study is to identiff optimal policy settings for the Adelaide bus system. As

with all system studies, an important decision to be made is the choice of the level of disaggregation

for the analysis, that is, the way the system should be split into separate pa¡ts (if at all) for separate

analysis. There are both benefits (advantages) and costs (disadvantages) of disaggregation, with the

optimal level of disaggregation being determined by the nature of the trade-off between these.

T\e benefits of disaggregation flow from being able to explicitly recognise in subsequent

analysis (and policy recommendations which flow from it) the variations that exist across the system

in both demand (preferences) and supply (costs), thus improving the scope for increasing allocative

efhciency. In a study where all relationships are linear, disaggregation has limited benefits, with the

simple approach of modelling the entire system as one representative element (in this case a

representative route) with average parameter values used to quantiff optimal outcomes likely to

yield satisfactory results. On the other hand, when system relationships are non-linear, a simple

averaging approach may yield signihcant errors, and the validity of such an approach could

therefore be questioned.

In Adelaide, as in most cities, bus system relationships tend to have non-linear

characteristics, implying tangible benehts from disaggregation. Two dimensions of non-linearity

exist in this case study. First, as shown in chapter 3, delays vary non-linearly with patronage. Thus

variations in demand between different parts of the network result in signifrcantly different delays.

It is important therefore that demand variation between areas be modelled. A second example of

nonJinearity is the pattern of bus use, with two peak periods in each weekday, and demand on

weekends being lower than on weekdays. Peak load economics suggests that bus capital costs are

determined exclusively by peak needs, so costs for peak and off-peak will be significantly different,

requiring these periods to be modelled separately.

Although disaggregation has merits, this does not necessarily imply that one should adopt

the highest level of disaggregation possible, since there aÍe also costs associated with

disaggregation. Disaggregation involves two types of costs, or disadvantages. First, the more
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disaggregated the analysis, the greater the volume of'data required and the more detailed is that

data. Therefore, the greater the disaggregation, the greater the commiftnent of resources and time

required for data collection, collation and modelling. A second disadvantage of disaggregation can

be that the more one disaggregates, the less implementable are the analytical policy

recommendations for the simple reason that in practice, for reasons of feasibility or political

acceptability, there may be limitations to the extent that policy settings can be varied. In that case,

high levels of disaggregation may be out of step with practical policy making considerations, with

the analyst thus running the risk of thei¡ analysis being of little interest to policy makers. Although

highly disaggregated analysis can still have merits in its own right, if the analysis to be undertaken is

to be of use in policy formulation, then it is sensible to link the level of disaggregation to feasible

levels of policy setting implementation in practice

For example, the analytical approach in this study could consist of analysis of every route in

the network, with a unique set of policy settings being determined for each route. In reality,

however, one of the aims in policy design is simplicity, in order to ensure understanding and

transparency. For example, in practice, considerable weight tends to be given to the simplicity

objective when designing a pricing system, so pricing systems are rarely, if ever, designed on an

individual route basis. Basing analysis on an individual route level is therefore judged to be too

detailed, with a coarser level of disaggregation being appropriate.

Overall, a trade-off therefore exists when deciding on an appropriate level of disaggregation

for analysis. On the one hand, greater disaggregation allows for greater variation in preferences and

costs to be reflected in analysis and the policy recommendations which flow from it, thus improving

allocative effrciency. On the other hand, the cost of data collection, and the need for simplicity and

transparency, demands some restriction to the degree of disaggregation used.

7.2.2 The Disaggregation Approach Adopted

In seftling on a level of disaggregation for this study, a pragmatic approach was adopted to

making this ffade-off. First, account was taken of the fact that current policy settings have a very

high degree of uniformity across the system, and that economic effrciency could probably be
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improved if some of this uniformity was relaxed.3 In particula¡, with the focus in this study on user

economies of scale (UES), a less uniform system would allow variations in costs (including user

costs, and thus UES) and preferences that exist in the network to be better reflected in policy

settings. Second, the availability of existing data was a strong influential factor on the level of

disaggregation adopted.

Fortunately, a comprehensive disaggregated data base on the Adelaide bus system was

already available, with the level of disaggregation considered appropriate for use here (with some

modifications). This system, the Routes and Services Information System (ROSIS) developed by

the STA (now TransAdelaide), models the bus network as a series of service corridors, where a

service corridor is a collection of routes which serve a similar geographical area. This system was

considered appropriate for a number of reasons. First, it economises on data collection needs.

Second, the ROSIS system offers a reasonable degree of disaggregation compared to the simple

whole network average approach, and is more manageable than individual route analysis. Third, the

transport agencies within the state government (TransAdelaide, the Passenger Transport Board, and

the Transport Policy Unit) indicated that results at this level of reporting would be useful, with

fuither disaggregation yielding small additional benefits for policy purposes.4,s The ROSIS system

3 Some uniformity and coordination across the bus system is highly beneficial, for example in ticketing and
information systems, a key finding from British bus deregulation (Evans, 1990). In othei respects, uniformity
is harder to justify on economic grounds. For example, the Industry Commission (Igg4) recently argued thai
prices should vary with distance travelled, and between peak and off-peak, to reflect associated cost variations.
Although both elements have been reflected in pricing systems in Adelaide over time to some degree, there
have also been periods where pricing structures have reverted back away from these ideals. As footnotes l3 and
14 of chapter 2 note, the current situation in Adelaide is one where prices do not vary with distance travelled
(other than a lower fare for trips < 3.2 km), but there is a price differential between peak and off-peak. Other
than this, the pricing structure is uniform across the entire bus system (except for socialjustice price discounts
which are discussed below in section 7.2.4).

4 In fact, having policy settings which vary by ROSIS corridor may also be considered by some to be too
complicated a policy system.

5 An alternative disaggregation option was also initially considered, namely, modelling a limited number of
route types. Given the importance of demand level in UES determination, a sensible example might be to
model three route demand categories, high demand, medium demand, and low demand routes, and then assign
each actual route in the network to one of these stylised route types. Neither this approach, nor the ROSIS
system, is ideal, with each compromising some descriptive aspect, as do all aggregation approaches. In the
stylised route type approach, although routes within a route group have similar demand, they may be
geographically dispersed, and so the associated costs and user cha¡acteristics may differ considerably. Under
the ROSIS approach, on the other hand, demand variation within a goup may be greater, but costs and users
characteristics are likely to display less variation. In the end, the ROSIS system was adopted because of its
ready availability, and the fact that it is already being used by, and familia¡ to, the transport agencies.
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of bus service corridors was therefore adopted as the framework for disaggregated analysis in this

study.

The adopted disaggregation approach has two dimensions : temporal and spatial.

(1) Temporal

Two time periods are modelled, Peak (PÁ') and Off-Peak (OP), defined as follows :

. PK: 6am-9 am, plus 3pm-6pm on working weekdays

. OP : the interpeak period 9am-3pm on working day weekdays, evenings (6pm-12am),

weekends, and public holidays.

This approach reflects the key differences that exist in demand characteristics, whilst at the same

time limiting (for simplicity) the number of time periods and maintaining consistency with the

ROSIS system (the time boundaries being drawn directly from ROSIS).o As per ROSIS, pI(

represents an average of the am and pm peaks since the difference in demand between the two

peaks is not sufficient to justify separate modelling.

Adelaide buses run according to two separate service networks. The "Day" network

operates for PK plus for part of OP, i.e. the interpeak period, 6pm - 7pm on Monday to Thursday,

6pm - 10pm on Friday, and until 7pm on Saturday. The "Night" network, which is essentially a

reduction from the Day network in terms of both route coverage and frequency of service, runs for

the remaining operating hours of OP. PrK is therefore fully reflected by the Day network. OP, on

the other hand, is a mix of the Day and Night networks. Network characteristics for OP (i.e.

number of routes, and route length) were therefore derived by weighting the Day and Night

networks by the number of hours that each network operates (see section 8.2.2.1of Appendix B for

details).

6 A single off-peak period was adopted to keep the number of analytical cases to be considered at a manageable
level. Some may also argue that from a practical fare setting viewpoint a single differentiation between peak
and off-peak is sufficient. Further investigations, particularly more detailed corridor case studies, could
usefully consider two separate off-peak periods, one being the interpeak, and the other evenings, weekends and
public holidays combined. Some testing of the implications of such a distinction is made at relevant points in
the analysis that follows.
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(h) Spatial

The ROSIS system divides the metropolitan bus service into 18 corridors. For corridors 1-

13, which are listed and illustrated in Figure 7.1, allroutes in a corridor serve a simila¡ atea, and all

routes are timetabled. The remaining ROSIS "corridors" consist of : corridor 14, a collection of

cross-suburban routes scattered throughout the mefropolitan area, the main one being a ring route

service, the Circle Line, which runs around the CBD at a distance of about 5 to 7 kms; conidor 15,

the "Beeline", a short free bus route running within the CBD; corridor 16, school runs; corridor 17,

a small number of midi bus services; and corridor 18, other non-route services. To keep the

analysis manageable, only the true corridors, corridors 1-13, which in 1992193 accounted for 89Vo

of boardings and9l%o of vehicle-kms (STA, 1993a), are considered in this study.

Some of the corridors, namely the outer corridors, run radial services which pass through

inner corridors on their way to/from the CBD. It is important to note, however, that for most of the

time they do not also serve the inner corridors when passing through them. This is ffue for most

weekday daytime services, where the majority of buses are either express or limited stop buses

when passing through other corridors. The former do not stop in inner suburbs, whilst the latter

only drop off in inner suburbs in the am peak, and only pickup in inner suburbs in the pm peak. For

the night network, the situation is slightly different, where some outer services also service inner

areas (thus allowing some inner corridor routes to not be run during these times periods). On the

whole, it is reasonable to model the corridors as a collection of essentially independent markets.

Several corridors (in particular corridors 1,3,9, 11 and 13) are complicated by the

existence of a mix of radial and feeder/regional type of routes. Figure 7.2 illustrates the proportion

of radial routes in each corridor.T The different service frequencies and trip lengths associated with

7 A convention adopted throughout this chapter in the presentation of figures which compare results across
corridors, is to plot the corridors on the horizontal-axis in a manner which relates to their relative location in
the metropolitan area. A useful depiction for this is to think of routes as falling into one of the following
aggregated categories : Inner Suburban, Middle Suburban, and Outer Suburban. Following the allocation of
corridors to these categories suggested in STA (1992a) (i.e. Inner (corridors 2,5,7,L0,72), Middle (3,4,11,13),
and Outer (1,6,8,9)), the corridors are plotted from left to right in accordance with this classification. The
Inner Suburban corridors are at the left end, the Outer Suburban corridors are at the right end, with the Middle
Suburban corridors in between.
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Figure 7.1 : ROSIS System Corridor Boundaries
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Figure 7.2 : Proportion of Radial Routes
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these two service types suggests a further level of disaggregation, namely within the corridor, with

radials and feeders modelled separately, may be beneficial. This further disaggregati on is not

undertaken here, mainly because data was not readily available by the radial vs feeder distinction.

In addition, this would introduce the need for a further fare category (radial vs feeder travel), adding

to the complication of the pricing system. Instead, corridor parameters will reflect the average of

both route types within each corridor, with a single fare for all navel within a corridor

(notwithstanding concession discounts, see section 7.Z.4below). Some investigation of the radial vs

feeder problem is warranted, however, outside of this study.

To enable meaningful comparison of results between corridors, the unit level of analysis

within each corridor is the representative route, with representative route parameters for each

corridor being derived by averaging across all routes within the corridor. Aggregate results for each

corridor are subsequently derived by factoring up accordingly. Appendix B (see section 8.2)

summarises the derivation of representative route data.

7.2.3 Pricing per Journe)¡ vs per Boarding ?

An important question to consider at the outset is whether the pricing system should operate

on a per journey or per boarding basis.s A joumey is defined as travel from an origin (e.g. home)

to a destination (e.g. work). A boarding, on the other hand, is defined as the act of navelling on a

particular mode of transport (e.g. a bus). The distinction between journeys and boardings becomes

clea¡ when one consider a multiboarding journey (or trip). For example, fravel to work from home

may require the traveller to üavel by bus to the city centre (boarding 1) and then transfer to another

service (e.g. rail) and travel to the work destination which is in the suburbs (boarding 2). This

single home-based journey to work thus consists of two boardings (bus, then rail) with a transfer in

between.

I A further important aspect of designing a pricing policy is the relationship between fare and distance
travelled. To enable the focus to remain on UES effects, fares vary with distance in only a simplistic manner,
varying only to reflect the va¡iation in route length between corridors. There is no fare distance relationship,
however, within a corridor, with trips of differing lengths facing the same fa¡e. Distance based fares are subject
to current investigation in Adelaide by the Passenger Transport Board, and have been studied in considerable
detail elsewhere (see footnote 13 ofchapter 2).

User Economies of Scale ønd Optimal Bus Subsidy



7-rt
Chapter 7 : User Economies of Scale Subsidy in Adelaide

Pricing on a per boarding basis allows one to set a different price for each corridor, and thus

allows prices to vary significantly across the network. This way, it is possible to reflect through

pricing the different user costs (the determinant of user economies of scale (UEÐ) which may occur

in different corridors throughout the network.

Once one moves to a per journey pricing system (the current system in Adelaide), it is still

technically possible to have prices which reflect cost variations between corridors. There would

need to be a price, however, for each joumey type, where journey type is defined here by the

combination and location of boardings which make up the journey. For example, consider the two

boarding (bus-rail) joumey discussed above. A different price could be determined for every

feasible corridor origin/corridor destination pair. If there were ,( corridors in the network, this

would yield a 2-dimensional matrix of prices of size Xby X. For journeys with three boa¡dings, a 3-

dimensional price matrix of size Xby X by 26 would be required. Thus a price would be struck for

each journey depending on its corridor origin-destination cha¡acteristics.

Such a per joumey pricing system would require a ticketing system that could identify the

nature of each journey and charge accordingly. Although such an approach might be feasible in a

system with a relatively small number of corridors, it would probably be judged to be too complex

for the 14 corridor system being considered here.e For the purpose of this study, this is assumed to

be the case. Therefore, given the aim here of having prices which reflect user cost and demand

variations between corridors, pncing per boarding is assumed.

7.2.4 Social Justice Policy

A feature of the analysis in this chapter is that the role of social justice or social equity policy

is explicitly recognised and incorporated in modelling. The Government of South Australia

currently delivers assistance on social justice grounds through user side subsidies which finance a

system of concession fareslo for certain groups of travellers (students, the aged, the unemployed,

9 Although new technologies like sma¡tcard and geographical information systems may in future provide
workable approaches for situations with many corridors.

10 A case of third degree price discrimination.
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etc).lr The importance and influence this has on public transport in Adelaide is illusfrated by Figure

7.3, which reports the proportion of concession bus users in Adelaide. Two things can be noted.

First, in nearly all cases, concession users dominate the bus favel market, particularly in the off-

peak. Second, on the whole, the proportion of concession users is fairly uniform across corridors

within each period. The main exceptions are the NorthWest and Outer NorthEast corridors which

have the highest and lowest proportion of concession users respectively.

In this study, the thrust of the Government's current social justice policy is retained by

incorporating the concession fare system into the analytical and quantitative optimisation and

modelling.l2 This could be done in a number of ways : maintaining the existing percentage

difference between full and concession fares; maintaining the existing absolute difference; putting a

ceiling on concession fares; or maintaining existing total concession fare subsidy. The first option is

adopted for use here. The other options have a number of problems. The third and fourth options

appear to introduce undue rigidity into the system. In addition, the last option would lead to lower

per unit concession subsidies as the number of concession users grows, and the third option may

lead to excessive levels of assistance if full fares grow. The second option, whilst more flexible,

worsens the relative position of concession groups when the overall level of bus prices rise, which

could lead to equity objections in some circumstances. Maintaining the existing percentage

difference would appeff to be the option which best maintains the current equity relativities between

concession and non-concession users.

7.3 The Optimisation Problem

The optimisation problem is identical in principle to that of chapter 4, however it is extended

here in two ways : it is subject to the social justice policy constraint that has been imposed, namely,

11 In addition, production side subsidies also assist the needy by keeping the general level of fares below what
they would otherwise be. Such an approach has at times been advocated as an appropriate tool for achieving
equity goals, although from an economic efficiency perspective it does so in a less than fully effective manner
(this issue was also discussed in section 2.3 of chapter 2).

12 A broader approach not considered here, is to address from first principles the delivery of financial
assistance to those who arejudged to be in need ofit, assessing in particular the effectiveness ofthe concession
fares approach for delivering equity goals, and identifying superior policy instruments (if they exist).
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Figure 7.3 : Proportion of Concession Boardings

\r

90

80
at)
o)c70
p
8éo
co

5so-õ
at,

840
C
o
O30
òe

n

l0

0

Þ--o--ooP

br

2lN 5E 7SE lOls l2W 4lNE I lS\,V l3NW SONE óSH 8HV ìON 9OS

Corrldor
Nole I See FiNre 7,1 lor conídor ilstlng ÞY nome.

I
PK

User Economies of Scale and Optimal Bus Subsidy



7-t4
Chøpter 7 : User Economies of Scale Subsidy in Adelaide

that the current level of concessions, expressed in percentage terïns, be maintained; and, it is cast as

a peak load problem.

7.3.1 Definitions and Assumptions

Users are modelled as two users groups; regular full fare paying non-concession users, and

concession users. For notational convenience, these two groups will be denoted throughout by the

subscripts , and ,. Denoting P, and P, as the prices paid by the two groups of users respectively,

the Social Justice Price Discount, SIPD, received by concession users is :

SJPD = Pt - Pz e.t)
whilst the Social Justice Discount Factor, SJDF, expressed as a percentage, is given by :

LJDF = 
\JPD 

= 
Pr- P,

P, Pt

Rearrangin g (7 .2) then yields :

P.=(I-SJDF)P, e.3)

The key to the analysis of peak load problems (Steiner, 1957; V/illiÍìrnson, 1966) is the

separation of peak and off-peak demand, and the treatment of capital costs. The standard approach

is to allocate capital costs (in this case bus capital costs) to the peak (Kerin, 1989). Costs incurred

in the peak are thus peak operating costs plus capital costs, whilst only operating costs are incurred

in the off-peak. The reason for this is straightforwa¡d. It is peak demand which influences the need

for bus capacity. A growth or decline in peak demand translates into a rise or fall in bus capacity

requirements. On the other hand, changes in off-peak demand have no influence on bus capital

requirements. A fall in off-peak demand does not alter the need for the current capacity to cater for

the peak. If off-peak demand were to grow, then, given there is already spare capacity in the form

of unused buses that are required for the peak but not the off-peak, no additional capital will be

required. This approach is the basis of bus costing in Adelaide (STA, 1994), with the resulting unit

costs for the two time periods reported in section B.3.3 of appendix B.

A feature of the peak load problem analysed here is that, in the off-peak, although there is

spare bus capacity, not all that capacity needs to be used. Service levels in the peak and off-peak

can be made to vary independently by having different peak and off-peak bus frequencies. For

simpliciry, it is also assumed that demand cross elasticities between time periods are zero. Overall

(7.2)
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therefore, peak and off-peak periods can be analysed as separate optimisations, identiSring optimal

policy settings for each period.

In chapter 4, a number of load factor (LF) and bus size (1Ð fixity/flexibility cases were

considered in a taxonomic analysis. The possibility of LF being fixed was considered there for

several reasons : for analytical completeness, because such an assumption has been used in previous

analyses, and because it can act as a simple operational policy. For the analysis of optimal bus

subsidy in Adelaide in this chapter, however, LFhas been allowed to vary, and thus be optimised.

On the other hand, fixity of Nis.likely to be a realistic conshaint in the short (and possibly medium)

term. Further, result 3 in chapter 4 showed that when ZF is allowed to vary, marginal changes in N

from its current level led to only relatively small changes in subsidy results. The analysis here is

therefore undertaken with N f,ixed at the current bus size, N = 78, and the analysis is thus an

extension of the variable load factor/fixed bus size analysis presented in chapter 4 (LFIN finty case

3).

7 .3.2 First Best Ootimisation

Consider the representative route within any given corridor for any given time period. The

optimisation problem is :

max ES e.4)
PrP2'F

where ES=CS: + C.S2-S (7.5)

and S=Co-Pflt-Pzez e.6)

The fact that P, is related to Pr, however, means that P, can be eliminated as an optimisation

variable, since the optimal value of P, automatically implies the optimal value of P, for any given

social justice price discount (S"|PD) or social justice discount factor (S/DÐ. Initial attempts to set

up and solve this optimisation problem were based on using expression (7.3) where P, is a direct

function of SJDF. Unfortunately, attempting to solve the problem in this form proved exfremely

complex analytically. A more satisfactory approach, for which tractable solutions were able to be

generated relatively easily, was to express P, as a function of SJPD as in (7.1), and then solve

repeatedly with,S,IPD iterating until the target SJDF resulted. The final problem is thus :

max ES
PIF

(7.7)
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where ES = CSr + CS2(&) - S

and S =Co- Pút- (Pt- SJPD)q,

(7.8)

(7.e)

(7. r 1)

Solving the first order condition P = 0 (see section I A.2 ofthe chapter appendix) yields
òPl

the following expression for optimal regular (non-concession) fare :

àv àLF
P- =q--' -!^' +SJPDqL (7.10)' 'ðLF òq q

which section 7A.3 of the chapter appendix shows is consistent with the equating of marginal

benefit and marginal social cost, the optimal outcome.

As discussed in chapter 4, optimal frequency F* can be determined in two ways : either

through the first order condi,¡on 
â3=S 

= 0 of the above maximisation problem, or from the first
AF

order condition * = 0 of the dual 2-stage cost minimisation/welfare maximisation problem (see
AF

discussion in section 4.3 of chapter 4). The first approach proved analytically complex, so the

simpler second approach was used. Solving Y:-=0 yields (see section 7A.4 ofthe chapter"aF
appendix)

+
ðv ALF

auua
ðv

-ðcu+
ðr òrLF,q

the same optimal condition which applied when optimising F in chapter 4, i.e. at the margin, the net

benefit and cost of an additional unit of frequency must be equated.

7.3.3 A Diaqrammatic Presentation of the First Best Framework

The optimisation problem can also be presented in the familia¡ marginal benefit (MB)llong

run marginal social cost (M.SC) diagrammatic framework for any given time period, as in Figure

7.4. Curves D, and D, are the generalised cost demand curves for regular (full) fare, and

concession fare, users respectively. Curve MB measures the overall marginal benefit (as derived in

section 7 A3 of the chapter appendix), whilst curves MSC and ATC are the minimum cost curves

achieved by optimising F at all q values according to (7.11).

It is importanf to note from the outset that, for the exponential demand model being used

here (expression (4.14)), the financial position can be inferred by the difference between the MB and
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ATC curves at any patronage, q,level. This rule was established in chapter 4 for the analysis

without concession fares, and also holds in the analysis here with concession fa¡es. This can be

established as follows. First note that MB = gou, (see section 7A.5 in the chapter appendix). Then

MB - ATC = Bou" - ATC, and noting that g = P + ACu and, ATC = ACu + ACo, yields MB - ATC =

Por" - ACp, i.e. the unit financial surplus/deficit. It then follows that :

o at the intersection point of MB and ATC, g = ATC, and thus pou"= ACo, abreakeven outcome;

¡ at lower 4 values, MB >ATC, thus Por") ACo,i.e. a surplus exists; and

o at higher q values, ATC > MB, thus ACo, Por", i.e. a deficit results, and thus a need for subsidy.

Thereþre, the gap between the MB curve and the ATC curve measures the unit financiøl

s urp lus /defi c it out c ome.

The optimal solution in Figure 7 .4 lies where MB = MSC, at point i and output level 4*.

With ATC declining throughout due to user economies of scale (UEg), and thus MSC < ATC

throughout, the optimum will always involve a subsidy, with average unit subsidy across the two

market segments, sor,, being the distance hi and total subsidy ,S equal to area ahij. For market

segment i, the difference between the optimal unit cost ATC(q*) (or simply ATC*) and gr*

measures the unit subsidy delivered to each user, i.e. ATC* - g¡ * measures unit subsidy received by

full fare paying users, sr, whilst ATC* - gr* indicates unit subsidy per concession user, sr. Total

subsidy for each group, ,S, and 52, ãra then a¡eas abcd and aefg inFigure 7.4 respectively (with the

sum of these two areas being equal in size to arca ahij, the total subsidy derived from the average

unit subsidy).

Figure 7.4, and the above discussion associated with it, applies for both of the time periods.

It is useful, however, to be able to bring together diagrammatically the nature of the overall problem

across both time periods. This is done in Figure 7.5. To avoid cluttering the diagram, the market

segment demand curves (regular vs concession users) are not shown here, limiting the presentation

to MB, MSC and AZC curves for each period.

On the demand side, the relative position of the respective MB cuwesreflects the underlying

level of demand in the two time periods, with demand level ranking being peak, off-peak. On the

cost side, both producer and user costs exist in each period. For convenience, unit user cost

parameters and user cost functions are assumed to be the same in both periods. As explained
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earlier, unit producer costs are higher in the peak. With simila¡ user cost functions throughout,

overall (producer and user) unit costs a¡e also higher in the peak. This is illustrated by the vertical

positioning of the two sets of cost curves in Figure 7.5. The optimal outcomes are at point s a and b

respectively. With a lower cost structure, and a lower demand level, g* ou" is likely to be lower for

off-peak than peak.

7.3.4 second Best optimisation : The opportunity cost of public Funds

The second best case considered here is where the financing of optimal subsidy from public

funds is not neufal from an efficiency perspective.r3 That is, there are efficiency, or deadweight

costs, involved with such financing. As a result, the opportunity cost of raising a $l of finance is

greater ttran $1. As mentioned in Chaptêr 2, this is also called the shadow price of public funds

(Dodgson and Topham, 1987). 'We denote the marginal opportunity cost of public funds as

MocPF, and the associated marginal financing deadweight cost as K, where

MOCPF = 1+r e.D)

Findlay and Jones (1982) estimate that, in Australia, the MOCPF lies in the range $ 1.23 to

$1.65'14 Freebairn (1995) has recently reconsidered the opportunity cost of public funds in

Australia, adjusting ea¡lier studies to account for sticþ wages and unemployment, conf'ming

significant effrciency costs of public fund raising. Freebairn found considerable sensitivity in

marginal distortionary costs to model assumptions, yielding MOCPF values as high as $1.73. For

the majority of the analysis here, a r value of 0.4, an approximate midpoint value in the Findlay and

Jones range is adopted, with sensitivity testing of lower values.

This framework is illusfrated in Figure 7.6 which shows the first best diagram modified to

take account of costly finance. Figure 7.6 schematically shows the MB, MSC and ATC ctwes for a

given time period. The fnst best optimum is at point c coinciding with MB = MSC, with first best

subsidy given by area abcd. Once we move to a second best framework, the existence of subsidy

generates a financing deadweight loss, FDlllL, where :

13 The other second best case (not considered here) is where, because of a lack of road pricing, public transport
subsidy is used as an instrument for managing road congestion (see discussion in section Z.+.2ót cnaprcr Zj.

14 Overseas studies have found lower values, for example in the UK (Dodgson and Topham ,19g7).
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Figure 7.6 : Second Best Analysis When Public Finance is Costly To Raise
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FDWL = rS Q.l3)

In a second best world, what was previously a first best situation at point c now generates a FDWL

equal to area cdef.ts The bigger r is, the bigger is the FDWL area.

From the old first best position, ES can be improved by moving up along MB, wtnch

reduces the size of total subsidy (Ðló and thus also reduces the size of the FDWL. This reduction in

FDWL is achieved, however, at the expense of infroducing a new deadweight loss due to the

introduction of a divergence between MB and MSC. If, for example, we move up to point i on the

MB curve, 
^S 

reduces to area ghij, FDWL reduces to area ijlon (shaded area A), whilst the new

divergence deadweight loss (DDWZ) is area cin (shaded area B). The optimal solution consists of

moving up the MB cuwe until the marginal increase in the DDWL (the increase in area B) is

exactly equal to the marginal reduction n FDWL (the reduction tn area A), thus resulting in the

combined deadweight loss, the sum of FDWL and DDWL (area Aplus area B) being minimised.

To undertake such second best analysis, the first best subsidy formulation presented in

section 7.3.2 must be modified accordingly. The optimisation now has an additional cost

component, financing deadweight loss FDWL, which enters the economic surplus (Ef) expression.

Thus (7.8) can be rewritten as follows :

ES=CS-S-FDWL e.I4)

where FDWL =tçS
Thus

ES = CS - (l+x)S (7.15)

Solving the optimisation problem (see section 74.6 in the chapter appendix) yields :

p,=q*ð!F *s¡ppL*,.T. (7.16)' ^ òLF ðq q Q+K)p

The f,rrst two components of (7.16) are the first best regular fare (see expression (7.10). The third

component is the second best markup which is constant (for any given r and p) for the demand case

considered, the case of an exponential demand function. Note the similarity with the breakeven

optimisation result in Chapter 7 where markups were also required. Here the markup is required

15 The diagram is constructed on the illustrative assumption that r = 0.25, i.e. the FDWLarea equals one
quarter of the subsidy area'

16 Since both patronage (q) and unit subsidy (ATC - MB) fall.
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for the following simple reason. With subsidy now being costly to finance, it is desirable to raise

bus prices, and thus reduce 4, in order to limit the size of subsidy and thus the financing deadweight

loss. A trade-off situation arises, however, since in order to limit financing opportunity cost,

deadweight losses are incurred from the divergence of prices away from their first best optima. The

overall optimum occurs when, at the margin, the increase in divergence deadweight loss balances

the saving in financing deadweight loss.

7.4 Optimal Results

To commence with, consider the first best (FB) and second best (SB) results before the

introduction of competitive tendering (CT), scheduled to occur in the near future in Adelaide (see

the discussion in section 2.2 of chapter 2). The results are generated using the general solutions

presented in the last section. In each case considered, generation of solutions consisted of the

following steps :

1. Select an initial pafronage value, q,.

2. Given q,, optimise frequency (tr) through (7.I1).

3. Iterate the regular fare (P) and the social justice price discount (S/PD) until the current social

justice discount factor (SJDF,), and qu are achieved.

4. Compare the resulting values of MB and MSC.

5.If MB = MSC, the optimal solution has been reached. lf MB t MSC, repeat steps I to 4, with

alternative values of q,, until MB = MSC is reached. 'When iterating 4¡, increase (decrease) q, if

MB > (<) MSC.

The key results are summarised in Table7.l.

There are a number of general patterns in the first best and second best results presented in

Table 7.1 which should be noted. These are discussed in the sub-sections that follow.

7.4.1 First Best Results

r ft1 a first best world, ESr* is substantially greater than ESr", highlighting peak periods as the

prime market for service delivery from an economic eff,rciency perspective. In the peak, net benefits
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Table 7.1 : Representative Route Optimal Results Before Competitive Tendering

Corridor ES

Inner North
PK - current
-FB
-SB, K = 0.4

OP - current
-FB
-SB,r=0.4

Eastern
PK - current
-FB

- FB(R)
-SB, r = 0.4

OP - current
-FB

- FB(R)
-SB,r=0.4

South&ast
PK - current
-FB
-SB, r = 0.4

OP - current
-FB
-SB,r=0.4

Inner South
PK - current
-FB
-SB, r = 0.4

OP - current
-FB
-SB,K=0.4

Western
PK - current
-FB
-SB, K = 0.4

OP - current
-FB
-SB,r=0.4

Inner NorthEast
PK - current
-FB
-SB, K = 0.4

OP - current
-FB
-SB,K=0.4

513(41q2
516
475

8s(s2)
85

59

498(3s7)
557

533
521

31(-10)
51

48
24

28s(204)
314
291

38(21)
39

26

42r(333)
422
384

32(-3)
34
4

332(200)
359
317

37(4)
38

8

$/hr

2s6(144)
289
255

2L(-rr)
2l
-5

Table continued next page

q
(board-

F
buses/

hr

LF R
7o

P1

cents

s or"
cents

,r1

cents

82

cents

s
$/hr

215
193
130

t02
99
62

238
202
225
t37

81

72
134
42

136
116

81

51

60
35

180
160
110

74
61

30

186
143
98

75
67
33

150
It6
79

62
46
20

3.5

3.0
11

2.0
t.9
1.4

5,2
3.3
3.9
2.4

2.4
1.6

3.2
1.2

3.4
))
t.'l
1.3

1.5

1.1

2.9
2.6
2.0

1.6

1.3

0.9

3.2
2.3
1.7

1.4

1.3

0.9

3.2
2.1

t.6
1.5

1.2

0.7

0.27
0.28
0.25

0.16
0.16
0.13

0.20
0.26
0.24
0.24

0.11
0.14
0.13
0.11

0.t7
0.22

0.2

0.12
0.t2
0.10

0.27
0.27
0.24

o.r4
0.14
0.11

0.25
0.27
0.24

0,16
0,15
0.12

0.22
0.26
0.23

0.15
0.14
0.10

23

10

8

8

8

8

26

l9
15

9

8

I
8

24

27
2t
11

9
9

8

44
24

100
13

t2
8

100
8

ll
9

8

8

8

t2
9

I
8

8

109

I44
331

99
103

207

108

122

84

298

100
88

40
184

t07
r27
297

98
81

r76

108

156

331

98
t22
234

r09
182
356

102
138

253

110

172

342

101

t43
262

148

87

-1

88

98
83

123
93

6

120
109

t07

t9
90
-6

8l
79
56

I

147

81

120
-t7
125
92

128
75

178
to7
24

tt4
108

108

186

109

26

130

118

137

115

45
96

-1 15

84
57

113

-5

115

48
103

46
64

3

90
44

109

78
55
-4

146
50

-97

70
47
-14

85

45
-123

37
33

-44

155

58
-85

88

56
t2

172
109

140
42

t4l
106
135

98

205
148

93

IZ9
127

r32

142
t20
51

95
93
77

170
113

52
102
111

103

148

128
69

134
126
131

2t3
148

94
147

140
165

256
175

-8

82
78
34

351

164
271
-23

to2
66

t72
32

201
101

-l
44
59
29

22t
t49

7

88

66
33

331
153

24

85

72
36

280
t26
2t
81

54
27
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Corridor

SouthWest
PK - current
-FB
-SB, r = 0.4

OP - current
-FB
-SB,K=0.4

NorthWest
PK - current
-FB
-SB, K = 0.4

OP - current
-FB
-SB,r=0.4

Outer NorthEqst
PK - current
-FB
-SB, r = 0.4

OP - current
-FB
-SB,r=0.4

Stirling Hills
PK - current
-FB
-SB, K = 0.4

OP - current
-FB
-SB,r=0.4

H Valley/Mitcham
PK - current
-FB
-SB, K = 0.4

OP - current
-FB
-SB,K=0.4

Outer North
PK - current
-FB
-SB, r = 0.4

OP - current
-FB

Table 7.l(cont) : Optimal Results Before Competitive Tendering

Tøble continued next page

ES

$thr

s(-34)
20
-9

2s2(trt)
273
227

162(e0)
176
t52

22(-2)
23

s3s(2s0)
675
608

-6(-73)
t6

-26

170(s8)
191

t39
-4(-30)

8

146(-27)
t84
134

-47(-e2)

194(s9)
220
t79

-2e(-77)

q
(board-
inss/hr)

F
buses/

hr

LF R
Vo

PI

cents

s ou"

cents

J1

cents

s2

cents

s
$/hr

96
74
49

50
M
24

349
264
183

99
64
18

t62
97
60

42
*f.

**

169
119

80

85

5l
2l

r26
100

6l
37
50

xx3

148

10r
66

56
**
**

2.3
1.6

1.2

1.5

1.3

0.88

4.1
2.4
1.8

t.6
1.0

0.44

2.8
2.0
1.5

r.7
1.2

0.64

1.6

1.5

1.1

0.62
1.0

2.3
1.5

1.0

.91

2.4
t.7
1.2

1.4

0.29
0.28
0.25

0.18
0.16
0.t2

0.20
0.22
0.19

0.12
0.t2
0.10

o.2t
0.27
0.24

o.t2
0.13
0.08

0,34
0.28
0.24

0.21
0.18

0.30
0.28
0.24

0.16

0,26
0.26
0.23

0.14

8

8

8

8

8

t2
8

8

8

T2

8

8

I
8

8

35

13

9

8

8

8

17

10

8

8

8

8

13

8

8

8

109

243
430

99
t93
336

108

189

393

104
115

224

109

154
301

10s

129
240

106

287
487

t02
229

103

299
504

100

104
254
461

105

207
129
51

146
t25
148

188

119

33

t2l
lt2
108

204
101

l7
L7t
139
221

222
167

92

173
148

267
167

96
275

226
140

61

214

r73
47

-106
101

31

-27

148

47
29

72
57
-5

237
70

-85

234

1

t82
69
-54

135

93
125

194
82

-68

135

53

189

M
-t27
168

229
172
rL6
159

144
t70

205
147

79

133
r25
t26

238
148

100

t93
r64
258

247
225
176
190
177

290
223
174

289

243
174
110

22'l

179
88
t6
60
49
26

7t0
267
32

169
89

39

280
167

56

65
74

350
t54
4I

t24
&
31

432
162
57

115

336
142
40

120

-SB K -- 0.4
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Table 7.1 (cont) : Optimal Results Before Competitive Tendering

Corridor

Outer South
PK - current
-FB
-SB, r = 0.4

OP - current
-FB

¿'s
$/hr

197(70)
2rt
r6t

-41(-87)

-SB r=0.4

Notes :
L Abbreviations : FB - first best; FB(R) - first best with random user model (rather than the togit modet); SB -
second best; subscript I denotes regular (full fare paying) users; subscript 2 denotes concession users; K is
the marginal public financing deadweight loss.
2. The number in brackets is cunent ES in a SB world of distortionary public finance collection, and the
preceding number out of brackets is ES in a FB world of costless fund raising. This notation applies in
describing current ES in all corri.dors.
3. ** denotes thqt ES was < 0 for all possible q values in this coruidor/time period, so the optimum involves
zero service provision,

(i.e. ES > 0) can be attained from running services in all corridors. This is also the case in the

majority of corridors in the off-peak.

There are thtee corridors, however, Huppy Valley/l\4itcham, Outer North and Outer South,

where all service delivery options yield ESo, < 0. The main reason for this result is the high cost of

service delivery to these corridors due to their long route lengths. If decisions about operating in a

corridor rested purely on economic effrciency grounds, off-peak services in these three corridors

would, therefore, need to be withdrawn. Three qualifications are required however. First,

especially in the Outer North and Outer South corridors, radial and feeder routes have not been

modelled separately. If differences exist in the level of returns from these two route types, then

collective modelling is likely to disguise them. Therefore, before any closure decisions could be

made, these two route types would need to be modelled in their own right.

Second, for reasons of analytical manageability, we are considering here only a single

aggregated off-peak period, consisting of the time between am and pm peaks (i.e. the interpeak

period), evenings, weekends and public holidays. Interpeak demand is substantially greater than

demand in the remaining off-peak time periods (with average boardings per hour being 12500 vs

4500 respectively (STA, 1993a)). Thus the need to withdraw services in a corridor is likely to apply

User Economies of Scale and Optimal Bus Subsidy

q
(board-
inss/hr)

F
buses/

hr

LF R
7o

Pl
cents

s or"
cents

J,¡

cents

s2

cents

s
Vhr

t44
105

65

44
**
**

1.9

1.6

1.1

L2

0.32
0.28
0.24

0.13

9

8

8

8

lo4
288
497

103

220
r55
80

257

187

55
-109

212

241
203
146

27r

317
r62
52
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only to the very low demand periods, and not the interpeak period. To test this point, the first best

results for the Outer North corridor, one of the three critical corridors where ESo, <0 in Table 7.1,

were rerun for two separate off-peak periods : OPI, the interpeak period; and Op2, evenings,

weekends and public holidays combined. In OPI, the f,rst best optimum yielded ES* =

$55/route/trour, an economically sustainable outcome. In conftast, rn OP2, ES was < 0 at all

possible q values. Thus, in the case of the Outer North corridor, the unsustainable economic

performance in the off-peak reported in Table 7.1 is reflecting the very low demand levels in

evening, weekend and public holiday periods (OP2), with the interpeak (OPD yielding positive net

benefits.

Third, with public transport being such an important, and in some cases the only, source of

mobility for many members of the community, particularly those that are transport disadvantaged,

govemments would no doubt be prepared, as they currently are, to deliver significant subsidies

(over and above concession discounts) in low demand time periods on equity and social justice

grounds to ensure a minimum level of mobility is provided at all times.l7

. As one would expect, given the major difference in demand level between peak and off-peak,

optimal patronage (ø*) is always greater in peak than off-peak.

. In all corridors, frequency (F") is greater in the peak, i.e. Fr** , For*. There are two effects

underlying this result. In any given situation, F is optimised to ensure (7.II) holds, delivering an

optimal trade-off at the margin between the time cost reduction benefits of additional F
àu ðv ALF_+
òF ALF ðF

and the associated additional producer costs

(t " *). The greater the marginal user benefits the greater is F*, and the greater rhe marginal

producer cost the smaller is F*. With patronage being greater in the peak (i.e. e*px) q*or), the

marginal benefit schedule is greater in the peak, tending to push F"* above For, ceteris paribus.

On the other hand, there is an offsetting effect on the cost side, where (Cr/VIOex > (Cptvlgop

means the peak marginal producer cost schedule will be above that in the off-peak, which will push,

17 The question of whether providing a minimum level of service of public transport in all corridors is the most
appropriate way of ensuring mobility for the transport disadvantaged is not addressed here.

User Economies of Scale and Optimal Bus Subsidy
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ceteris paribus, F*"* below F*op. With Fr** , For* 
^all 

cases, the demand effect dominates the

cost effect.

. Planned user behaviour dominates in all corridors and time periods. The greatest proportion

of random users in any one situation is for the Eastem corridor in the peak wheie 24Vo of users act

in a random fashion.

. The ranking of average unit subsidy, sau", irr peak vs off-peak varies between corridors, i.e.

spx) sop in some cases, and sr* ( sop h others. Although based on the conventional negative

relationship between optimal unit subsidy and patronage reported in the literature this would seem

an odd result, as chapter 5 showed (see section 5.4), the conventional relationship can break down

over some patronage ranges. The cause of this occurring in chapter 5 was the switching which

occurs from planned to random behaviour as patronage increases, which can result in optimal unit

subsidy being higher for higher patronage. This is one explanation for why the spx ) sop result may

occur.

Another reason contributing to having spK) sop in some cases lies in the fact that the ATC

curve is steeper, at any given patronage (q), in the peak than the off-peak. V/ith the ATC schedule

steeper, the gap between ATC and MSC'18, and thus optimal unit subsidy (= ATC - MSC), will in

turn be greater for peak than off-peak at any given q value. In other words, the s" schedule lies

above the sr schedule. There are two reasons why the AIC schedule is steeper at any given q

value. First, at any given q vahte,with (ClVIQp*> (ClVÐep,theACo schedule, and thus the AIC

schedule, is steeper for peak than for off-peak. A second reinforcing effect is the fact that

(C/VÐpx> (CJVK)op tends to push F" below Fsr, ceteris paribus, making random behaviour

more likely, and thus making The ACu (and thus Afq schedule steeper in the peak than the off-

peak.

The net result when one combines the conventional negative relationship between optimal

unit subsidy and patronage with the above counteracting effects is that both ranking outcomes

between s"" and sop are possible depending on the difference between (CJVÐpx and, (ColVIe6r,

rE where MSC = ATC . AATC 
of rhe slone of ATC (wt AATC* q 

aq 
is a function of the slope of ATC (where 

ã- 
. O¡
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the difference between peak and off-peak patronage levels, and the rate of switching between

planned and random behaviour. Table 7.1 shows that sr" > s"* in 5 corridors, whilst so, < sr*in 4

corridors.

. With respect to total subsidy (S), S*pr ) S*op in all situations. Thus even in cases where s*r"

) s*pr, the difference between q*r*and q*opis great enough to ensure S*"* ),S*o". As a result,

the ranking of total subsidy between time periods matches the ranking of patronage (4).

. Table 7.1 also shows that subsidy flows to both user groups, regular and concession (i.e. s,

and s, are both > 0).

7.4.2 Second Best Results Compared To First Best

. As explained in section 7.3.4, moving to a second best optimum involves reducing paffonage

(4) below qrt. Table 7.1 shows this to be the case in all corridors and time periods, along with a

corresponding fall in frequency (Ð. Although F falling raises average user cost, ACu, Table 7.!

suggests that notwithstanding this, fares (P, and P) need to rise to increase generalised cost, g (= p

+ AC), sufficiently to bring about the required fallin q.

. Not surprisingly, with a sudden inüoduction of a new major cost (i.e. the financing

deadweight loss, FDI44L), ES*s¡ a ES*o in all conidor/time period cases. As a result, a greater

number of corridors fail to generate positive net benefits (i.e. ES > 0) in the off-peak than in the

peak.

o ft1 all conidors, total subsidy (S) in both periods is lower in the second best setting than the

first best. This result is not surprising given the nature of adjustment required in moving from hrst

best to second best discussed in section 7.3.4. The greater is the marginal financing deadweight

loss, K, the greater is the required adjustment, and the bigger the difference between ,S*", and S*rr.

The outcome which is unusual a priori, however, is the fact that in all corridors, as K increases, the

reduction in total subsidy is much greater in the peak than in the off-peak. So much so that in some

cases S"* reduces to, or below, zero, and in many cases ,So" ) Spr, in contrast to the first best

situation where almost invariably the reverse result held. These are important results, but they

require closer scrutiny to be fully explained. This will be done in section 7.4.3. One outcome of

that further analysis is that the reduction in total subsidy and economic surplus outcomes from frst

User Economies of Scale and Optimal Bus Subsidy
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best to second best varies in proportion \ryith the size of r. Thus the changes from first best to

second best reported in Table 7 .l a¡e relatively substantial because r = 0.4 is likely to be towards

the upper end of likely r values.

r ln contrast to the first best case where both user groups (regular (full fare) paying, and

concession) receive a subsidy, in a second best setting many cases exist, particularly in the peak,

where full fare paying users now make a net monetary contribution (i.e. gl > ATq rather than

receiving a subsidy, although concession users continue to be subsidised (i.e. gz < ATC).

7.4.3 Detailed Analysis of Second Best Outcomes

Two questions remain regarding second best outcomes. First, given there is some

uncertainty about the value the marginal financing deadweight loss, K, actually takes @ndlay and

Jones, 1982; Freebairn, 1995), how different are second best outcomes if r takes on values other

than the one used in the last section (r = 0.4)? Second, what explanation can be offered for the

unusual movements in total subsidy (S) between first best and second best settings observed in the

last section?

These questions have been addressed here by studying in greater detail outcomes for one

corridor, the Eastern corridor. Table 7.2 reports second best outcomes for the Eastern corridor for

four values of r:0.1, 0.2,O.3 andO.4. Results for K = 0, which are the fust best results, are also

reported as a base for comparison. Table 7.2 demonstrates a gradual reduction of patronage (q)

through marking up of fares as K increases, and, a gradual reduction in economic surplus (ES) as

public funds become increasingly costly to raise. The key results a¡e the behaviour of unit and total

subsidy (s and 
^5).

Figure 7.7 summarises .S*r, outcomes for the range of x values considered. There a¡e two

interesting outcomes to note. First, in the case of the peak, if r is large enough, S*r¿"* eventually

reduces to zero. This occurs when x is approximately 0.32. Thus, in this case, removing even the

last dollar of subsidy is worthwhile because the resulting saving of distortionary finance cost is

greater than the gain in divergence deadweight loss from marking up g above MSC. ff larger r
values apply, S*rB 

"* 
drops below zero, i.e. it is optimal to run a surplus rather than a subsidy. The

reason for this is that if raising public f,rnance is distortionary enough, then it is welfare improving to

User Economies of Scale and Optimal Bus Subsidy
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t80

tó0

Figure 7.7 : Second Best Optimal Subsidy, Eastern Corridor
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raise public finance in the public transport market and at the same time relieve more costly revenue

raising elsewhere in the economy. This is consistent with the geheral principles of optimal taxation

(Ramsey, 1927) where taxes (or revenues) are raised in the least distortionary manner.

Table 7.2 : Second Best Outcomes Before Competitive Tendering, Eastern Corridor

Case

(a) PK
r=0
r=0.1
r=0.2
r=0.3
r=0.4

ES

$/hr

557

540

531

525

52t
(b)oP
r=0
r=0. 1

r=0.2
x=0.3
r=0.4

51

42

35

29

24
Notes :

L Abbreviqtions : subscript I denotes regular (full fare paying) users; subscript 2 denotes concession users;
K is the marginal public financing deadweight loss.

The second, and more important general feature to note, is that the rate of reduction in ^S*r,

in response to increments in the marginal financing deadweight loss, K, is much smaller for off-peak

than peak. So much so that, for r ) 0.2, S*sB,op becomes greater than ,S*ru"*, which contrasts with

the consistent first best outcome in all corridors where it was observed in Table 7.1 that Srn,px)

Sr",op. Thus if public finance is costly enough to raise (i.e. if r is big enough), then the strongest

argument for subsidy is in the lower demand period, the off-peak This is an important result since

it contradicts the popular view often encountered that off-peak subsidies need to be justifred on

social justice and minimum service grounds rather than economic efhciency grounds. The

discussion above illustrates that there is also a sound economic efficiency argument for subsidies

flowing to a significant extent to lower demand periods.

The reason why (as K increases) Srr,o" declines relatively moderately compared to ^Sru"" is

as follows. In the peak, as generalised cost, g, is marked up above MSC, the growth in AZC is

relatively modest, and so ATC - MB, and thus s, declines fairly rapidly. As a result, a relatively

small increase in g yields a fairly significant reduction in S, and thus also in financing deadweight

q
(board-
inss/hr)

F
buses/

hr

LF R
7o

PI

cents

sou"

cents

,s/

cents

s2

cents

s
$/hr

202
178

r63
149

137

3.3

3.0

2.8

2.6

2.4

0.26

0.26

0.25

0.25

0.24

24

20

t7
15

13

r22
176

217

259

298

81

49

26

3

-17

45

-5

-43

-81

-1 r5

109

88

72

56

42

t&
88

43

5

-23

72

60

52
46

42

1.6

1.5

1.4

1.3

r.2

0.14

0.13

0.12
0.11

0.11

8

8

8

8

8

88

t2t
145

t66
184

92

85

80

77

75

57

34

18

5

-5

106

103

101

99

98

66

51

42

36

32
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loss (FDIVI)' Therefore, FDWL can be readily reduced with only modest divergences between g

and MSC, and thus moderate divergence deadweight losses. Large reductions in S can thus be

achieved prior to the optimal trade-off between reduction and gain of the two deadweight losses

(financing and divergence).

In the off-peak, on the other hand, as g is marked up above MSC,AZC rises fairly steeply.

Thus ATC - MB, and s, decline much more slowly than is the case in the peak. As a result, a

relatively large increase in g is required to yield a significant reduction in,S (and thus in FDWL).

Thus, divergence deadweight losses are generated more quickly in the off-peak, with the optimal

deadweight loss trade-off being reached with smaller reductions in ,S. In essence, in the off-peak, it

is quite diffrcult to reduce s (and thus ,S) to any significant extent by marking up g. Thus, achieving

any significant reduction in S in this way will also lead to substantial intoduction of divergence

deadweight losses.

The above explanation is confrmed by Figures 7.8 and 7.9 which plot, for the Eastern

corridor, unit subsidy s (= ATC - MB) and total subsidy,S (= sq) as patronage (q) is allowed to vary.

It plots s and S for the current Eastern peak and off-peak demand curves, plus for levels of demand

reduced and boosted by 5OVo in both peak and off-peak to test the sensitivity to demand level

variation. For the peak, Figure 7.8 shows unit subsidy is positive at higher 4 values (where the first

best optimum lies), gradually declining and becoming a unit surplus as q is reduced. The

corresponding behaviour of .S in Figure 7.9 shows 
^S 

declining quickly towards a surplus situation as

4 reduces. Therefore, reductions in S, and thus reductions in FDWL, can be achieved with fairly

moderate reductions in patronage (q).

In the off-peak, Figure 7.8 shows that whilst reducing patronage (4) does reduce s, the rate

of decline is much more modest than in the peak, and if the reduction in 4 is large enough, s

eventually begins to rise. This last outcome is due to the fact that at very low 4 values, ATC acfinlly

rises more quickly than MB.re The corresponding behaviour of ,S in Figure 7.9 sees ,S declining

much more slowly in the off-peak than in the peak and never reaching a surplus situation in the off-

19 This explains the result in Table 7.I that, for some corridors, moving to a second best optimum saw s rise.
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peak. Finally, note that the sensitivity plots in Figures 7.8 and 7.9, whilst altering the position and

slopes of the curves, do not alter the relative difference between peak vs off-peak outcomes.

Overall, moving from first best to second best has a major impact on optimal outcomes. For

the peak, optimal total subsidy (S*) reduces significantly. On the other hand, for the lower demand

off-peak, the difference between f,rrst best and second best outcomes is nowhere near as marked,

with second best subsidy still being quite substantial in size, particularly on a unit subsidy basis.

7.4.4 Results Under Random Behaviour

It is also useful to consider the first best results derived from using the rsndom user

behaviour model, rather than the logit model (on which the results in this chapter are based). Not

only has the random model been widely used in most past analyses, but the most significant

previous study of the Adelaide situation (Chalmers, 1990) assumed this Wpe of user behaviour

exclusively. Table 7.1, reports first best results using the random model for the Eastern corridor

(the FB(R) lines for peak and off-peak in Table 7.1). The results show that using the random model

has a significant impact in both peak and off-peak on optimal unit subsidy and total subsidy,

yielding values well above those generated with the logit model.2o

An important implication of this is that one of Chalmers' (1990) main conclusions should be

treated with some scepticism. Chalmers finds that popular arguments, which claim that current

subsidy levels in Adelaide are too high, are not supported by his optimal results. This conclusion is

drawn, however, from his analysis using the random user behaviour model which tends to

overestimate subsidy in cases where planned behaviour, or a mix of planned and random behaviour,

might be expected. As indicated, in section 74.1 of the appendix to this chapter, the anecdotal

experience in Adelaide is that planned behaviour is the dominant form of user behaviour. Thus,

Chalmers results may be significantly biased by the strong random user behaviour assumption built

into his analysis. The same can be said of most past subsidy analyses (Tisato, 1992).

20 Given the first best logit outcome in this corridor results in24Vo random behaviour, the relative impact of
using or not using the random model would be even greater if the base of comparison were closer to a pure
planned situation rather than the logit outcome. This would be the case in corridors with lower demand levels
where lower optimal frequency (F*) values make planned behaviour more likely.
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7.5 Comparison of Optimal Results and Current Settings

With optimal outcomes now identified, how do these compare with the current policy

settings and other outcomes in each corridor/time period, and thus what is the magnitude of the

changes required to attain optimal positions ? The reference point for these considerations is once

again Table 7.1.

Except for a small number of exceptions (the Eastern, South East and Stirling Hills

corridors in the off-peak), a consistent pattern emerges across corridors and time periods. In these

common cases, the changes required to move us from the current situation to optimal outcomes

have the following characteristics :

. Reductions are required in frequency (Ð. This suggests that at the current frequencies,

marginal time costs are generally not big enough to justify the higher marginal producer costs of

increasing F. Economic surplus (Ef) can therefore be increased by allowing F to decline which

raises time costs by less than the resulting rise in producer cost.

. With F falling, the likelihood of random behaviour falls, and thereforq so does the proportion

ofrandom users, R.

. Like F, moving to optimal outcomes also requires patronage, q,to fall.

. Optimal fares are higher than existing fares. Although F falling causes ACu to rise, fares

must also rise in order to achieve the required patronage reductions.

. Average unit subsidy, sorr, falls. To understand why, consider Figure 7.10 which represents a

typical situation in either period. With qo < ø*, this suggests we are currently at a point like ø in

Figure 7.10. If we assume momentarily that qo is being produced in the least costþ manner, so that

ATC at q,is LAC(qo), then moving to point å would result in both MB andÁC rising, but with the

former by moreso, and thus s (= ATC - MB) falling. To the extent that production at 4, is less than

fully cost efltcient (i.e. frequency (Ð is not being optimised at eo), so that AC(q") > LAC(q"), tlns

would merely reinforce the decline in s brought about from moving to the first best optimum at

point å.

. Total subsidy (S) falls. The reduction in both.so* and 4 explains this result.
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o l¡ addition, the changes are greater in magnitude in the peak than the off-peak, and the

changes required to move to a second best optimum (illustratively positioned at point c in Figure

7.10) are of significantly greater magnitude than those which required to reach a first best optimum.

The exceptions to the above general pattern of outcomes are the Eastern, SouthEast and

Stirling Hills conidors in the off-peak. In the Eastern corridor, fa¡es also fall along with q, F and

sor". The reason for this is that the required fall in F (and thus associated rise in ACr) is rather

substantial, thus, with only a modest fall in q required (and thus a modest rise in g to achieve it),

scope exists for P to fall. In the SouthEast corridor, optimising F requires it to be increased

marginally. In addition, additional pafronage can be accommodated. To achieve this, fa¡es need to

fall. Referring again to Figure 7.10, this type of situation would exist at a patronage (q) value below

qrt. T\e rightward move to the first best optimum results n MB and AC falling. The former must

fall by more to attain the fall in s reported in Table 7.1. The Stirling Hills corridor reports rises in q,

F and P, and a fall in sou". The feature of the base case for this co¡ridor is the very low F and high

I/. Thus ACuis disproportionally higher than that which occurs in the other corridor/time periods.

The substantial rise in F in moving to first best therefore causes a very significant fall in AC,. Tlne

size of this fall inACu is so significant that substantial fare rises are required to limit the size of the

growth in 4.

It is interesting to compare the changes suggested here for frequency and fares with those

suggested by Dodgson (1985, 1986) as the chief conclusion to his study of urban public transport

subsidy in Australia's major cities :

" ... this study indicated that there are benefits to be derived from a reduction in

the level of public transpofr services in many of the Australian cities, and ø switch

of the subsidies saved to finance lower fare levels ... this conclusion was reached

for both bus services and rail services... " (Dodgson, 1985, p.77)

The current study finds that, on the whole, frequency must fall and fares must rise. Thus there is

consistency with respect to how frequency should move, but not fares. Although the two studies

propose fares should move in opposite directions, there is no conflict in this result if one contrasts

the objectives of the two studies. The Dodgson work considered the changes required in fares and

frequency in order to maximise the return from subsidy given existing subsidy levels were to be

maintained. Thus, his frndings \ryere not unconstrained first outcomes, but rather sub-optimal
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outcomes from an optimisation subject to a subsidy consfiaint in a first best world (i.e. costless

public finance). \¡/ith total subsidy given, a reduction in frequency, and thus a rise in ACr, allows

fares to fall. Alternatively, here the changes in fa¡es and frequency move ts to optimøl outcomes,

with subsidy reducing significantly rather than remaining fixed. With subsidy falling, fa¡es needs to

rise (even thoughAC, falls with the fall in frequency).

7.6 The Sensitivity of Economic Surplus

The above comparison of current and optimal settings has not addressed one key area,

namely, the impact on economic surplus (EÐ of moving to optimal outcomes, and it is to this issue

that the focus now turns. This is an important issue since ES is the prime indicator in economic

terms of the net benefits to be gained from instituting policy reform.

Table 7.1 reports, for each corridor/time period, two current ES values : one assumes a f,irst

best world of costless fund raising; and the other (in brackets) assumes a second best world of

costly financing where there are financing deadweight losses. Inspection of Table 7.1 reveals that

all conidor/time situations are sub-optimal, that is, ES could be improved by moving toward the

optimum. T1.te extent of sub-optimality, and thus the degree to which ES can be improved by

moving to an optimum, does vary, however, between corridor/time situations. This merely reflects

the fact that some corridors are coincidentally currently closer to an optimum than others. For

example, moving to a first best optimum in the Inner North corridor in the peak has a marginal

impact only on ES, increasing it from $513/route/hour to $516. On the other hand, growth in ES is

much more substantial in the Eastern corridor in the peak, growing from $498/route/trour to $557.

The main reason for the difference is that the Eastern corridor has a much bigger gap between

current and optimal frequency (Ð, which when corrected, leads to significant cost savings and thus

improvement of ES.

Notwithstanding this heterogeneity, there is, however, an important consistent pattern across

the ES results in Table 7.1, namely, that moving to an optimum in any given corridor/time setting

brings about a much more substantial gain in ES in a second best world than in a first best world.

Extending the example comparison used above, whilst the Inner North corridor in the peak saw little

change in E^S¡3, ESr" alters more significantly, growing from $410/route/hour to $475. In addition,
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the Eastern corridor in the peak, which saw ESr" rise by $59/route/trour, now experiences a bigger

rise in ES* which moves from $357/routelhour to $521, a change of $164.

In several cases, the curent situation yields negative net benefits (i.e. ES < 0), but

optimisation allows it to become a service of net value (i.e. ES > 0). In a first best world this is the

case for the Outer NorthEast and Stirling Hills conidors in the off-peak, whilst it is true of the Inner

south and North\v'est corridors in the off-peak in a second best world.

Our understanding of the behaviour of ES, and the benefits of various policy changes, can

be further enhanced by considering the move from a current situation to an optimal position as

consisting of trvo changes :

. Change 1 : This consists of optimising frequency (Ð and fares (P), i.e. obtaining the optimal

mix/balance between F and P, at the current level of q. Thatis, given the current patronage for

a route, maximising the efficiency with which service is delivered to that clientele.

' Change 2 : With change I in place, the second change consists of moving to the optimal

patronage level, q*, whilst at the same time maintaining an optimal mix of Fand P at all times.

In Figure 7.10, the current situation is represented by point a at q = eo. ff the optimal mix of F and

P prevails, AC would coincide with point d on LAC. ff, on the other hand, a sub-optimal mix of F

and P prevails, AC will lie above point d, with production being less than fully cost efficient.

Change 1 therefore consists of ensuring AC occurs at point d (and correspondi ngly LMC at point e)

by achieving an eff,rcient balance between F and P. Change 2 then consists of reducing q to q*

whilst ensuring thatAC and MC continue to lie on LAC and LMC atall times.

Next, we adopt the distinction between short run (SR) and long run (LrR) as used in cost

analysis in microeconomics. In this present context, the ,SR consists of situations where F or p a¡e

fixed, whilst the LR is a situation where both can be varied. Using this distinction, another way of

interpreting changes I and2 is to see change 1 as ensuring that we are in a LR optimisation position,

rather than a .SR one, whilst change 2 ensures we reach an optimum in the ZR setting.

The ^SR/ZR distinction is also a useful adjunct for comparing economic surplus (ES) in

optimal and non-optimal settings. To illustrate, consider once again the Eastern corridor in the peak.

Figure 7.11 plots, for a first best world, a family of ES curves relating ES and patronage (q) for
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Figure 7.ll z Economic surplus, Eastern peak corridor, First Best world
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various policy settings. The ESr* curve in Figure 7.11 illustrates ES with P and F simultaneously

optimised at any given q level. Each of the other curves in Figure 7 .ll are ESr^ curves which

report ES where one of the policy variables is fixed, but the other can be optimised. The ESo

schedule forms an envelope to the entire collection of ESr^ curves (illustrated in the frgure by

drawing four ESr* curyes : the first three for F = 2.5,3.0 and 5.2 (the current F value) respectively,

with P optimised in each case; and the founh with the current average fare fixed but F optimised).

As one would expect, E^Sr* is always less than ES* at any given q level. The overall first best

optimum is at the peak of the ES4 curve (point a in Figure 7.ll), whilst all other points on the ESr*

and ESr^ curves are sub-optimal outcomes.

With both the PIF mix, and q,being currently sub-optimal in the Eastern peak corridor, we

are presently sinrated at point å in Figure 7.1 1. Splitting the move from the current position to the

overall first best optimum (i.e. the move from point å to point ø) into its two change components,

change 1 produces a move from point b to point c, whilst change 2 moves us from point c to point ø.

In this particular corridor, the current F is well above Fx, generating an ESr curve (ESr (d)) well

below ESr*. Combining this with the fact that the E^Sr* schedule is quite flat, results in change 1

generating most of the gain in ES associated with moving to the optimal outcome (point a). Change

1 will also dominate in other corridor cases where the current situation is well away from the

optimum. In cases where the margin between current and optimal situations is less pronounced, the

gap between ESr* and ESo at qowill be smaller, with changes 1 and 2 ¡henproviding a more equal

contribution to improving ES.

The flatness of the ESr* schedule is an interesting outcome since it implies that the benefits

of change 2 n a move to the overall optimum are always likely to be fairly modest. This suggests

that pursuing optimisation of paftonage (q), and associated reductions in the total level of subsidy,

may not be a particularly worthwhile policy reform. To test the robustness of this result, the shape

of the ESo schedule was analysed in a second best context, and also for several other corridors.

Initially, continue to consider the Eastern Peak corridor. Figure 7.12 plots for the Eastern

Peak corridor a comparison of ESr* schedules in first best and second best worlds, with second best
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curves being presented for two values for the marginal financing deadweight loss, K, 0.2 and,0.4.2r

The key feature to note is that the rise in ESr* which results from optimising q (i.e. reducing 4 from

qo to q*) is much greater in a second best world than in a first best world, with the gain increasing

in magnitude the higher is the marginal financing deadweight loss, K. There are two factors

contributing to this result :

(a) The first factor is that, as Figure 7.12 shows, the ESr* schedule is more responsive to changes in

q in a second best world, with the responsiveness increasing progressively as K increases.22 The

implication of this is that, from the sub-optimal position at qo (i.e. point ø in a first best world, or

point å in a second best (r = 0.4) world), a given reduction in q, say eo - exFn, produces a much

bigger rise in ESo* in a second best setting. Also the greater is r, the greater is the rise in ES. Thus,

provided an optimal mix of P and F can always be implemented, reducing 4 is a more useful policy

in a second best setting than in a first best one.23

(b) The second factor evident in Figure 7.12 causing the gains in ES associated with moving to an

optimum to be greater the greater is r, is that the fall in q required to reach the optimum from the

sub-optimal qo is greater the greater is r. For example, in a first best world (i.e. r = 0), moving to

the optimum involves moving from point ø to point c. In a second best world with r = 0.4,

however, a bigger reduction in 4 is required to move to the optimum, i.e. the move from point å to

point e.

21 The three curves cross at the same qlevel, the level coinciding with where subsidy moves from positive to
negative (i.e. a move from deficit to surplus).

22 To see why this is the case consider Figure 7.10 again. The current situation at point c generates a
divergence deadweight loss triangular shape abe which is an efficiency cost in both first and second best
worlds. Reducing 4 therefore reduces this deadweight loss and increases economic surplus (EÐ in both worlds.
Whilst the gains in first best world a¡e limited to this, in a second best world, the reduction in 4 also results in a
reduction in subsidy and thus a reduction in financing deadweight loss (which is a proportion r of subsidy).
Therefore, in a second best world, there is a second source of deadweight loss reduction which raises ES. In
addition, the reduction in financing deadweight loss (a rectangular area) is likely to be of greater magnitude
than the change in the triangular divergence deadweight loss, making the gain in ES even greater in a second
best world than a first best world. Further, the larger is r, the greater the initial financing deadweight loss, and
thus the bigger the reduction in this, and the bigger the gain in ES, from a unit patronage reduction.

23 A corollary of this is the reverse result, namely, that once an optimum has been reached, again provided F
and P can be optimised throughout, maintaining 4 close to its optimal value is relatively more important the
greater the marginal cost of public finance.
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Next compare the above results with those from several other corridors. Table 7.3

compares the Eastern Peak corridor results just discussed with simila¡ results for two other diverse

corridors in the peak (South\ilest and Outer NorthEast), and with results for the Eastern corridor in

the off-peak. The table reports the change in ESr* resulting from a move along the ESr* curve for a

given change in q (i.e. a move in Figure 7 .12 frompoint a to point c in a first best setting, and from

point å to point d n a second best setting). Throughout Table 7 .3, ¡he rise in ESr* (i.e. the AES

column) is consistently larger in a second best setting than a first best setting. The size of the falls

differ between corridors because the size of the change eo - e* pn va¡ies between corridors, with a

positive relationship between the change in eo - q* o, and. ES.

Table 7.3 : Responsiveness of Economic Surplus

Corridor
^ES$/routelhr

Eastern
PK-FB

-SB, K = 0.4
OP-FB
-SB,K=0.4

SouthWest
PK- FB

-SB, r = 0.4
Outer Northûast
PK-FB

-SB, r = 0.4

t7
95

26
159

Notes :
Abbreviations .'ES is economic surplus; r is the

marginal financing deadw ei ght los s.

The sensitivity testing just undertaken reveals that the merits of moving along the ESo

curve, i.e. optimising patronage once the PIF mix has been optimised, varies significantly between

first and second best settings. The gains from such a move are relatively modest in a first best

world, but more substantial in a second best world, with the size of the second best gains increasing

as public finance becomes increasingly costly.
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Several general conclusions can be drawn from the analysis in this section :24

ln a first best world, once the mix between fares and frequency has been optimised, the gain

from then optimising patronage (which also optimises subsidy) is likely to be relatively modest.

This in turn suggests that, in a first best world, the gains in moving to the optimum can only be

substantial if fares and frequency are significantly out of balance. A corollary of this is that

ensuring that fares and frequency are balanced is the essential component of a strategy for

improving E^S in a first best world.2s

In a second best world, a policy of maintaining a balance between fares and frequency is also

important. However no\ry, once the PIF mix is optimised, a policy of optimising patronage (and

thus subsidy) will yield greater gains (and thus play a more important role) than in a first best

world, with the size of the gains increasing progressively as public finance becomes increasingly

costly to raise at the margin.

7.7 Tlne Impact of Competitive Tendering

The analysis so far has been based on the current producer cost structure. The focus now

turns to considering how the above results vary if producer costs can be lowered. Reductions in

producer costs are expected to flow from recent reforms in Adelaide, which have led to a planned

move away from monopoly bus service provision to the pending introduction of competitive

tendering. Based on experience overseas, unit operating cost reductions of the order of 2OVo to 3OVo

are feasible through the introduction of competitive tendering (Stanford, 1992). The SA

government has based its justihcaúon for the introduction of competitive tendering on the potential

for cost savings, claiming competitive tendering will result in annual cost savings of $M 34 within 5

years across the public transport system (a reduction of approximately 23Vo) (The Advertiser,

1994). Discussions with TransAdelaide (Willis, 1995) revealed that a2O7o reduction in operating

24 Tlte overall th¡ust of the results here a¡e similar to those from the more general analysis by Akerlof and
Yellen (1985) who show that movements from an optimum are often of "second order" magnitudes in a first
best type setting, but of "first order" magnitudes in other settings where there are disturbances in the system,
such as taxes or externalities.

2s The need to maintain an optimal mix of P and F was also found to be of critical importance in the Dodgson
(1985) study (as have other studies, e.g.Nash, 1982; Hensher, 1989a; Glaister, 1987).
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costs could be considered a realistic expectation in the case of Adelaide buses, and has therefore

been used as a working figure in the analysis that follows..

7.7.1 Imoact on Subsidy in the Short Run

The immediate impact of competitive tendering depends on whether cost reductions are

passed on to consumers or whether they are absorbed to reduce subsidy. The general current thrust

of public sector reform in South Australia, with its focus on improving the financial position of the

state, suggests that the latter strategy, subsidy reduction, may be favoured. For the Adelaide bus

system as a whole, a20Vo decline in operating costs would result in a fall in costs, and thus subsidy,

of around $28M per annum. For the 13 ROSIS corridors being considered in this study, system

operating cost is $98.7M, with competitive tendering therefore yielding a cost, and subsidy,

reduction of $17.7M.

7.7.2 Impact on Optimal Outcomes in the Longer Run

In the longer run, efhciency can be improved by moving to optimal outcomes (as discussed

in sections 7.5 and 7.6). It is important to note, therefore, that the introduction of competitive

tendering also influences the nature of both f,rrst best and second best optimal outcomes. This

occurs due to the fact that, as a result of introducing competitive tendering, both the MSC and ATC

curves shift downwards.26 The previous first best and second best outcomes immediately become

sub-optimal, requiring adjustments to be made to poticy settings to ensure moving to the new

optimal outcomes.

26 Tlne lowering of the ATC and, MSC schedules due to competitive tendering cannot be unambiguously
explained a priori. There are a number of conflicting impacts. At any given 4, introducing competitive
tendering lowers C,/VK. This means that the cost of
unambiguously cause ACuto fall. The net impact on
ACoto rise, the initial fall in CrNK causes AÇ to

is thus ambiguous. In addition, with MSC (= ATC

makes the impact on MSC ambiguous.

Simulation runs of the Eastern corridor, however, generated a fall in both A?C and, MSC schedules
resulting from the introduction of competitive tendering. For example, for the peak period, the percentage
reduction tn ATC and MSC proved to be consistently around 67o-7Vo over the entire 4 range. Although formal
simulation runs were not undertaken for other corridors, the impact of competitive tendering on policy variables
and other outcomes to be discussed below shows considerable consistency, suggesting that the MSC and ATC
schedules also fall in a similar manner in other corridors/time periods.
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With the MSC cuwe falling, there will be a new set of first best and second best outcomes

for each period. The situation is described in Figure 7.13, where the notation BCT and ACT refers

to before and after competitive tendering respectively. With the MSC schedule falling, the first best

optimum shifu from point c to point å, resulting in q* increasing, and g* falling.

Table 7.4 reports first best and second best results after competitive tendering for three

illustrative corridors : the Eastern corridor (which is considered for reasons of continuity given its

illustrative use earlier), the important Outer NorthEast corridor (which includes the NorthEast

Busway), and the SouthEast corridor (one of the corridors which gave off-peak outcomes in Table

7.1 which were out of step with the general trends in the table). Comparison of Tables 7 .l and7 .4

reveals that the relativities between second best and first best results after competitive tendering are

identical to those before competitive tendering and so are not repeated here. The impact of

competitive tendering on optimal outcomes is therefore gauged by comparing first best results

before competitive tendering and after competitive tendering. Comparing Tables 7.1 and 7.4, the

following points, which apply to all three corridors in both time periods, can be noted :

. with optimal patronage (4*) increasing and CIIVK decreasing (which respectively increase the

marginal benefit, and decrease the marginal cost, of additional F'), there is a resulting rise in

optimal frequency (F*);

. notwithstanding the reduction in average user cost (ACr) resulting from the increase in F*, the

fall in gou" due to q* increasing is sufficient to allow optimal fares, Pr* and P2*, to decline;

. optimal unit subsidy (s*) falls for two reasons : first, with C/VK falling, the AIC curve

becomes flatter, reducing the gap between the ATC and MSC schedules, and thus reducing so,

at all q values; second, as q increases, the gap between ATC and MSC curves also reduces;

. optimal tot¿l subsidy (S*) remains relatively steady: it rises marginally in some cases, and falls

in others. This stability is due to the fact that s* and q* change in opposite directions, thus

restricting the size of the net change in S* 1=s*4*¡'

. as one would expect, the reduction in cost structure resulting from the introduction of

competitive tendering results in a direct enhancement of economic surplus (ET).
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.$

Figure 7.13 z Impact of Competitive Tendering On First Best Optimum
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Table 7.4 : Representative Route Optimal Results After Competitive Tendering

Corridor ES

$/hr

Eastern
PK-FB

-SB, K = 0.4
OP- FB
-SB,r=0.4

SouthWest
PK. FB
-SB, K = 0.4

OP-FB
-SB,r=0.4

Outer Northûast
PK-Tts
-SB, K = 0.4

OP-FB
-SB,K=0.4

609
577

73

48

327
285

49
,,.,

765
707

52
10

Notes :
l. Abbreviations: subscript l denotes regular(fullfare paying) users; subscript2 denotes concessionusers;
K is the marginal public financing deadweight loss.

Importantly, the introduction of competitive tendering softens the impact of moving from

current policy settings to optimal outcomes. Table 7.1 showed that, before competitive tendering,

substantial changes were required in order to move to optimal outcomes : F and q must fall, whilst

P must rise, reform proposals which are likely to be met with social and political resistance. kì

contrast, the inffoduction of competitive tendering causes F* and q* to rise, and P* to fall, thus

making the size of the adjustments required in moving to optimal outcomes smaller after

competitive tendering than before competitive tendering. In a first best world, this makes the

adjustments required to reach an optimum quite moderate in some cases. For example, in the

Eastern corridor, moving from the current situation to a first best optimum after competitive

tendering requires aTVo reduction in q (comparedto l5Vo reduction before competitive tendering), a

slightly smaller reduction in F than is required before competitive tendering, and a lÙVo reduction in

fares (compared to the l3Vo increase required before competitive tendering). In a second best (r =

0.4) world, however, even after competitive tendering has been introduced, major policy changes

are still required to reach an optimum. Further, the adjustments increase in size as the marginal

deadweight loss from raising public finance (r) increases.

q
(board-
inps/hr)

F
buses/

hr

LF R
7o

Pt

cents

s or"
cents

J1

cents

s2

cents

s
$/hr

220
r47
84
54

287
200

93
48

t34
9I
72
4t

3.7
2.7

2.0
1.5

2.3
1.7

1.6

1.1

2.6
2.0

1,4

0.9

0.25
0.24

0.13
0.11

0.28
0.25

o.t7
0.14

0.26
o.24

0.13
0.10

30
l6
9

8

1l
8

8

8

t6
10

8

8

97
275

70
158

208
387

148

2@

132
278

95
187

9l
2

108

103

80
-24

77
54

tt2
31

96
79

51

-1 15

49
-t4

43
107

27
-54

&
-62
76
32

102
31

88

75

151

92

tt3
100

131

80

128
135

176
-36

Ø
29

r49
29

69
33

260
5

100

49
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7.8 Aggregated Results for the Adelaide Bus System

An important aspect of the analysis in this chapter has been ic disaggregated focus since it

has ensured that demand and cost variations across the bus system can be reflected in optimal

outcomes. Bringing these disaggregated results together, what are the overall implications for bus

subsidy (.1) and economic surplus (El) for the system in aggregate?

Figure 7.14 presents a summary of aggregated .S and ES results for the combined 13 bus

corridors considered in this chapter. The Figure is presented in nvo parts : part (a) plots subsidy,

whilst part (b) plots economic surplus. In each part of the Figure, results are reported for a number

of cases. There are four groupings of cases along the horizontal axis (denoted by the numbers 1 to

4) covering the four possible combinations of first and second best worlds,21 and before and after

competitive tendering, as summarised in Table 7.5.

Table 7.5 : Summary of Case Groupings for Aggregate Result Reporting

Beþre Competitive Afier Competitive

First Best
World

Second Best
World

In addition, within each grouping, three cases are considered, denoted as follows :

t a i Outcomes under current policy settings;

. b ; Optimal outcomes in corridors where ES* > 0, but in corridors where ES* < 0, results

reported are based on a minimum service level of F = I and fares which deliver patronage

reductions of similar scale to those occurring in the optimised corridors (i.e. where ES* >

0); and

. c : Optimal outcomes in corridors where ES* > 0, and withdrawal of all services on corridors

where ESx < 0.

Cases a to c therefore reflect different positions the government may take. Case ¿ reflects a

continuation of existing policies, case c reflects fully optimal policies (from an economic efficiency

27 The second best results are presented for a marginal financing deadweight loss, K, = 6.4.

Grouping I Grouping 2

Grouping 3 Grouping 4
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Figure 7.14: Aggregated Results for Adelaide Buses : Comparison of Current and
Optimal Outcomes

(a) Subsidy

First Best
Second Best

Before CT After CT Before CT Afler CT
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perspective) including service withdrawal of uneconomic routes where net benefits (ES) are

negative, and case å is an intermediate case where, rather than shut down uneconomic routes, they

continue to operate, delivering a minimum service level.

The before competitive tendering results in Figure 7.14 indicate that current subsidy

(column I a) is well above the optimal user economies of scale subsidies (cases b and c). In a first

best world, moving to optimal subsidy case b (column lb) would require a 4lVo reduction in

subsidy, whilst achieving the more radical optimal subsidy case c (column lc) would result in a

53Vo reduction in subsidy. In a second best world before competitive tendering, substantially

gteater subsidy reductions a¡e warranted due to the fact that reducing subsidy not only improves

allocative efficiency in the bus ma¡ket (as it does in a first best setting), but it also reduces the

distortionary costs elsewhere in the economy associated with the raising of public finance. Moving

to second best optimal subsidy cases å and c (columns 3b and 3c) would require subsidy reductions

of TlVo and 89Vo respectively. These second best reductions are for a marginal deadweight loss of

public fund raising, K, = 0.4. The subsidy reduction would be less (more) pronounced if public

fund raising was less (more) distortionary at the margin.

The introduction of competitive tendering results in lower operating costs, and thus presents

an immediate opportunity to reduce subsidy levels. This has a substantial immediate impact on both

subsidy and economic surplus (compare columns la and 2a). Even after competitive tendering has

been introduced, however, culrent policy settings remain sub-optimal, with further subsidy

reductions required in order to reach optimal outcomes. In a first best world, moving to optimal

subsidy cases å and c (columns 2b and2c) would require a further subsidy reduction (from column

2a) of 23Vo and2TVo respectively. In a second best world, even larger reductions are required, with

a move to optimal subsidy cases å and c (columns 4b and 4c) requiring a fuither subsidy reduction

(from column 4a) of 79Vo andS3Vo respectively.

Overall, substantial subsidy reductions can be justifred from current levels, with the

required reductions being greater in a second best world, and with the scale of reductions required

in a second best world varying in proportion with the efhciency cost of raising public finance. It is

important to note, however, that in no case is zero subsidy justified. The lowest optimal subsidy in
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the cases considered was $A 10m, although if the marginal efftciency cost of public finance

continued to grow, optimal subsidy would eventually be driven to zero.

The results in Figure 7.14 illustrate the adjustments required, and the gains to be made, in

moving to first and second best optimal outcomes from the current sub-optimal situation. As noted

in section 7.6 at the corridor level, however, a considerable proportion of the gains from moving to

an optimum can come from ensuring that the mix of fares (P) and frequency (F) is optimised (or at

least improved). Figure 7.15 (which reports before competitive tendering results only) illustrates

that this result also holds at an aggregated level for the Adelaide bus system. For both first best and

second best settings þresented on the left and right hand sides of the figure respectively), Figure

7.15 presens subsidy and economic surplus results for each of three cases. Cases a andå and their

results (column pairs la, lb,3a and 3b) are those used in Figure 7.14, i.e. current poticy settings,

and optimal settings with a minimum service standard, respectively. The third case, å' (column

pairs lb' and 3b'), is an intermediate case in which the balance between P and F is optimised whilst

the existing patronage, 4,, is maintained.

Figure 7.15 shows that, in a first best world, focusing on optimising the mix between P and

F without also altering q (i.e.moving from case ¿ to case å') yields a majority of the gains in

economic surplus (ES) that come from also optimising (reducinÐ q (i.e. moving from case ø to case

å). Notice from Figure 7.15 that optimising 4 also leads to a substantial reduction in subsidy. In a

second best world, the gains from optimising q become more important, in fact in Figure 7.15,

where the second best results are based on a marginal efficiency cost of public funds, K, = 0.4, the

gains from optimising q ne actually greater than the gains from optimising the mix of p and F. As

explained in section 7.6, this is due to two factors which are stronger in a second best setting than a

hrst best setting : the greater responsiveness of ES to changes in q, and the greater reduction in q

required to move to an optimum.

The conclusion one can draw in a first best setting is that, if policy makers are reluctant to

reduce patronage levels to their optimum levels, a likely situation given the concern of the current

state government about declining public transport useage, concentrating on improving the mix

between P and F will be a highly beneficial partial response. In a second best setting where public
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Figure 7.15 z Aggregated Results for Adelaide Buses : Moving To Optimal Outcomes
With and Without Patronage Optimised
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fund raising is distortionary, however, obtaining the right balance between fares and frequency is

still important, but now reducing patronage to optimal levels (and associated reductions in subsidy)

become increasingly important as distortionary effects of public fund raising become more

pronounced.

7.9 Summary and Conclusions

This chapter has presented a disaggregated analysis of optimal outcomes in the Adelaide

bus system. The benefit of a disaggregated approach has been the ability to determine policy

settings which vary across the system to reflect va¡iations in demand and cost differences, including

differences in user economies of scale, the key focus of this study.

From a general analytical perspective, the study has revealed a number of key results. In a

first best world, the simple rule, found in the literature, which claims that unit subsidy is inversely

related to the level of patronage, and thus that unit subsidy is greater in off-peak than peak, falls

down in a peak/off-peak model. The rule holds in some corridors, but breaks down in others. The

relationship between total subsidy and patronage was consistent, however, with conventional

models : the greater is patronage, the greater is total subsidy, with peak subsidy exceeding off-peak

subsidy . Moving to a second best world, where public fund raising is distortionary and therefore

costly in efficiency terms, sees total subsidy fall more quickly in the higher demand peak period than

the lower demand off-peak. So much so that, if public fund raising is distortionary enough, optimal

total subsidy in the off-peak can exceed that in the peak.

The other set of general results relate to the gains in economic surplus of moving from non-

optimal to optimal outcomes. In a first best world, the gains from reducing sub-optimal levels of

paffonage (and associated reductions in subsidy) are quite moderate. Greater gains can be attained

by being less concerned about optimising patronage levels, and more concerned about optimising

the balance between fares and frequency levels at any point in time. In a second best world, this

generalisation is not as strong. V/ith public fund raising being costly, reductions in patronage (and

thus subsidy) generate increasingly greater net benefits as the cost of public f,rnance grows at the

margin. Obtaining an optimal balance between fares and frequency is still important, but now so
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too is attaining optimal patronage. The bigger the marginal distortionary effects of public fund

raising, the greater the gains from attention to the level ofpatronage and therefore subsidy.

In the Adelaide context, the main results are as follows. First, a number of corridors are

economically unsustainable in the off-peak, although the state government's broader social policy

objectives will almost certainly require minimum services to continue to be delivered in these cases.

Second, the random/planned logit choice user cost model predicted a high proportion of planned

user behaviour (which is consistent with local anecdotal evidence), and subsidy results well below

those of an earlier disaggregated study of Adelaide buses which was based on the simple random

user behaviour model. To the extent that the logit model provides a more realistic representation of

user behaviour, the subsidy results which it generates a¡e more likely to be indicative of correct

optimal subsidy levels.

Thfud, compared to optimal outcomes, the current Adelaide bus situation consists of

excessive frequency and patronage levels, insufficient fare levels, and excessive subsidy levels.

This result was found in over SOVo of all corridor/time period combinations analysed. In addition,

the size of these discrepancies was found to be greater in the peak than the off-peak, and of

considerably greater size in a second best world compared to a first best world.

Even after the introduction of competitive tendering (and the potential cost and subsidy

reductions which should follow), current policy settings will remain sub-optimal. On the positive

side, however, the inüoduction of competitive tendering reduces the gap between current and

optimal policy settings, and thus reduces the scale, and impact, of policy changes required to move

to optimal outcomes. In a first best world, the changes required would be moderate in some

corridors, but the required changes remain substantial throughout in a second best world.

For the Adelaide bus system in total, current subsidy levels are significantþ greater than

those which can be justified on user economies of scale grounds. The greater the cost of public

finance, the greater the size of this discrepancy. Even after the benefits of competitive tendering

have been reaped, a case can still be made for reducing the level of bus subsidy. Notwithstanding

this, optimal subsidy need not necessarily drop to zero. In a first best world, optimal subsidy still

exceeds approximately $440m in all cases considered. Only is a second best world does optimal
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subsidy approach, and eventually drop to, zero as public finance becomes increasingly expensive to

ralse

The final consideration is the off-peak robustness of Kerin's peak conclusion that UES

subsidy will be small. It is essential to note that Kerin draws his conclusion based on analysis in a

second best world, with the marginal distortionary cost of public finance the same as that

considered here, $0.40 for each $1 raised. The analysis here found that in such a second best world,

total peak plus off-peak subsidy, is also rather small. Therefore, within a second best world, Kerin's

conclusion is robust in both the off-peak, and also on an overall basis. Two important points need to

be stressed however. First, the overall size of optimal subsidy, and Kerin's conclusion, is strongly

dependent on the cost of public finance. Improvements in the way public finance is raised to make

it less distortionary will increase the level of optimal bus subsidy. Secondly, as discussed above, in

a relative sense, off-peak subsidy becomes increasingly important the more distortionary is the

raising of public finance.

f-
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Chapter Appendix

74.1 User Cost Model ModifÏcations for Application to Analysis of Adelaide Buses

Throughout this study, the logit model developed in chapter 3 has been used to predict user

choice between random and planned behaviour when accessing a bus. This model continues to be

used in this chapter, but with two modifications to make it more suitable for the analysis of Adelaide

buses.

First, there are cases where users may follow a different choice rule. One example is

"transfer" boardings to a second bus on a trip. Transfers can be split into three categories. Category

one consists of cases where users actually make two separate trips within two hours, e.g. travel

from home to shopping, and then a return joumey home. However, the ticketing system used in

Adelaide defines all bus usage within a two hour period as a single trip, and so records the return

home from shopping as a transfer boarding. For this type of situation, the logit model would seem

to be an appropriate choice model since the user continues to have the opportunity to catch the

second bus in either a random or planned fashion.

Categories two and three consist of cases where users are making a single trip, but are

forced to transfer modes during the trip. Category two consists of those cases where the transfer

occurs at a major transport interchange, in which case the a:rival and departure of the two modes

are usually closely coordinated by the public transport operator. With close coordination, the

transfer delays are likely to be similar to those experienced in the planned user model. Category

three consists of those cases where the arrival and departure times of the two modes involved in the

transfer cannot easily be coordinated. This is the case, for example, for transfers that occur in the

CBD, and is also the case for transfers at regional shopping centres which do not contain a transport

interchange, and transfers onto cross-suburban routes. In this case, modal arrival and departure

times are essentially randomly related, implying that user transfer delays would tend to follow the

random model.
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Discussions with TransAdelaide (Willis, 1995) and the Passenger Transport Board (Wilson,

1995) revealed that : the proportion of category 1 transfers was unknown, but was unlikely to

exceed 2OVo; of the remaining ffansfers, between 25Vo and 50Vo are believed to be category 3

transfers, with a figure of 4OVo adopted for analytical purposes. With transfers constituting (on

average) about 25Vo of all boardings, about I2Vo and 8Vo of all boardings are category 2 and 3

transfers respectively, for which (based on the above discussion) planned and random user

behaviour is respectively assumed.2s

A second modification to the logit choice model was required because some problems were

encountered when calibrating the model for Adelaide. Although data for a detailed calibration of the

model was unavailable, discussions with the Passenger Transport Board (Gargett, 1994) revealed

that its anecdotal experience in Adelaide is that people switch between random and planned

behaviour at around H, = lO minutes, which is highly consistent with experience elsewhere (e.g.

Seddon and Day, I974'¡.ze However, the parameter values derived in appendix B yield 11" values

above 10 mins (see Table 8.6 of appendix B), with the model thus predicting a higher proportion of

random user arrivals than local experience would suggest. Further sensitivity testing with other

user cost parameter values revealed 11. results consistently above 10 mins. One reason why the

model predicts high ¡/. values may be that the user choice model being used here assumes risk

neutral users. In reality, a significant number of users are likely to be risk averse, something which

would tend to make users more prone to using a timetable, i.e. acting in a planned manner, thus

lowering I1..

In order to make the H" value in the random vs planned user choice model more consistent

with local experience, a uniform scaling cost was applied to random costs in the model to achieve

11, = 10 mins.

28 A further extension of the model would consist of recognising that users who regularly travel at the same
time are more likely to act in a planned fashion. No information was available to estimate the size of this
effect, and so it has been excluded from the modelling here. The proportion of random users predicted by the
model used in this chapter is therefore likely to be an upper estimate.

29 As a result, with most headways in Adelaide being above 10 mins, users are currently more likely to arrive at
bus stops in a planned fashion than in a random fashion (except for transfers as discussed above).
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74.2 Derivation of First Order Condition \ryith Respect To P,,First Best World

The first order conditi"" 1Ej = 0 is derived as follows. From (7.8) and (7.9) :
òPl

H=##.#H #*nlr#*ez+n# srPDk (7Ar)

Now, g¡= P¡+ ACui

but with F being the same for both concession and non-concession (regular) users, and LF being a

function of 4, where e = et r ez Q A.Z)

then ACui(LF, q) = AC,¡(LF, q) = ACu e A.za)

thus, B¡= P¡+ ACu

i.e. gt = Pt + ACu (74.3)

and noting (7.1) gz= Pt - SJPD + ACu= Bt - SJPD (7A.4)

Thus, noting(4.5) and (4.10), and noting thatACois constant,

ðs, 
= 

às¡ =(rÌ" au an\
a4 a4 -l'- ato an a4) 0A's)

where +=9+.k (7A.6)òPt aPt a4

Recall from (44.3) that P = -q, (7 A.7)
òs,

and that, as in chapte r 4, for LFIN case3 being considered t 
"r", 

I = 0, thus
dq

9=99=o (7A.8)
" A4 òq òP,

Then, substituting (74.5), (7A.7) and (74.8) into (74.1) yields :

H = -n,('.#V#) n,(*#V#)t 4, t p,#. ez+ p,

=n# #V#,srPDk
Setting+=0yields:-òn

p = s =av Y* sJpD' -òLF òq

ðq,

a4
òq,_ SJPD
òPl

(74.e)

(74.10)

Then, noting (74.6), expressing k u, 
ðq' ò8'

" òPt ò5, òP,
reduces to :

n=n#V.stroffi
:- 1:-ò9, ò9,

, and noting from (74.5¡ ,nu, þ =þ, (74.10)
òPt òPl

(74.11)
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This general expression for P, 
* 

reduces to a simpler expression when the exponential demand

function (4.14) is used, as it is in this study. From (4.14) :

Y = -þn, (7 A.rz)
dg¡

Thus, (74.11) reduces to : 
âv àLF

P, = s+"i- + SJPDqL (7A.13)' 'ðLF ðq q

74.3 Alternative Optimisation Framework : Marginal Benefit and Marginal Cost

Adding and subtracting C, ( = ACuq = AC,(et + q)) to (7.8) and rearranging yields an

alternative formulation of the optimisation problem, the familiar formulation of ES in terms of gross

benefit (GB) and total cost (TQ,i.e.

"' =':::;' 
: ;,:,:?::; :i;,;l;:+ 

AC uq) (c' + AC'q)

GB,+GB2-TC

= GB - TC e\.l4)
Optimising patronage (a) yields a familiar marginal benefit (MB) and marginal cosr (M,SC)

framework,3o i.e.
AES AGB ATC_= _-fì
ðq òq òq

MB (=Pl = MSCr= 
a=rc1

dq dq

To evaluate MB, notett at 
ð=? =ryy and thusðPt ðq A4__- --

MB =ðGB _ðGBlðPl
òq AqlAP,

GB=GBíq,)+GB2@z)

aGB _ðGBt ø-A4 òq, a4 ðq, a4

MB,=
àGBt

(74.15)

(74.16)

But,

thus
òGB, àq,

+

and with =o-òt
òq,

then (7 A.r7)

30 In a short run setting, frequency (F) is given and 4 is optimised via adjustments in P, and Pr. In a long run
setting, F is first optimised for any given q, with optimal prices then set to yield the optimum q.
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#=r,(h.k)-",oþ
and then noting (7 A.6) yields :

aGB ãa g¡ppù.
a4 = t'ãã-^ 

a4

Substituting (74.18) into (74.16) yields :

MB=.rr-VfOffi

and the derivation from (74.10) to (74.11) then allows (7 A.l9) to reduce to :

Substituting for grfrom (74.4), (7A.17) becomes

MB=gt-

P, + ACu-
òq,

ðs,

òq,

às,

Next evaluate MSC.

MSC=ò!' =g *N'àq òq ðq

As mentioned in sectio n7A.2,+ =0, thus (7A.2I)becomes :
dq

,AC,
MSC=AC,+q'

(74.18)

(7A.te)

(74.20)

(74.2t)

(74.22)

g

4
ðs,

+

Then, substituting (7 A.2O) and (7 A.22) into (74.15), and recalling (74.3) yields :

ACu+qry
dq

thus Pl *
+

which matches (74.11) since from (4.5) and (4.10) ACu= u + v + ACo , and thus

àAC, ôv òrr
Thus the optimal prices derived in section 7 A.2 are consistent with attainingòq àLF èq

MB = MSC, the optimal outcome.

Using the exponential demand model, (7A.12) allows (7A.20) to be further simplified to :

MB = st - SJpob (7A.23)
q

ðs

òq,

òs,

, ðq,
- 

ðg,

òq, 
,_t

dg,

òq
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74.4 Derivation of First Order Condition With Respect To ,la, First Best World

Total cost (fQ is TC = Cp+ Cut + Cu2

Recalling from p. 4 -19 of cha pter 4 that C, =# , , (7 A.z4)becomes :

rc =ð-Í: r + ACu, q, + ACurq,
òr

Then, noting (7 A.2) anð (7 A.2a), (7.25) becomes :

àCrC=ãiF +AC,q (7A.26)

This expression is identical to the expression which applies in the optimisations in chapter 4, thus

the optimality condition which applies there will also apply here, i.e.
( a" ðv àLFl âvl I ac-

-n[r" * arr arlu* ul-.,)=É (7A'27)

(74.24)

(71*2s)

(74.31)

74.5 Equivalence of Marginal Benefit and Average Generalised Cost

The average generalised cost, g ou", is given by

8or" = Por" + AC u (74.28)

where Por"=
P,Q, i P,Q,

q

Substituting for P, from (7.1) and rearranging :

Pou"= Pt - SJPDU
q

Substituting into (74.28) and noting (74.3) :

8or"= 8r - SJPDU
q

which matches with expression (7A.23)for MB.

(7¡'2e)

74.6 Derivation of First Order Condition With Respect To P p Second Best World

Repeating the frst best analysis from (74.1) to (74.10) with the new expression (7.15) for

E^S yields :

D_ I ðv àLF _rrroðqrlðPr_ K q
,-' = (1+r() n àLF àn 

t anþr, (1+r) ðqlðp, (74'30)

Two steps are required to expand this expression. First, the derivation from (74.10) to (74.11)

òq,lðP,

AqlðP,

indicates that :
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òq _ðq, òg, , ðq, ðg,

a4 = 
At, a4- ah à4

which, recalling from (74.5) that 
# =h,reduces to :

òq _(òq,, âø,ìðs,
a4 -[ar, -ar,Ja4

Substituting (74.5) for
ðg,

a4
in(7A.32)and gathering dl + terms to one side yields :- òPl

#=[#.Ðl? #v(#.*)

Second, an expressionfor òqlðP, is required. Expanding (74.6),

Substituting (7 A.3l) and (74.33) into (74.30) and rearranging and simpliffing yields

(74.32)

(74.33)

(74.34),=n#V.srPD
òq, , ðq,\ (1+r)
ae- ðe )

K q

The first two components of (7A.34) are the first best regular fare (see expression (74.11). The

third component is the second best markup.

' When the exponential demand model (4.14) is used, (7A.34) simplifres. Noting (7A.12),

(7 4.34) reduces to :

p = q .av al!* 
sJpDq' + K

' 'ðLF òq q (l+r)p
i.e. a constant markup (for any given x and p) above first best price.

(74.3s)
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Chapter 8

SUMMARY AI\D CONCLUSIONS

Overøll Nature Of The Study

This study has examined a particular argument for public transport subsidy, known as the

User Economies of Scale (UES) subsidy argument. The bus system in metropolitan Adelaide,

South Australia, was used as a case study.

The motivation for examining the issue of urban bus subsidy lies in the recent focus in

Australia on microeconomic reform, an important element of which has been a reassessment of the

financial performance of the public sector. All areas of public frnance, including public transport

subsidy, are being subjected to closer scrutiny, with urban bus subsidy therefore being a worthwhile

and relevant topic for resea¡ch and investigation.

The focus was limited to urban buses for two reasons. First, in Adelaide, like most other

major Australian cities, bus transport is the dominant form of public transport. Second, the pending

introduction of competitive tendering in the delivery of bus services in Adelaide is expected to lead

to cost reductions, which will allow financial performance to be improved through subsidy

reduction. This raises the questions, however, of how subsidy should be managed once the gains

from competitive tendering have been reaped, and what level of bus subsidy can be justified in

Adelaide on economic efficiency grounds?

Economic effrciency grounds have been interpreted in this study as the (IES argument for

subsidy (first identif,red by Mohring). The basis of the argument is that economies of scale exist in

frequency related user (time) costs associated with bus travel which justify a subsidy under standard

efficient marginal social cost pricing rules, even though the delivery of bus services tend to occur

under constant returns to scale in producer costs. Other arguments which exist in favour of a

User Economies of Scale and Optimal Bus Subsiþ
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subsidy have not been considered here for several reasons. The argument which has been most

commonly advanced in Australia in favour of a subsidy is that it is a second best policy for

managing road congestion when roads are unpriced, but this tends to be of secondary importance in

low congestion cities like Adelaide. Other subsidy arguments often have little basis, and their

objectives can often be achieved through more appropriate and effective policies. Thfud, ttre UES

argument has played an important role in subsidy analysis overseas, yet has received limited

attention in Australia, making it ripe for investigation in the Australian context.

The Scope Of The Research

A review of the literature identified a number of unresolved issues, or issues requiring

fuither attention.

First, a range of perceptions exist in the literature about the size of subsidies which can be

justified under the UES argument. Some (e.g. Jansson, 1979) have suggested that "massive" user

economies of scale exist, justi$ing substantial optimal bus subsidies. Others (e.g. Walters, 1982)

have argued that optimal subsidy is much smaller, particularly if the commonly used assumptions of

monopoly service provision and conventional bus size are relaxed. In an important review, Kerin

(1990, 1992) argues that optimal subsidy results are highly sensitive to the assumptions on which

they are based, and that variation in assumptions accounts for the range of interpretations reported in

the literature regarding the appropriate scale of optimal bus subsidy. After relaxing many

commonly made assumptions, Kerin draws the tentative conclusion that only small subsidies are

likely to be justified on UES grounds.

Whilst Kerin's critique is an important one, his tentative conclusion needs to be qualified.

His conclusion partly relies on subsidy generating production inefficiencies through a leakage of the

subsidy into producer costs. However, in the case of Adelaide buses, the planned inftoduction of

competitive tendering should overcome this concern. In addition, Kerin's analysis focused on the

peak period only, so an important question to ask is whether Kerin's conclusion is robust in the off-

peak. This is a particularly important question to ask since the literature suggests that the UES

effect is stronger (on a unit subsidy basis) the thinner, or less patronised, the route. There is some

justification therefore for further resea¡ch to test Kerin's conclusion in the off-peak.

User Economies of Scøle and Optimal Bus Subsidy
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Second, justification was found for focusing further on user cost modelling (a key input into

optimal subsidy determination), and its impact on subsidy analysis. Most past subsidy studies have

modelled user costs on the assumption that users arrive at bus stops in a random manner. Empirical

evidence shows however, that whilst random user arrivals are likely to occur when service

frequency is high, as frequency declines users Íìre increasingly likely to act in a planned manner,

using timetable information to coordinate their anival time with bus departure times. Recent

subsidy studies have started to recognise, and account for, this variation in user behaviour in their

user cost models. One approach has been to use location specific empirically based user cost

relationships. An altemative approach, and the one adopted here, has been to model user behaviour

as the outcome of a discrete choice between random and planned behaviour, with the user choosing

the behavioural mode which minimises their user cost, resulting in users switching between modes

as service frequency varies.

The discrete user choice between random and planned behaviour has to date been modelled

in a very simplistic deterministic manner. An implication is that the model predicts the possibility of

very sudden, or knife-edge, behavioural changes across the population of users. This in turn

produces two interesting new subsidy results (Jansson, K., 1993). First, multþle local optima

become possible in the bus optimisation, complicating subsidy analysis for the analyst. Second,

sudden increases can occur in optimal unit subsidy when behavioural mode switching occurs. This

result is particularly interesting because it suggests that the conventional negative relationship

reported in the literature between optimal unit subsidy and the level of patronage, a useful rule of

thumb for explaining how optimal subsidy should vary between routes of different patronage levels,

may break down in some circumstances. There was some justification therefore for investigating

the extent to which these new results are a product of the simple deterministic choice framework

used to date. The approach adopted was to reconsider Jansson's results using the more realistic

framework of probabilistic choice, a framework widely used in modelling discrete choices in

transport and other areas of analysis. A logit model, a commonly used probabilistic choice model,

was used in this study.

A further topic related to user cost modelling which was considered worthy of investigation

was the potential link between optimal subsidy and service unreliability. A relationship exists
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because the subsidy is süongly influenced by user cost, and service unreliability is a determinant of

user cost. User economies of scale subsidy analyses to date have not investigated the nature of this

relationship.

Third, given the limited attention the UES argument for subsidy has received in Adelaide

(and Australia) to date, there was justification for estimating optimal UES subsidy levels for

Adelaide buses. The UES concept has played a role in a small number of previous studies in which

Adelaide was considered (Dodgson, 1985, 1986; Chalmers, 1990; Kerin, 1990), however, scope

exists for extending these analyses further. Dodgson did not address the question of optimal

subsidy levels, focusing instead on the optimal use of a given (existing) subsidy. In addition, the

Dodgson study was undertaken at a highly aggregated (whole network daily average) level, and thus

did not consider the important relationship between unit subsidy and patronage level, which would

be reflected in how optimal subsidy might vary between peak and off-peak, and between routes of

different demand levels.

Although Chalmers undertook a more disaggregated analysis, a serious problem with that

work was the use of the simple assumption of random user arrivals at loading points, which

significantly biases optimal subsidy results upwards. In addition, neither Dodgson nor Chalmers

considered the efflrciency costs associated with the raising of public finance to fund subsidies, a

critique which applies to many other subsidy studies. Finally, although the study by Kerin used

Adelaide data for model calibration, the analysis was undertaken at a general level, and did not

generate optimal results for Adelaide.

The conclusion drawn from the literan¡re review was that there was a case for undertaking a

study of UES bus subsidy which :

. develops an improved user cost model, and investigates the link between service unreliability

and subsidy;

¡ tests the robustness of the new results recently reported by Jansson, namely, the possible

existence of multiple local optima in the bus optimisation problem, and sudden increases in

optimal unit subsidy as users switch between behavioural modes;

¡ tests the robustness in the off-peak of the tentative peak period conclusion drawn by Kerin that

only small subsidies are likely to be justified on UES grounds; and

User Economies of Scale and Optimal Bus Subsidy



8-5
Chapter 8 : Conclusions and Implications

. estimates optimal UES subsidy at a disaggregated level for Adelaide buses, and which is

cognizant of the eff,rciency costs associated with public fund raising, and also the pending

introduction of competitive tendering of bus services in Adelaide.

This study has attempted to address these shortcomings. Chapters 3 to 6 undertook a

general (i.e. not purely Adelaide specific) analysis of UES subsidy. Chapter 3 developed an

improved model of user cost, a logit modeL Chapter 4 formally set out, solved and presented

diagrammatically the f,rrst best UES subsidy argument, including an overview of previously used

formulations. Chapter 5 assessed the impact of the inftoduction of the logit model on optimal unit

and total subsidy, plus optimal cross-subsidy, and considered the robustness of Jansson's new

results. Chapter 6 addressed the link between optimal subsidy and service unreliability. Finally,

chapter 7 reported the Adelaide case study. Optimal levels of subsidy were estimated by bus

corridors, for peak and off-peak time periods, before and after the infroduction of competitive

tendering, and with and without public finance being costly to raise. The off-peak robustness of

Kerin's peak period conclusion that optimal UES subsidy is small was also tested.

Overview Of Findings And Contributions

An overview of the main findings and contributions of the study is presented below.

Detailed explanations underlying the results (found in the body of each chapter) are not reproduced

here.

User Cost Modelling (chapter 3)

The major contribution of the chapter was to extend the random vs planned user behaviour

discrete choice model from its existing purely deterministic context, to one of probabilistic choice

based on random utility theory. A theoretical binary logit choice model was adopted as the

working model for predicting random vs planned choice outcomes across the population of users.

The benefit of this development is that it allows switching between random and planned behaviour

to occur gradually over a range of service frequency levels as frequency varies, rather than the

sudden knife-edge switching at one specific frequency value which occurs in the simpler

deterministic choice model.

User Economies of Scale and Optimal Bus Subsidy
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A number of other model improvements were made. First, an expanded and more

consistent set of user cost definitions was developed, including a new term, service delay, to

describe the delay caused by the scheduling of bus services (in place of the term schedule delay,

which can be more usefully reserved for other contexts), and an expanded concept of stochastic

delay which encompasses delay caused by both stochastic user demand (stochastic demand delay)

and stochastic service departures (stochastic supply delay). Second, it was shown that although

existing models of random user cost err in their prediction of the time at which users arrive at a

bus stop, this error does not bias their prediction of user cost. Third, the complex model of

stochastic supply delay under planned behaviour which currently exists in the literature was

replaced by a simpler fitted model which is easier to use in subsidy policy analysis.

Optimal Subsidy Formulations (chapter 4)

This chapter set out and solved the first best bus optimisation problem from which the

UES subsidy argument arises. The main purpose of doing so was to provide a sound theoretical

foundation for the subsidy analysis of subsequent chapters.

In addition, by adopting a taxonomic framework, consisting of the four possible

combinations of load factor (Lfl and bus size (Àl) being either given or variable, it was possible to

better integrate and relate previously used optimisation frameworks and diagrammatic

presentations. From a diagrammatic perspective, the various LFIN frxity cases can be linked

through the use of average total cost envelope curves, similar to the way short run and long run

average cost curves are linked in conventional cost analysis. The enveloping property of average

cost curves then allows the existing diagrammatic presentations of user economies of scale

subsidy currently found in the literature to be integrated into a broader diagrammatic framework.

A well known and important rule in the literature on user economies of scale subsidy, is

that optimal unit subsidy declines with the level of patronage. The analysis here showed that the

more "long run" the optimisation, i.e. the smaller the degree to which load factor and bus size are

constrained, the less pronounced was the rate of decline in unit subsidy as patronage increases.

This is an important result because, given the important role of the negative relationship between

optimal unit subsidy and patronage for relating optimal subsidy for routes of different demand
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density, the result indicates that the strength of this relationship varies depending on the degree of

constraint which applies in the optimisation problem.

Optimal bus size was found, in all cases, to increase with patronage. However, the rate of

change of optimal bus size was found to be smaller when both load factor arìd bus size can be

simultaneously optimised compared to when only bus size is optimised. The lower responsiveness

occurs because total costs can only be minimised if the additional patronage is catered for by

increasing both load factor and bus size concurrently, rather thanjust bus size.

The introduction of a logit model to predict user choice between random and planned

behaviour was found to have a significant impact on optimal subsidy analysis. One implication of

using a logit model was that the problem of multþle local optima recently identified by Jansson

largely disappears, for a number of reasons. First, switching in practice between random and

planned behaviour is likely to occur more gradually than the very rapid switching rates which were

found to be required to generate scope for multiple local optima to exist. Second, even if switching

were to occur rapidly enough for multþle local optima to be a possibility, only a small range of

patronage levels are likely to generate multiple local optima. Finally, even if, in the unlikely

situation, multiple local optima actually arose, the deterministic choice model, the logit choice

model, and other commonly used probabilistic choice models will yield only two local maxima,

making the task of identifying the global optimum relatively manageable.

Jansson's other new result was the sudden increase in unit subsidy when behavioural mode

switching occurs, thus breaking down the conventional negative relationship between unit subsidy

and patronage level. When a logit model is used to predict mode choice, the conventional negative

unit subsidy/patronage relationship may also break down, making it difhcult to speculate a priori

the direction of the relationship. However, the more gradual the rate at which mode switching

occurs between random and planned behaviour, the smaller will be the range of patronage levels

over which the relationship falters, and the less severe will be the nature of the breakdown in the

relationship.
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Use of the logit choice model also produces an interesting policy implication with respect to

total subsidy. The growth in optimal total subsidy (in response to increases in patronage) was found

to be greater whilst mode switching is occurring than it is before or after switching. Further, the

more rapidly switching occurs, the greater is the relative growth of total subsidy during switching.

Policy makers concerned with maintaining optimal outcomes in terms of economic efficiency may

therefore be faced with the prospect of implementing quite significant jumps in total subsidy levels

in potentially short periods of time as growth in patronage occurs in the presence of mode switching.

The literature has previously established that it is optimal to have cross-subsidies between

bus routes when an overall breakeven constraint is imposed across a group of routes. previous

studies have found that : high patronage routes should cross-subsidise low patronage routes; cross-

subsidy increases uniformly as the patronage difference between routes grows; and cross-subsidy is

zero only when routes have the same patronage. The analysis here generated a number of variations

to these conventional results. First, random user behaviour generates higher cross-subsidy levels

than planned behaviour. Second, when a logit model is introduced, it is now also possible for low

patronage routes to cross-subsidise high patronage routes. In addition, as the patronage difference

between routes grows, the cross subsidy no longer necessarily increases, nor does it necessarily

change gradually : the cross-subsidy can now both increase and decrease, and can change both

quickly and slowly, depending on the rate of switching between random and planned behaviour.

Further, an optimal cross subsidy of zero is now possible in situations where route patronages

differ. On the whole, it becomes more diff,rcult to predict a priori how cross subsidy will behave.

Service Unreliability and Subsidy (chapter 6)

Service unreliability was found to have a significant influence on subsidy analysis, and thus

plays an important role in optimal subsidy estimation. The impact is relatively small in cases where

a single mode of user behaviour occurs, either random or planned. In contrast, the impact is much

more pronounced when a logit model is used to predict mode choice, due to the influence that

changing unreliability has on the timing and nature of mode switching patterns. Changes in

unreliability can lead to sudden changes in these switching patterns, and in turn quite substantial
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changes in optimal subsidy levels. Percentage impacts of SOVo (and greater in some cases) were

found at demand levels coinciding with behavioural mode switching.

Notwithstanding the economic validity of the unreliability/optimal subsidy relationship,

some potential problems and issues arise with respect to putting the link into practice. One problem

relates to the result that subsidy should be increased in response to an increase in service

unreliability in certain circumstances, namely, over the demand levels coinciding with users

switching from planned to random behaviour. However, the community may object to such a policy

recommendation on the grounds that additional subsidy might be seen as a form of financial

assistance being paid in a situation of worsening performance. It may be difhcult therefore for

policy makers to bring about such subsidy increases, even though they would be justified in doing

so on economic efficiency grounds.

A broader issue is the question of the appropriate level of unreliability which should be used

in setting subsidy policy in situations where scope eústs for unreliability to be reduced through

appropriate measures? It was argued here that, inthe medium to longer term, itis clearly desirable

for unreliability to be directly reduced through appropriate measures, and for subsidy determination

to be based on the improved level of reliability. In the short term, the appropriate action is less

clear. The greatest gains in economic surplus can be made by basing subsidy policy on actual

levels of service unreliability, but to the extent that higher subsidy may act as a disincentive to

implementing unreliability reducing measures, basing subsidy on a level of unreliability below

actual levels may be more appropriate.

Improvements in operating and management practices by the bus operator will reduce

unreliability. In addition, measures which reduce the impact of variation in user demand and road

congestion, such as bus lanes and planned non-running times, also have an important role to play.

However, a trade-off exists between the costs and benefits of such measures, suggesting that a

positive level of unreliability is optimal. Further, with service unreliability and optimal subsidy

closely related, for an overall optimum, these two should be jointly optimised.

Finally, since variability in road congestion is a determinant of service unreliability, road

congestion has a role to play in the first best analysis of bus subsidy. This is in contrast to past
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experience where road congestion has mainly played a second best role in subsidy justification as an

insffument for managing road congestion in a world of unpriced roads.

User Economies of Scale Bus Subsidy In Adelaide (chapter 7)

Two sets of important general results arose from the disaggregated analysis of Adelaide

buses. The first relates to the relative size of total subsidy in peak and off-peak periods. In a first

best world, the peak subsidy always exceeds the off-peak subsidy. In a second best world, public

fund raising is distortionary, and therefore costly in eff,rciency terms. As the marginal efficiency cost

of public finance increases, although optimal subsidy falls in both periods, it declines more rapidly

in the peak, reducing the margin between peak and off-peak subsidy, so much so that if public fund

raising is distortionary enough, optimal peak subsidy can drop below off-peak subsidy, with off-

peak subsidy then exceeding peak subsidy.

The second set of general results relate to the gains in economic surplus of moving from

non-optimal to optimal outcomes. In a first best world, the gains from reducing patronage and

associated reductions in subsidy are quite moderate. Greater gains can be attained by being less

concerned about optimising patronage levels, and more concerned about optimising the balance

between fares and frequency levels at any point in time. In a second best world, this generalisation

is not as strong. With public fund raising being costly, reductions in patronage (and thus subsidy)

generate increasingly greater net benefits as the cost of finance grows at the margin. Obtaining an

optimal balance between fares and frequency is still important, but now so too is attaining optimal

patronage. The bigger the marginal distortionary effects of public fund raising, the greater the gains

from attention to the level of paüonage and therefore subsidy.

A number of important conclusions can be drawn from the Adelaide optimisations. First, a

number of corridors are economically unsustainable in the off-peak. Broader state government

social policy objectives will, however, almost certainly require minimum services to continue to be

delivered in these corridors.

Second, the random/planned logit choice user cost model predicted a high proportion of

planned user behaviour (which is consistent with local anecdotal evidence), and subsidy results well

below those of an earlier disaggregated study of Adelaide buses which was based on the simple
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random user behaviour model. To the extent that the logit model provides a more realistic

representation of user behaviour, the subsidy results which it generates are more likeþ to be

indicative of correct optimal subsidy levels.

Third, compared to optimal outcomes, the current Adelaide bus situation consists of

excessive frequency and patronage levels, insufficient fare levels, and excessive subsidy levels.

This result was found in over 80Vo of all conidor/time period combinations analysed. In addition,

the size of these discrepancies was found to be greater in the peak than the off-peak, and of

considerably greater size in a second best world compared to a first best world.

Even after the inüoduction of competitive tendering (and the potential cost and subsidy

reductions which should follow), current policy settings will remain sub-optimal. On the positive

side, however, the introduction of competitive tendering reduces the gap between current and

optimal policy settings, and thus reduces the scale, and impact, of policy changes required to move

to optimal outcomes. In a first best world, the changes required would be moderate in some

corridors, but the required changes remain substantial throughout in a second best world.

For the Adelaide bus system in totâI, current subsidy levels are significantly greater than

those which can be justified on user economies of scale grounds. The greater the cost of public

finance, the greater the size of this discrepancy. Even after the benefits of competitive tendering

have been reaped, a case can still be made for reducing the level of bus subsidy. Notwithstanding

this, optimal subsidy need not necessarily drop to zero. In a first best world, optimal subsidy still

exceeds approximately $440m in all cases considered. Only is a second best world does optimal

subsidy approach, and eventually drop to, zero as public finance becomes increasingly expensive to

raise.

The final consideration is the off-peak robustness of Kerin's peak conclusion that UES

subsidy will be small. It is essential to note that Kerin draws his conclusion based on analysis in a

second best world, with the marginal distortionary cost of public finance the same as that considered

here, $0.40 for each $1 raised. The analysis here found that in such a second best world, total peak

plus off-peak subsidy, is also rather small. Therefore, within a second best world, Kerin's

conclusion is robust in both the off-peak, and also on an overall basis. Two important points need to
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be stressed however. First, the overall size of optimal subsidy, and Kerin's conclusion, is sfrongly

dependent on the cost of public finance. Improvements in the way public finance is raised to make

it less distortionary will increase the level of optimal bus subsidy. Secondly, as discussed above, in

a relative sense, off-peak subsidy becomes increasingly important the more distortionary is the

raising of public f,rnance.

Future Research

There are a number of directions in which further research could proceed. Empirical

evaluation of the parameters of user choice between random and planned behaviour would be

worthwhile. Such studies would enable the logit model to be refined to reflect more accurately user

behaviour for given case studies, including calibration of the logit scale parameter p (which reflects

the speed of switching between behavioural modes), and testing of alternative aggregation methods.

A second area suitable for further research is the trade-off between the benehts and costs of

reducing service unreliability, and the joint optimisation of unreliability and subsidy. This would

require estimation of benef,rt and cost functions associated with measures which reduce unreliability,

incorporation of these functions into the optimisation framework outlined in this study, and joint

estimation of optimal levels of service unreliability and subsidy.

Finally, it is important to remember that user economies of scale, whilst a central argument

for subsidy, is not the only basis for subsidy justihcation. It is important to keep ffack of other

subsidy arguments, and continue to reassess their relative importance. For example, the second best

road congestion argument for subsidy was not considered here because of the relatively low level of

road congestion in Adelaide. As conditions change over time, however, this argument may grow in

importance, making it necessary to assess optimal subsidy on both user economies of scale and road

congestion management grounds.
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Appendix A

ST]MMARY OF NOTATION
SubscriDts (most common use of) planned information cost

Industry Commission
duplicated routc-kms in a

corridor's service areas

route-krns in a comidor's
non-servlce ¡ueas

total route-kms in a corridois
sewrce af€as

network route-kilometres

route len8lh (kms)

trip length ftms)
long run a,ver¿ge cost
ìoad factor
target load factor

Ioad factor multiple
maximum minutes that any bus

departs after its scheduled time
long run mcrginal cost
long run

ma.rimum allowable load
marginal benefit

muginal net benefit of frequency
enhancement

e[îective MBF

muginal cost
mrginal producer cost of frequ-
ency enhancement

mrginal producer cost

marginal uscr cost

marginai frequency rclated user cost

marginal non frequency rclated user
cost

multiple locrl optima
muginal sæial cost
bus size

acoral number of routes in a coridor

effective number of routes in a
co¡ridor

number of houn per í¡nnum over
which bus service is provided

off-peak period

interpeak part of off-peak

evening/weekend./public holiday
part of off-peak

probability density ñ¡nction fo¡
distribution of r

stæhastic demd delay
stæh¿stic demd delay cosr
social justice price discount
social justice discount factor
seat kilomctrcs
short run
stochastic supply delay
stochastic supply delay cost
State TrÂnsport Authority
tirr¡e

time that user arrives at the bus stop

time spent lravelling in-vehicle

depam:rc dme of first bus before t
the time at which the use¡ would

prefer a bus to depart
deparnrre time of fìrst bus after t
total cost
Travers Morgan þ Ltd
component of frequency Élated use¡

cost not influenced by LFeffects
user cost
user economies of scale

component of frequency related user
cost influenced by LFeffecrs

value of in-vehicle tmvel time saving

unit waiting time cost

vehicle-kilomeues of sewice
walk time
waiting time
wait incurrcd by user arriving at

bus stop at time t.

Ievel of potential passenger demand
in exponential demand model

constant in exponential demmd model

price elcsticity of demand

generalised cost elæt¡city of demond

discrete choice model slochatic
disturbance tem

distortionary cost of a dolla¡ of
public fund raising

sta¡da¡d deviation of bus departure
times

slandud devi¡tion of bus headway

constrnts in SSDP frrnction

logi! model scale pmmeter
critical ¡r value

Lagrange multiplier in optimisation
with brcakcven constm¡nt over
group of routes

directional split

SDD
SDDC
SJPD
SJDF

P
u
B
F

L
R

AD
NYD
FB
SB
PK
OP

r¿ndom user behaviour
planned user behaviour, and producer
usef
backwrd activity r€scheduling
frequency rela¡ed, md forwud
activ¡ty rcscheduling

the first bus beforc r,

the fïrst bus after t
alrcady depaned
not yet departed
fint best
sæond best

peak period

off-peak period

IC
Ld

LI

L2

,'K
SR

ssD

LN

L,

L¡

AC
LF
LFr
LFmilt
L^-

UYIC
LR
MAL
MB

MBF

^s.sDc
,574

t
lo

lv

1L

ln

Acronvms. Variables and Parameters
Acronym or
Patømetet Detrnition
,4. constant in ¿Fequation, ¡nd

constant in SSD' equation
I

ABS Austmlia¡ Bureau of Statistics
AC avenge cost

ACr avemge frcquency related user cost

AC, avemge non frequency related user
cosl

avemge producer cost

avemge user cost

after competitive tendering
average fixed cost
aveRge total cost
avemge vtriable cost
consrants in SDD function

befoe competitive tendering
Bowman and Tumquist planned

wairing time model
Bureau of Transport Economics
parameters in C/VK vs N

relationship
lotal producer cost

totÂl user cost

choice set of person n

central business district
cross subsidy from route I to route 2

consumer surplus
comp€titive tendering
choice user cosl
propofÎion oftoøl boardings in

linehaul dircction
Lr- xp

total user delay
deteministic user cost
ex¡nnential
expected value of (.)
maximum minutes that my bus

departs before its scheduled time
economic surplus
unit frequency delay cost
density frrnction of Ê,d¡stribuaion

density function of ro distribution

serviæ frequency
f¡rst best

critical frequency

fæquency delay
frcquency delay cost
fi nancing deadweight loss

first order condition
genera.lised cost of travel
gross benefit
govemment surplus
headway (mins) bewecn
consecutive services

critical headway

cumulative probability function ofp(r) F.
fæ charged, md proponion of I

planned users

regular (non+oncession) full farc

concession fue Todit

probability that person n will act
rmdomly

probability that peson n will æt
in a plmned fashion

passenger kilometres, and peak period

Passenger Transport Board
parameter value
patronage Qoudin gVhour)
critical patronage level coinciding
with switching betwæn random
and plmned behaviour

proportion of random users

roules ud services information
systcm

unit subsidy
unit subsidy rcceived by regular

fare passengers

unit subsidy rcceived by concession
fue passengers

total subsidy
uuget subsidy constr¿int

South Australia
seconC bst

tR

TC
TM
u

UC
UES
v

VK
l,k
w
w(t,)

ACo

AC"

ACT
AFC
ATC
AVC
bt'b,
BCT
BT

MBF,

MC
MCF

MCo

MCu

MCr
MC,

MLO
MSC

OH,

OP
oPt

oPt

BTE
C¡, C2

û

p

e

%
Ei

K

o

oH

O,T

t¡
PQ)

P(t)
P

CP

c"
c^

CBD
cRSn
c.s
CT
CUC
d

P^(p)

PK
PTB
PV
q

8c

R

s
J,

s2

s
sÎ
sÁ
,s,

dr,
D
DUC
¿

E (.)
E*
ES

Í
^8")Ít")
F
FB

F"

FD
FDC
FDWL
FOC

I
GB
c.s
H

Pt

P2

P^(r)

ROS/S

Hê
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Appendix B

PARAMETER VALUE DERIVATION

In this appendix, values for the full range of parameter values used in this study are

discussed andlor derived. This study consists of ¡wo broad analytical thrusts. First, chapters 3 to 6

analyse a number of general issues in the area of user economies of scale. Second, chapter 7

presents a detailed case study of the Adelaide bus network. The data and parameter value

requirements for each of these differ. The general analysis requires only indicative parameter

values, whereas the Adelaide analysis requires more detailed data at a disaggregated level. These

differences are highlighted in the discussion below, with a summary of the parameter values used

for the two types of analysis presented in section 8.4. Where possible, parameter values are based

on Adelaide conditions, andlor derived from Adelaide data, including those for the general analysis.

All values arc in 1993 units and values.

B.L User Parameters

8.1.1 yu.. Value of In-Vehicle Travel Time Savings (cents/min)

vu is a key parameter because v* andf, the two major value of time parameters in this study,

are often expressed in terms of vn All in-vehicle time spent on public transport is assumed to be

valued as non-working time. This is a commonly used assumption (e.g. Dodgson, 1985) and is

based on the fact that a very low proportion of public transport users travel in working time.

Dodgson reports that, for Melbourne in 1979 and Sydney in 1981 respectively, 4.8Vo and 4.7Vo of

all public transport journeys were made in working time (i.e. on employers business) (Dodgson,

1985,p.24).

The field of estimation of value of time savings, which is based on the economic theory of

time allocation (see discussion in section 3.2), has seen major empirical developments over a

number of decades (Beesley and Kemp, 1987; Small,1992; Truong and Hensher, 1985; Hensher,

(
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Barnard and Truong, 1988). A recent survey, covering both theoretical and empirical aspects, is

contained in MVA Consultancy (1987). A wide spectrum of values of travel time saving time have

been reported in the literature (BTE, 1982; Sta:rs, 1984) without any overall agreement about

universal values.

In this study, three previous Australian studies have guided the development of an estimate

of vr. The first is survey work undertaken in Perth using the preference evaluation technique

(Director-General of Transport, Westem Australia, 1976). Sta:rs (1984), looking at Adelaide

public transport, andTisato (1990; l99l;1992) base their analyses on this source. A value for uuof

1.66 cents/minute was reported for Perth for 1976. The common practice for updating values of

time savings into units of a later year is to adjust them in line with movements in earnings (Starrs,

1984; Hensher, 1989b),with the appropriate series for this purpose being average hourly earnings

(AHE). To update the Perth 1976 figure, however, average weekly earnings (AWÐ was used as a

proxy since AHE figures for 197 6 were unavailable. From 197 6 to 1993 , AWE grew by a factor of

3.41 (ABS, 1993a; 1993b), thus yielding a Perth vu value in 1993 dollars of vu = 5.7 cenrs/min, or

$3.40 /hour.

The second study was that by Dodgson (1985). He valued non-working time savings at

25Vo of hourly earnings. The 1993 AWE for South Australia was $604.20 for 37.7 hours of work,

with AHE thus being $ 16.0, and thus vy = $4.00 /hour, or 6.7 cents/min, in 1993 dollars.

The third study was the recent update by Hensher (19S9b) for Australia based on surveys

undertaken in Sydney. Hensher reports, for 1982, vu for urban bus commuters as being 32Vo of

average gross wage rate. Applying the AHE figures from the last paragraph, this equates to vu =

$5.12 /hour, or 8.5 cents/min.

These three sources yield reasonably consistent values. Dodgson does not speciff why vu

was valued at 25Vo of hourly earnings, and thus is somewhat arbitary. The figure probably reflects

his perception of a commonly used percentage. Hensher's Sydney values are the most recent. On

the other hand, with Adelaide being more like Perth in respect to the type of city, transport system

and population, the Perth figures may be more appropriate for use in Adelaide. On balance, a figure

of vr= 7 cents/min was adopted for application in this study.
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8.I.2 v,,,. Value of Waiting Time Savings (= Unit V/aiting Time Cost) (cents/min)

The marginal value of saving a unit of time previously spent in an intermediate activity j,

MVTSj (i.e. transferring that time unit from activity j to pure leisure)l is the difference between the

marginal monetary value of the utility gained from pure leisure time, MVTrr, and the marginal

monetary value of the utility gained from spending time in activity j, MVTj, (MVA Consultancy,

1987)2 i.e.

MVTSj = MVTrr- MVTi (B.l)

Time spent in fravel activities (e.g. in-vehicle, waiting at a bus stop, etc) usually yield disutility

(Bates, 1987)3, i.e. MVT, < 0, and thus with MVT,L> 0, from (8.1), the value of time savings

(MVfÐ is expected to exceed the value of pure leisure. In comparison to in-vehicle time, waiting

time is considered by passengers to be more "distressing" (BTE, 1982), i.e. it yields greater

disutility. As a result, the value of waiting time savings, vr, will exceed the value of in-vehicle time

savings, vv. A factor of 2 or more is regularly used as an approximate rule of thumb (BTE, 1982;

Truong and Hensher, 1985). A factor of 2 is adopted here, i.e. r* = 2 vy, yielding v,n = 14

cents/min.

8.1.3 /. Unit Planned Frequency Delay Cost (cents/min)

Several approaches have been proposed in the literature for determining a value for unit

frequency delay cost (fl for planned user behaviour (see section 3.6.1). The first and simplest

approach, is to argue that v, acts as an upper limit for the purpose of estimating / (Douglas and

Miller, 1974)4. This argument rests on the observation that a greater range of (useful) activities can

be undertaken when experiencing frequency delay than when in-vehicle (Mohring, 1976; Douglas

1 The terms intermediate activity and pure leisure were defined in section 3.2.

2 The reader should clearly note the distinction between the two concepts : value of time savings, and the value
of time. The latter is a measure of the satisfaction gained from spending time undertaking an activity. On the
other hand, the former is the difference between two values of time. This distinction has sometimes been
confused in the literature with the term value of time being used to refer to the value of time savings.

3 The exception is recreational travel which generally yields utility.

4 This will generally be the case, although as Forsyth and Hocking (1978) and Tisato (1990) argue there will be
cases where this upper limit rule breaks down.
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and Miller, 1974),i.e. MVT. in (8.1) is greater for frequency delay than for in-vehicle time. As a

result, the loss of utility (and thus the value of time savings WVfÐ) from the former is therefore

smaller than from the latter. The second approach entails empirical estimation of demand functions

(De Vany, 1975) although it is difficult to obtain statistically signif,rcant results (Forsyth, 1983).

The third approach is to impute a value by observing the choice of plant size on the part of the

service provider, a method used by Forsyth (1983) in the case of air transport.

Lack of data, and the above mentioned difficulties, suggests that the f,rrst approach provides

the best guide to estimating / for this study. However, the upper limit approach provides little

guidance as to where / will lie in the range 0 to vu. For the purpose of this study, low and high

estimates of f are taken to be 25Vo and 7 5Vo of vu respectively. This yields, rounding to the nearest

half cent, corresponding values for / of : fun = 2 cents/min and fn ro - 5 cents/min. For the

Adelaide case study in Chapter '7, avalue of/- 3 cents/min is used.

8.1.4 /. Information Cost (cents/trip)

1, the information cost per trip, is interpreted in the model as the cost incurred in acquiring

bus departure times details by consulting a timetable, which would then allow him/trer to access a

bus in a planned fashion.

Lack of data prevented l from being estimated in any formal way. A nominal value of I = 5

cents/trip is used, based on Tisato (1990) which found that use of this figure produced 11. values

which were broadly consistent with empirical evidence on the switching between random and

planned behaviour.

Reflecting on the discussion of / in section 8.1.3 also suggests that this value is not

unreasonable. 1, is just another example of a time cost incurred in the process of rip-making, as is

waiting time, frequency delay, etc. As a result, the time spent consulting a timetable can be valued

in the same way as other time costs. Since the act of consulting a timetable can be undertaken in a

location of the users choosing (e.g. at home), but is unlikely to yield utility, it seems reasonable to

suggest that this activity can be costed at between / (2 to 5 cents/min) and vu (7 cents/min). 1 = 5

cents would then be consistent with about I minute spent consulting a timetable, possibly an upper,

but not unreasonable estimate.
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As Tisato (1990) notes, one could model l more rigorously to account for a number of other

factors, including, the decision to obtain a timetable as an investment decision, the potential

inconvenience cost experienced by the user from having to carry the timetable with them, and the

role of other mechanisms for obtaining information such as using a timetable telephone information

servlce.

8.1.5 L..Trio Lensth fkm)

For the disaggregated analysis in chapter 7, the only disaggregated data available on trip

lengths was average trip length for aggregations of ROSIS corridors (defined in chapter 7, section

7.2.2) : Inner Suburban (corridors 2,5,7,10,12); Middle Suburban (corridors 4,1!,13); Busway

(corridor 3); Outer Suburban (conidors 1,6,8,9) and Cross Suburban (corridor 14) (STA, 1992a).

The respective average km trip lengths in1992 were (STA,l992a) 5.7,7.2,11.4, 13.0 and 8.0. L,

for the representative trip in a given corridor was derived by weighting these average aggregated

trip lengths by the ratio of average route length in the corridor to average route length for the

coresponding aggregated corridor grouping within which the corridor lies.

For general analysis in the earlier chapters, the aggregated values listed above yield an

average trip length throughout the bus network of approximately L, = 8 km, a figure also used

elsewhere (Commonwealth Grants Commission, I 988).

B.1.6 ee,. "Otner" (Non tate¿l User Costs (cents/trip)

ACo compnses the sum of two time costs : walk time, and in-vehicle time. As was the case

with waiting time, the value of walking time savings is conventionally valued at twice in-vehicle

time, i.e. v*o= 2vr. Therefore :

ACo = wk.2.vr+ tv.vv = vr(2wk + tv) @2)

where wk is walk time (mins)

ru is in-vehicle time (mins)

-Lt
speed

and speed is bus speed
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A walk time of 5 mins is indicative of the average in the Adelaide bus network (Wilson,

1994). In corridors where there are major interchanges with park and ride facilities, users avoid a

walk cost, but incur the car ftavel costs of reaching the interchange. For simpticity it is assumed

that the 5 min walk time cost is also indicative of the access costs of these park and ride users. This

was considered a reasonable assumption since this cost accounts for only l5Vo-2OVo of total

generalised cost. A 5 min walk time cost is therefore used to represent the access cost for all users.

For general analysis, a22kmlfu average bus speed (STA, I993a) and an 8 lcn average trip

length (see section 8.1.5) were adopted, resultin g in t, = 22 mins. Combining this with wk = 5

mins, (8.2) reduces to ACo - 32vr. Substituting for vu from section 8.1.1, yields ACo = /),!,

cents/trip.

For disaggregated analysis in chapter 7, a unique ACo value was derived for each bus

corridor based on unique speed (STA, I993a) and L, (see discussion in section 8.1.5) values for

each corridor.

8.1.7 Þ. Constant in Demand Function

The value of B depends on the own price elasticity of demand, e, where e = -ÞP @vans,

1987). Use of a value e = -0.3 has found common use around the world (Transport and Road

Research Laboratory, 1980). Philipson and Willis (1990) argue, however, that experience has

shown elasticities in Australia to be lower. Further, it is also generally accepted that peak (prK)

elasticity is lower than off-peak (OP) elasticity, with Nash (1982) indicating by a factor of around 2.

Combining these observations, this study adopts (following Chalmers, 1990) peak own price

elasticity, e,pK - -0.2, and off-peak own price elasticity, Eop = -0.35. The 1993 peak and off-peak

average fares in Adelaide of 71 cents and 57 cents (STA,I993a) then yield p values of Þ¿x -
0.0028, and p¿p = 0.0061 respectively. These values are used in the disaggregated analysis of

Adelaide buses in chapter 7.

The more general analysis in earlier chapters adopts a single p varue, Þ = 0.0036, which is

the weighted average of the peak and off-peak values, weighted by the proportion of users in each

period.
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8.1.8 b,. b. and u

These parameter values are discussed in the main text. Section 3.5.3 reports b, = I.25, and

bz = 1.65. Section 3.8.3(c) suggests a range of p values ranging from 0.03 to 0.22 depending on

how rapidly users switch between random and planned behaviour.

8.2 Adelaide Bus Network Parameters

B.2.1

The ROSIS system of bus corridors was adopted as the framework for disaggregated

analysis of the Adelaide bus network in chapter 7 (see section 7.2.2). As explained in chapter 7,

each ROSIS corridor (see Figure 7.1 for a listing of corridors) is analysed separately. Each corridor

consists of N, routes of different length, of varying running frequency, and with some routes

overlapping. The analytical approach adopted was to analyse the "representative" route for the

corridor, and then factor up to yield corridor aggregates like corridor subsidy.

The existence of overlapping routes, or route duplications, i.e. routes that run along the

same road, and thus service the same catchment of potential users, poses a complication for

representative route definition. ffthe existence ofroute duplications are ignored, users along these

route segments would be being modelled as simply facing the service frequency of the route they

actually travel on. In reality, however, they also receive the benefit of being able to catch the other

route(s) forming the duplication. As a result, users actually face a higher service frequency, and

thus incur lower user costs. Ignoring route duplications therefore overestimates user costs.

The parts of routes which are duplicated are, in effect, acting as a single route with the

combined frequency of the duplicated routes. Potential user cost distortions can, therefore, be

avoided if those portions of the corridor where duplications occur are modelled as such, i.e. as a

single route with the combined frequency of the duplicated routes. The net effect at the corridor

level is a reduction of the number of routes to what is defined as the "effective" number of routes in

the corridor, Nr" (1N,), and an increase in route frequency (i.e. F(Nrr) > F(N,)).

Care is required in determining Nn. The aim of adjusting N, is to avoid distortions to user

cost from route duplications. V/ith this in mind, the adjustment adopted should only be reflecting
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the impact of duplication within built-up "service areas, of the corridor, i.e. where the users a¡e.s

The following expression for Nr" achieves this for all corridors except Outer NorthEast (to be

discussed shortly) :

N," = 1+(N,-1)(1 -dll00) (8.3)

where d is the degree (7o) of route duplication in the conidor's seryice areas

= L¿lLz (8.4)

where Z, is duplicated route-kms in the corridor's service areas

Z, is total route-kms in the corridor's service a¡eas

=L-Lt (B.5)

Z is total route-kms in the corridor

and Z, is route-kms in the corridor's non-service areas (i.e. those parts of routes passing through

open areas where there are no users to serve, or those parts of routes which run as express

or limited stop buses).

From expression (8.3), N," è I as d + 100 (i.e. when there is I00Vo d.uplication, with all routes

running along the same road for their entire length), N," è N, as d + 0 (i.e. when there is no route

duplication at all), and N,, varies in a linear fashion between I and Àf as d varies between 0 and

100. Z was determined from route length data, whilst L, and Lo were determined by studying

network and route maps, all of which were obtained from TransAdelaide.

In the case of the Outer NorthEast corridor, the above adjustment is also adequate for those

parts of the corridor outside of the North East Busway, where the routes ply through suburbs

serving dispersed users. Along the busway, however, users board at three interchanges (Modbury,

Paradise and Klemzig). For these users, with all the corridor's bus routes funnelling down the

Busway, the corridor should be modelled as a single overall route with the combined frequency of

all the scheduled routes which run along the busway. Denoting b as the proportion of total corridor

s Both Dodgson (1985) and Chalmers (1990) also recognise the importance of removing the impact of route
duplications. Unfortunately, the Chalmers study does not outline how this was done. Dodgson, working at the
aggregated entire network level, removes the irnpact of route duplications by using unduplicated (rather than
duplicated) network length in his analysis. With network length being the product of the number of routes and
route length, the approach adopted here is implicitly broadly consistent with Dodgson's. The analysis here
benefits, however, from the distinction between duplications in service areas vs non-service areas, something
which Dodgson does not differentiate.
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boardings which occur along the busway, Nr" for the corridor is then a weighted avera1e of N," = I

for the b per cent of users, and expression (8.3) for the other (1 - b) percent of users, i.e.

N," = (b/100).1 + (1 - blloo) [1 + (Nr - 1) (1 - dlt00)] (8.6)

8.2.2 Representative Route Data

Representative route parameter values in each corridor were derived by averaging data

across all routes within the corridor. Data for some of these route parameter values, or the corridor

data used in their derivation, were directþ available on a corridor/time period basis from

TransAdelaide. This was the case for L, (route length)6, B, (conidor boardings per year), Voconc

(7o concession users), VK, (corridor veh-kms per year), speed (average bus speed), P, (average fare

paid by full fa¡e paying users), VoDR (the Vo of dead running kms in the corridor), Votr (the Vo of

corridor boardings which are transfers), and SJPD (social justice price discount = reimbursement

revenue/concession boardings).

Other parameter values required derivation, the details of which are discussed below.

8.2.2.1 OHy, Hours of Operation per Year

As discussed in chapter 7 (section 7.2.2(i)), buses in Adelaide operate under two networks :

Day and Night networks. Table 8.1 summarises the derivation of OHrfor a number of time periods

split, into Day and Night network hours. Thus OFlrrr = l5l2 hvs; OHy,or = 4832 hrs. As

discussed in section 7 .2.2(i), derivation of number of routes and route length for OP requires

Table 8.1 : Hours of Operation, Adelaide Buses

Day Netw Night Netw Days/
Year

Day Netw
HrsfYear

Night Netw
Hrs/Year

PK
OP:
. Interpeak
.MtoThEv
.FrEv
. Sat
. SunÆH
OP Total

6 252

252
200
52
52
61

;
)
5

16

6
I
4

11

0

l5t2

t5t2
200
208
572

2492

1000
104
260
976

2340
Note : Abbreviations : Netw = Network; Ev = Evening; PH - Public Holiday.
Source : STA (1994).

ó For general analysis, the average route length is L, = 16 kms (Kerin, 1990).
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weighting of Day and Night network data by their respective hours of operation. Based on Table

8.1, these weighting factors are 0.516 and 0.484 respectively.

8.2.2.2 %odir, Vo Directional Split

Limited data was available on bus boarding directional splits by corridors or routes. For the

off-peak (OP) a 50:50 directional split was assumed. For the peak (PiK), the time when the

directional split would be most pronounced due mainly to journey to/from work travel, the only

information source was network fravel demand modelling undertaken by the SA Department of

Transport. Based on an investigation of a sample of routes throughout the network, an 80:20

directional split was adopted for the PiKperiod.

8.2.3 Graphical Summary of Key Statistics

Figures B.1 to 8.7 provide an overview of the current situation in the Adelaide bus system

by presenting the variation across the system (- see Figure 7.1 in chapter 7 for a corridor listing by

name -) of a number of key parameter values and variables which result from the derivations

outlined above : Nr, Nr", Lr, q, F, H, VoR and LF.

Several observations can be made from these plots. Figure 8.1 compares the actual number

of routes (N,) and the effective number of routes (Nr"). This shows the difference between N, and

N" as being greater in PK (in which only the Day network operates) than OP (in which both Day and

Night networks operate), implying that route duplications are more frequent in the Day network.

The key feature of Figure 8.3, which reports average patronage per route, is the extent to

which Outer NorthEast routes are patronised in the PrK compared to other corridors, an outcome

largely due to the positive impact of the NorthEast Busway which greatly reduces in-vehicle time

for ffavel to the CBD. The Eastern corridor is the next best patronised, partly due to travel by

private school children to and from the Eastern suburbs (Wilson, 1995). Patronage figures reported

for the NorthV/est, Outer North and Outer South are likely to have some negative bias due to the

high proportion of feeder routes in those corridors.

Figures B.4 and 8.5 report service frequency and headway experienced by the user after the

effect of route duplications has been removed. The differences between PK and OP are as one

would expect. It is worth noting, however, that the values reported a¡e influenced by the way the
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Figure 8.4 : Adelaide Bus System - Current Average Frequency
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Figure 8.7 : Adelaide Bus System - Current Average Load Factor

2IN 5E 7SE IOIS I2W 4INE I]SW l3NW3ONE óSH 8HV ION 9OS
Corridor

0.3

o

$ o.zs

o
o9 o.2
o
o)

$ 
o,rs

0.1

0.35

0.05

0

User Economies otScale and Optimal Bus Subsidy



B-18
Appendix B : Parameter Value Derivation

time periods have been defined. For example, the Fvalues reported for the PK, athree hour period,

are lower than the values which occur in the peak of the peak, say the hour with the busiest demand.

Further, with OP being constructed by combining the Day and Night networks, the F values

reported for OP are higher than those which occur at the periods of lowest demand (i.e. during

Night network operation).

It should also be noted that the F values for conidors 9 and 10 (Outer South and Outer

North are lower than what was expected a priori. This is largely due to the significant proportion of

(lowerF) feederroutes inthese corridors. Corridor 13, North\üest, where over 5OVo of routes are

feeders, also has a markedly lower frequency. Corridor 6, Stirling Hills serves some low density

areas with corresponding lower frequencies.

Figure 8.6 reports the proportion of random users across the corridors. With the high I/
values in OP, almost all users act in a planned manner. ln PK, with nearly all existing I1 values

being above 10 mins (= Hr, see appendix to chapter 7), planned behaviour still dominates. Random

behaviour is most frequent in the corridors with significantly higher F values, namely corridors 3

and 5 (Outer NorthEast and Eastern).

8.3 Bus Parameters

8.3.1 o. Service Unreliabilit)¡

A comprehensive survey of unreliability levels for a wide range of cities around the world

was beyond the scope of this study. Instead, data on service unreliability was found for two US

studies, and, in addition, the Adelaide situation was assessed.

The first US study which reports unreliability levels is Bowman and Turnquist (1981) for

Chicago and Evanston, Illinois. In modelling waiting times (see discussion in section 3.6.3), the

study collected data on unreliability, which it treated as an independent variable. Data obtained

from a collection of bus stops yielded values for o, the standard deviation of bus departure times

from scheduled times (an indicator of the level of unreliability), in the range 0.5 to I .

The second US study is the recent analysis of Portland, Oregon by Strathman and Hopper

(1993) which empirically investigates the factors which contribute to service unreliability using
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comprehensive network-wide data. Strathman and Hopper report a histogram summarising the

frequency of occurrence of time deviations of actual departure times from scheduled service

departure times. o was calculated as the weighted average deviation in the histogram. The

standard expression for sample variance (o2, the square of the standard deviation, o) is (Kreysig,

1972):

"'=-!i e,-r)'n_I ¡=y

where 7 = x1
n j=1

is the mean of the n x. values

In the case of the Strathman and Hopper histogram, this reduces to :

1Lru
or= ' : \x,tj_ì),n_l ¡=Brru",

where , =i ,'fu,

(8.7)

(8.8)

(B.e)where n =

2*,
Lmu

E max

where j indicates the size of actual departure time deviation from scheduled time

E^oris the biggest time deviation (mins) for early buses

L^o,is the biggest time deviation (mins) for late buses

.r, is the number of occurrences of time deviation j
and j is the mean time deviation (mins).

Strathman and Hopper reported values of E^* and L^* of -7 and +27 (with - and +

designating early and late buses). The resulting o value lies in the range 2.5 to 5 minutes. A range

was calculated, rather than a single value, due to the fact that the heights of some of the histogram

bars in the tails of the histogram were difficult to discern from the published article. Accordingly,

lower and upper estimates of these bars were postulated, thus yielding a range estimate.

Finally, expressions 8.7 to 8.9 were also used to determine o for the Adelaide bus network.

Data on time deviations between actual and scheduled bus departure times was obtained from the

STA (1993b) on a comprehensive network-wide basis (aggregated across all bus depots), similar to
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Srathman and Hopper's Portland data. Figure 8.8 plots the frequency distribution of these time

deviations (in minutes). Once again, a negative deviation refers to buses arriving early, whilst a

positive deviation infers late buses. The biggest deviations were 12 minutes for both early and late

buses ( i.e. Er,* = -I2, and L^* = +12). The distribution fairly closely approximates a normal

distribution but has a slight arnount of skewness favouring late arrivals. The resulting o value was

4.2 minutes.

Unfortunately, however, the Adelaide data is likely to be deficient in the following sense.

The data is collected by the bus driver pressing a button when the bus departs each stop. Seaman

(1994) advised that some drivers regularly forget to press the button whilst at the stop, but then do

so when the bus is between stops, distorting the data. Alternative STA manual counts suggest the

spread of the distribution, and thus o, is likely to be smaller, with a figure of o = 2.5 mins providing

an indicative estimate for Adelaide buses.

On the basis of the above discussion, a o range of o = | to 4 mins was adopted for general

analysis, especially for chapter 6 which considers the link between service unreliability and subsidy.

For the analysis of Adelaide buses in chapter '1, avalue of o = 2.5 mins was adopted.

8.3.2 N. Bus Size

The term bus size (M) denotes the passenger carrying capacity of a bus, or the Maximum

Allowable Load (MAL). This consists of the number of seats plus the maximum number of

standing passengers allowed, with the latter determined by the STA in negotiation with the relevant

union. MAL, which is marginally below the physical carrying capacity of the bus, is reported in

Table B.2for four bus sizes considered by Kerin (1990) in his study : Mini, Midi, Rigid, Artic.

Table 8.2 : Bus Size (N), i.e. Maximum Allowable Load

Mini Midi Ripid Artic
. seating
. standing
Total

15

5

28
10

38

68
35

103

46
26
7220
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The fleet of buses operated in Adelaide by the STA consists of a mix of Rigid and Artic

busesT, the majority being Rigids. The sizes vary to a limited extent even within a bus size

category, with the sizes reported in Table 8.2 being average sizes for each class. Based on fleet

size, fleet mix and seating numbers reported in STA (I992b), there are, on an average weighted

basis, 49.6 seats/bus. From Table B.2,the corresponding maximum number of standing passengers

allowed per average bus is approximately 28 passengers, yielding a current ayerage bus size of 78

passengers per Adelaide bus.

8.3.3

For the Adelaide analysis in chapter 7, disaggregated costs are required by ROSIS corridor

and by time period. STA (1993a) reports CflK by corridor and time period, with appropriate

costing (STA, 1994) so that all bus costs are assigned to the peak only (making them suitable for

use in the peak/off-peak analysis of chapter 7). Inspection of this data by corridor revealed several

distinct features. First, the C{K value for corridor 3, Outer NorthEast, was substantially higher in

the PK period than all other corridors. This is due to the fact that the capital cost of the NorthEast

Busway, a guided busway with exclusive right of way, had been included in the determination of

C,flK for this corridor. To enable sensible compârisons between corridor 3 and the remaining

corridors, the cost of the busway has subsequently been removed from CIVK determination.

Second, other than the busway capital cost discrepancy, there was reasonable uniformity in CrIVK

across corridors within any given time period. Consequently, within each time period, a common

C.IVK value was used across all corridors. The resulting disaggregated C.|VK values used in

chapter 7 are given in Table 8.3.

Table 8.3 : Producer Cost per Vehicle-Kilometre,CrlVK ($/veh-km)

Time
Period

coNK:
operating cost

cpNK:
bus cost

PK
OP

3.01
2.7r

t.25 4.26
2.71

7 There is also a very small number of midis currently operating.

8 As noted in section 4.2.2 of chapter 4, with constant returns with respect to veh-kms, CrIVK = AC.DVK
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Table 8.3 reveals a marked difference in CONK (total) values between time periods. Two

factors contribute to this. First, as discussed earlier, bus capital costs a¡e treated exclusively as peak

costs. Second, operating costs are greater in the PrK. Operating costs reflect both unit labour costs

and operating conditions. Penalty rates (for example an early start penalty), plus slower average bus

speed, act to make PrK operating costs per veh-km higher than in OP.

A20Vo reduction in operating costs was applied to the figures in Table B.3 to simulate the

introduction of competitive tendering (see discussion in section 7 .7 .l).

In the general analysis in the ea¡lier chapters prior to chapter 7, only an indicative figure of

CIVK is required, with the daily average for Adelaide buses being used (STA, 1993a). In addition,

a relationship is also required between C/VK and bus size, N. A relationship n 1993 dolla¡s was

derived from the work of Kerin (1990). Kerin investigated the bus costs for the four bus sizes

discussed in section 8.3.2, with cost data for Rigid and Artic buses coming from STA internal data

sources, whilst costs for Mini and Midi buses were based on experience of private operators in

Perth and experience overseas. Regressing the C/VK values for the four bus sizes (R2 - 0.98),

yielded the following relationship (in 1993 dollars) :

CP

VK
=cr*crN=òco

òvK
(8.10)

where cr = $ 2.54 andc2= $ 0.0157

8.4 Summary of Parameter Values

Tables 8.4 and 8.5 provide a summary of parameter values. Table 8.4 gives the parameter

values used in general analysis prior to the Adelaide case study. Many of these are also used in the

Adelaide case study, with Table 8.5 summa¡ising the additional parameter used in the case study.

Table 8.6 provides three parameter value sets of parameters which are used in chapters 3 and 5 for

sensitivity testing.
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Table 8.4 : Summary of Parameter Values for General Analysis

Parameter Value Units
Section
Derived

t4
8.1.1

8.1.2

8.1.3
8.1.4
8.r.5
8.1.6

8.1.7
8.1.8

8.1.8

8.1.8
8.3.1

8.3.2
8.3.3

8.3.3

8.2.2

vv

vw

Í
I
Lt

ACo

p

bI

b2

p
o
N
cI

c2

Lr

224

0.0036

1.25

1.65

0.03-0.22

r-4
see Table 8.2

2.54

0.0157

16

cents/min

cents/min

cents/min
cents/trip

kms

cents

boardings/hour

unitless

unitless

unitless

mins
passengers

$

$

kms

7

2-5
5

8

Table B.5 : Additional Parameters Used in Adelaide Case Study

Parameter Value Units
Section
Derived

f
Þpr
þop

oHv,px

oHv,op

Vodirpy

Vodirsp

o
N

c,flK

J

0.0028

0.0061

L5t2

4832

80: 20

50:50
2,5

78
see Table B.3

8.1.3
8.1.7

8.t.7

8.2.2.1

8.2.2.1

8.2.2.2

8.2.2.2

8.3.1
8.3.2
8.3.3

cents/min
boardings/trour

boardings/trour

hours per annum

hours per annum

Vo:Vo

Vo:Vo

mins
passengers

$/veh-km

Table 8.6 : Parameter Value Sets

Parameter PV Set 1 PV Set 2 PV Set 3

vw

I
f

o
Hc

14.0

5

5.0
3.0

20.4

14.o

5

3.0
2.0

14.5

14.0

5

2.0
1.5

11.8
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