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1 Introduction

Hybrid structures, made of superconducting and non-superconducting ele-
ments in contact with each other, have been studied since the microscopic
BCS theory of superconductivity (1957) exists. Recent technical progress
has made possible the production of small samples (∼ 1µm) and coherence
at mesoscopic scale is theoretically better understood. Practical applications
of such structures [16] are for example SQUID Josephson magnetometers,
which allow very sensitive magnetic field measurement or S-N devices used
in photodetection.

A superconductor in contact with a normal metal modifies the behaviour
of the electrons in the normal part (”proximity effect”). The electrons in
the adjacent normal metal will exhibit superconducting properties like:

• apparition of an energy gap in the density of states

• modification of the conductance (strongly dependent on energy)

• screening of a magnetic field

The scale at which these properties can be observed is a so called ”mesoscopic
scale”, characterised by the presence of a sufficient number of particles to
use statistical methods but still showing a non negligible phase coherence
effect. In this work, we will study the influence of inelastic and spin-flip
scattering on the electron density of states in diffusive S-N junctions.

2 General context: description of the S-N junction

2.1 Bogoliubov-de Gennes equations

The effect of superconductivity is related to the presence of an interaction
between the electrons of the material, generally mediated by an exchange
of phonons (the electrons interact with the vibrations of the lattice). This
interaction makes the electronic system unstable and the electrons condense
in Cooper pairs. Therefore, to describe superconducting materials, we con-
sider a Hamiltonian containing an attractive interaction term HI in addition
to the usual kinetic part H0 [2]. Here, we neglect the role of the Coulomb
interaction and treat the electrons as a Fermi liquid:

H = H0 +HI (2.1)

If the interaction is weak compared to the Fermi energy of the electrons,
it is reasonable to consider a point like pairing interaction U(r1 − r2) =
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g
2δ(r1 − r2). The second quantised expression for the BCS Hamiltonian is:

H =
∫ ∑

α

ψ†α
−∇2

2m
ψα +

∑
αβ

g

2
ψ†βψ

†
αψαψβ +

∑
α,β

ψ†αuαβ(r)ψβ d3r (2.2)

where Ψ†σ(r) are the usual field operators (creation of an electron with spin
σ at the position r). The external potential u(r) includes impurities in the
model and will be discussed in more details later.
The interaction part of the Hamiltonian can be simplified and reduced to a
quadaratic form in the field operators [21]. The idea is to replace the inter-
action by an average single-particle potential (mean field approximation):

HM =
∫ [

∆(r)ψ†↑ψ
†
↓ + ∆?(r)ψ↓ψ↑

]
d3r (2.3)

∆(r) = |g(r)|〈ψ↓ψ↑〉 (2.4)

The spatial dependence of g(r) allows us to describe systems such as S-N
junctions: in the normal part, the interaction responsible for the formation
of Cooper pairs vanishes.
At this point, we have a quadratic Hamiltonian in the fields operators which
is non-diagonal. To diagonalize this Hamiltonian, we introduce the canonical
(Bogoliubov) transformation:

ψ↑(r) =
∑
n

γn↑un(r)− γ†n↓v
?
n(r) (2.5)

ψ↓(r) =
∑
n

γn↓un(r) + γ†n↑v
?
n(r) (2.6)

From the equations of motion for the initial field operators Ψ, we obtain
the equations for the coefficients of the transformation un and vn which are
chosen to make the Hamiltonian diagonal. These coefficients are the eigen-
functions, with corresponding eigenvalues En, of the system (Bogoliubov-de
Gennes equations):

i~∂t
(
u
v

)
=
(
H0 − µ ∆

∆? −H0 + µ

)(
u
v

)
(2.7)

which corresponds to a Schrödinger equation for the two component wave
function (u, v). It is possible to solve these equations only for simple (ballis-
tic) systems. In section (3) we will review the Green function formalism of
the BCS theory which is of course equivalent to the Bogoliubov-de Gennes
equations but allows to include more complicated systems like dirty super-
conductors in the formalism.
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Figure 1: Semi-infinite S-N junction

2.2 Diffusive regime

In this work, we will study diffusive S-N junctions. In the diffusive regime,
the motion of electrons is governed by scattering on impurity atoms. We
define le, the mean free path between two elastic scatterings. The spatial
extension associated with a time interval t is given by:

L =
√
Dt (2.8)

where the diffusion constant D is given (for a three dimensional geometry)
by:

D =
1
3
vf le (2.9)

Relation (2.8) has to be distinguished from the ballistic case where:

L = vf t (2.10)

It is also possible to define the characterstic length Lε associated with an
energy ε by:

Lε =

√
~D
ε

(2.11)

2.3 Model of the S-N junction

We consider a narrow S-N junction. The system consists on a semi-infinite
superconductor (x = −∞ to 0) connected to a finite length normal part
(x = 0 to L) by a transparent interface (no potential barrier). With-
out further specifications, we will consider that there is no external mag-
netic field and set the phase of the order parameter to zero (only one su-
perconducting terminal). Finally we consider a step-like pair interaction
∆(x) = ∆Θ(−x) at the interface.
We assume that the width of the system is constant and of the order of the

elastic mean free path le. In this narrow geometry (in the literature: ”quasi
1D junction”), there is no diffusive motion of the electrons in the transverse
directions. The idea is that in the diffusive limit, the elastic mean free path
satisfies the conditions

le � ξ (2.12)
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and
le � L (2.13)

where ξ is the coherence length of the superconducting material. If these
conditions are satisfied, le is smaller than the relevant length scales of our
system and therefore we can neglect the variations of the physical quantities
along transverse directions for a junction of a width ∼ le.

2.4 Andreev reflection

The microscopic mechanism resulting in the presence of a finite Cooper pair
amplitude in the normal part of the junction is a particular type of scat-
tering at the S-N interface. At low energy, the electrons in the N-part with
an excitation energy ε below the superconducting gap ∆ cannot cross the
interface (no single particle state available in the superconductor below the
gap). In our model of the junction, we consider that there is no potential
barrier, therefore incident electrons cannot be directly reflected either (mo-
mentum conservation). Therefore, an incident electron will be retro-reflected
as a hole with energy −ε, opposite spin and a Cooper pair is transmitted
through the interface. The reflection of a hole is equivalent to the absorption
of a second electron by the interface. This results in the diffusion of electron
pairs (”Andreev pairs”) in the normal metal. These pairs are not due to
the presence of an hypothetical interaction in the normal metal but to the
scattering of Andreev pairs from the S-N interface.
This pair scattering is perfect only at the Fermi level. The reflected hole
corresponding to an electron with wave vector ke = kF + q, has a wave
vector kh = kF − q. This wave vector mismatch 2q will result in an im-
perfect Andreev pairing, the mismatch of the trajectories growing with the
distance to the interface and destroying the correlation. For an electron
with energy EF + ε, the coherence length of the Andreev pairs Lε is given
by relation (2.11). If we consider a sample of length L, this relation gives
us the corresponding characteristic correlation energy (Thouless energy)

ETh =
~D
L2

. (2.14)

This simple description is valid as long as pair breaking effect (scattering on
magnetic impurities) or inelastic scattering can be neglected. These type of
scattering become important if the spin-flip or the inelastic mean free path
(respectively Lϕ and Lin) are smaller than the length of the N-part of the
sample L.
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3 Green functions in the BCS theory

3.1 Gor’kov equations

The formulation of the BCS theory in terms of Green functions derived
by [3] furnishes efficient tools: relevant physical quantities can be directely
obtained once the electron Green function has been calculated. To describe
finite temperature systems, one introduces imaginary-time Matsubara Green
functions :

Gαβ(r1, τ1; r2, τ2) = Tr

[
exp

(
Ω + µN̂ − Ĥ

T

)
TτΨα(r1, τ1)Ψ†β(r2, τ2)

]
,

(3.1)
where t = −iτ , µ is the chemical potential, Ω the thermodynamic poten-
tial and Ĥ the BCS Hamiltonian (2.2) (we neglect the role of the Coulomb
interaction between electrons). Later we will also use the notation x = (r, τ).

The fact that we work with an imaginary time allows to order the expo-
nential factor with the time ordering symbol Tτ when − 1

T < τ1 − τ2 <
1
T .

Therefore, it is possible to use the Wick theorem to separate products of
field operators.
Using the microscopic BCS Hamiltonian (2.2) to compute time derivatives
of the Green function and the Wick theorem to separate the interaction
term, one gets the Gor’kov equations for the matrix Green function (Nambu
space):

Ǧ−1(x1)Ǧ(x1, x2) = 1̌δ(x1, x2) (3.2)

Ǧ(x1, x2)Ǧ
−1

(x2) = 1̌δ(x1, x2) (3.3)

where

Ǧ(x1, x2) =
(

G(x1, x2) F (x1, x2)
−F (x1, x2)† Ḡ(x1, x2)

)
(3.4)

and
Ǧ−1 = τ̌3

∂

∂τ
+ Ȟ (3.5)

Ǧ
−1

= −τ̌3
∂

∂τ
+ Ȟ (3.6)

Ȟ =

(
−∇2

2m − µ −∆
∆? −∇2

2m − µ

)
(3.7)

The ”check” is used to denote matrices in the Nambu space, and τ̌i are
the Pauli matrices in this space. This theory is symmetrical in terms of
particle-hole, the function Ḡ describing the propagation of a hole:

Ḡ(x1, x2) = −〈TτΨ(x1)†Ψ(x2)〉stat = G(x2, x1) (3.8)
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with 〈. . .〉stat given by (3.1).
The anomalous parts of the Green function

F (x1, x2) := 〈TτΨ(x1)Ψ(x2)〉stat (3.9)
F †(x1, x2) := 〈TτΨ†(x1)Ψ†(x2)〉stat (3.10)

are related to the order parameter ∆ by the coupling constant g which ap-
pears in the interaction term of the BCS Hamiltonian U(r1−r2) = g

2δ(r1−r2)
following relation (2.4).

In equations (3.2) and (3.3) the spin indices no longer appear. But it is
important to notice that the Green functions G and F have a different spin
structure. Since the interaction between electrons is spin independent we
can write:

Gαβ(x1, x2) = δαβ G(x1, x2) (3.11)

and for an s-wave pairing (even parity in the orbital space), the Cooper
pairing can only occur between electrons with opposite spin. Therefore we
write:

Fαβ(x1, x2) = iσ
(2)
αβ F (x1, x2). (3.12)

We use the notation σ(i) for the Pauli matrix in the spin-space to avoid
confusion with the Pauli matrix in the Nambu space τ (i).
In the following, we will often express the Green function in terms of its
Fourier components (frequency representation) and in the momentum space.

Ǧωn(r1, r2) =
∫ 1

T

0
eiωnτ Ǧ(r1, r2, τ), (3.13)

where ωn = (2n+ 1)πT are the Matsubara frequencies and τ = τ1− τ2. For
the momentum representation of the Green function, we write:

Ǧ(r1, r2) =
∫

d3p

(2π)3

∫
d3p′

(2π)3
Ǧ(p,p′)eipr1−ip′r2 . (3.14)

3.2 Real time formulation

Until now, we have been working with imaginary time to derive the Green
function formalism. Now, we define the advanced and retarded real time
Green functions:

GR(x1, x2) = i〈TτΨ(x1)Ψ†(x2) + Ψ†(x1)Ψ(x2)〉stat τ1 > τ2

GR(x1, x2) = 0 τ1 < τ2

and

GA(x1, x2) = −i〈TτΨ(x1)Ψ†(x2) + Ψ†(x1)Ψ(x2)〉stat τ1 < τ2

GA(x1, x2) = 0 τ1 > τ2
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Using these definitions and working in the frequency representation (3.13),
one can show that the real frequency Green functions GR(A)

ε are the analyt-
ical continuation of the Matsubara Green function Gωn from the positive,
respectively negative, imaginary axis:

Gωn = GRiωn , ωn > 0 (3.15)

Gωn = GAiωn , ωn < 0 (3.16)

At this point, it is important to mention the connection between the Green
function formalism and the Bogoliubov-de Gennes equations. The real time
Green functions can be expressed in terms of the particle u and hole v wave
functions solution of the BdG equation (2.7):

G
R(A)
iωn

=
∑
N

(
u
v

)(
u? v?

)
EN − iωn ∓ iδ

(3.17)

where the energies EN are the eigenvalues of the BdG equations (2.7).

3.3 Scattering on impurities: self-energy

In this section, we briefly review how electron scattering on random impurity
atoms is introduced in the Green function formalism of the BCS theory (see
for e.g. [1] and [22] for a detailed description). Consider an impurity at the
position ra. We write the corresponding interaction potential u(r− ra)1̌ (1̌
denotes the unity matrix in the Nambu space) and assume that:

• The scattering potential u is small compared to the Fermi energy EF
(Born approximation).

• It is possible to average over positions of the impurities (random im-
purities).

• Scattering is elastic.

Within this framework, it is possible to treat the interaction as a pertur-
bation and to express the Green function of the interacting electrons as a
Dyson serie from the Green function Ǧ(0) of the unperturbed system. Incor-
porating the diagrams with scattering on differents atoms into the chemical
potential µ and neglecting the contribution of diagrams with more than two
scattering per atom (Born approximation), we only keep the diagrams with
two scattering per atom. It can be shown [1] that the contribution of the
diagrams where the lines connecting scattering on the same atom intersect
is reduced by a factor 1

pF le
, which is small for metals. After summation of
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�

=
�

+�
Figure 2: Graphical Dyson equation

all the relevant diagrams, one gets a Dyson equation for the matrix Green
function:

Ǧ(p,p′) = Ǧ(0)(p,p′) +
∫
Ǧ(0)(p,p1)Σ̌(p1,p2)Ǧ(p2,p′)d3p1d

3p2, (3.18)

where we introduced the self energy matrix Σ̌ given in the Fourier repre-
sentation by:

Σ̌(p,p′) = nimp

∫
dp3

1

(2π)3
σ(p,p1) Ǧ(p1,p1 − p + p′). (3.19)

The scattering cross section σ(p,p′) is related to the impurity potential u
by the relation (Born approximation):∣∣u(p− p′)

∣∣2 =
2vF
ν0

σ(p,p′), (3.20)

with ν0 = mpF /2π2 the density of states per one spin projection in the
normal state. Finally, we introduce the scattering mean free time τe:

σtotnimp vF τe︸︷︷︸
le

= 1. (3.21)

The Dyson equation (3.18) is equivalent to the Gor’kov equation in the
momentum representation:

[(Ǧ−1
clean − Σ) ∗ Ǧ]p,p′ = (2π)3δ(p− p′)1̌. (3.22)

with

[Ǎ ∗ B̌]p,p′ =
∫

d3p1

(2π)3
Ǎ(p,p1)B̌(p1,p′). (3.23)
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3.4 Quasiclassical theory

If we consider conventional (low temperature) superconductors, the order
parameter ∆ is much smaller than the Fermi energy ( ∆

EF
∼ 10−3). In

this case, the quasiclassical approximation simplifies the calculation of the
Green function (which is often a difficult task working with the Gor’kov
formalism). The idea is that the scale of variation for superconducting
properties (coherence length ξ) is much larger than the Fermi wavelength:

1
pF ξ

∼ ∆
EF
� 1 (3.24)

The superconducting properties are related to the contributions of the Green
functions with momenta close to the Fermi surface (∆ � EF ). Therefore,
we introduce the notation :

Ǧ(p1,p2) = Ǧ(p +
k
2
,p− k

2
) (3.25)

and integrate the Green function over the momentum magnitude :

ǧωn(p̂,k) =
∫
dξp
πi

Ǧωn(p +
k
2
,p− k

2
) (3.26)

where the integration is performed over ξp = p2/2m−µ near the Fermi sur-
face and p̂ is a unit vector in the direction of p. ǧ is called the ”quasiclassical
Green function”. The integration over the magnitude of the momentum ex-
cludes the fast oscillations of the Green function. In the coordinate represen-
tation, we only keep the slow dependence on the center of mass coordinate
(r1+r2

2 ) and exclude fast oscillations on the relative coordinates (r1−r2
2 ).

3.4.1 Eilenberger equations

The equation for the quasiclassical Green function can be derived from the
Gor’kov equation (3.22). In the momentum representation we have [1]:

vFkǧ − iωn(τ̌3ǧ − ǧτ̌3) +
[
Ȟ ∗ ǧ

]
−
[
ǧ ∗ Ȟ

]
= Ǐ (3.27)

The square bracket denotes the ususal convolution product in the Fourier
representation and the collision integral Ǐ is given by:

Ǐ =
[
Σ̌ ∗ ǧ

]
−
[
ǧ ∗ Σ̌

]
(3.28)

It is useful to introduce a mixed Fourier-coordinate representation to get rid
of the convolution products in the Eilenberger equation (3.27):

ǧωn(p̂, r) =
∫

d3k

(2π)3 e
ikrǧωn(p̂,k) (3.29)
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Finally, it is important to notice that the quasiclassical Green function ǧ
satisfies:

ǧǧ = 1̌ (3.30)

The off-diagonal part of this relation is related to the particle-hole symmetry
(at equilibrium) of the theory

g + ḡ = 0 (3.31)

and the diagonal part is the so-called normalisation condition

g2 − ff † = 1. (3.32)

The components g and f of the quasiclassical matrix Green function ǧ are
defined according (3.4).

3.4.2 Usadel equations

In the diffusive (”dirty”) limit ( 1
τe
� Tc), it is possible to introduce a further

simplification to the Green function formalism. In dirty superconductors,
strong scattering produces averaging over momentum directions: the quasi-
classical Green function ǧ(p̂, r) becomes isotropic. Therefore, we can expand
it in a spherical part ǧo and a first order correction ǧ (expansion in spherical
harmonics)

ǧ = ǧo + vFǧ (3.33)

ǧo = 〈ǧ〉 =
∫
dΩp

4π
ǧ(p̂, r).

Averaging the Eilenberger equation over momentum direction, one gets:

D∇(ǧo∇ǧo)− i[ȟ, ǧo] = 0 (3.34)

ǧ = −leg0∇g0 (3.35)

with

ȟ =
(
−iωn −∆
∆? iωn

)
(3.36)

and [., .] represents a commutator. It is important to notice that the colli-
sion integral Ǐ which was introduced with the Eilenberger equation vanishes
after averaging over momentum direction only if there is no spin-flip or
inelastic scattering. Spin-flip and electron-phonon self-energies will be dis-
cussed later.
The normalisation condition (3.30) gives:

ǧǧ = 1̌ (3.37)
⇒ ǧoǧo = 1̌ and ǧǧo + ǧoǧ = 0
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The local density of state (per one spin projection) is related to the
quasiclassical retarded and advanced Green functions:

νε =
1
2
ν0

[
gRo (r, ε)− gAo (r, ε)

]
(3.38)

It is usefull to introduce the proximity angle θ to parameterize the Green
function. The following parametrization is compatible with the normaliza-
tion condition (3.37):

ǧRo (ε) =
(

cos(θ(r, ε)) −i sin(θ(r, ε))eiχ

i sin(θ(r, ε))e−iχ − cos(θ(r, ε))

)
(3.39)

and

ǧAo (ε) = −ǧRo (ε) =
(
− cos(θ(r, ε)) −i sin(θ(r, ε))eiχ

i sin(θ(r, ε))e−iχ cos(θ(r, ε))

)
(3.40)

Thus, the local density of states (DoS) per one spin projection becomes

νε = ν0< cos(θ), (3.41)

where we use < and = to denote the real, respectively the imaginary part.
The formalism we derived until now can be generalised to include su-

perconductors in a finite magnetic field. The magnetic field is taken into
account by the substitution:

p→ p− e

c
A. (3.42)

One can show [1] that the Usadel equations (3.34) have to be modified by
replacing

∇ → ∇̂, (3.43)

where the gradient operator ∇̂ is defined by

∇̂ǧ =
(

∇g
(
∇− 2ie

c A
)
f

−
(
∇+ 2ie

c A
)
f † −∇g

)
. (3.44)
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3.5 Spin-flip scattering

Here, we introduce scattering by impurity atoms having a finite magnetic
moment as a generalisation of the scattering theory we developed in section
(3.3). The theory of superconducting alloys with paramagnetic impurities
was initially derived by Abrikosov and Gor’kov in [4]. Magnetic impurities
introduce an exchange term in the scattering potential u. We write

u(r− ra) = v(r− ra) + v′(r− ra)S
σ̂

2
, (3.45)

where S is the moment of the imputity, σ̂
2 are the electron spin matrices

and ra is the position of the impurity. We will assume that the spins of the
impurities are oriented arbitrarily and that there is no correlation between
them. Therefore it is possible to average over their direction:

S̄ = 0 and SiSj =
1
3
S(S + 1)δij . (3.46)

This assumption is fully valid only for low concentration of paramagnetic
impurities. If the concentration is high, the interaction between the spins
may result in some magnetic ordering and therefore our averaging is inap-
plicable. We already noticed that the functions Gα,β and Fα,β have different
spin-structures (relation (3.11) and (3.12)). Therefore, we have to consider
different scattering amplitudes to compute the components of the self-energy

matrix Σ̌ =
(

Σ1 Σ2

−Σ†2 Σ̄1

)
:

Σ1(p,k) = nimp

∫
d3p1

(2π)3
|u1(θ)|2G(p1,p1 − k), (3.47)

and

Σ2(p,k) = nimp

∫
d3p1

(2π)3
|u2(θ)|2 F (p1,p1 − k), (3.48)

with θ = ∠(p,p1).
Using relation (3.11) and (3.12), we get:

|u1(θ)|2 = |v(θ)|2 +
1
4
S(S + 1)|v′(θ)|2 (3.49)

and for the anomalous part:

|u2(θ)|2 = |v(θ)|2 − 1
4
S(S + 1)|v′(θ)|2. (3.50)

We can write these expressions in terms of quasiclassical Green functions
(integrated over dξp near the Fermi surface) using∫

d3p

(2π)3
Ǧ(p,p− k) = ν0πi

∫
dΩp

4π
ǧ(p̂,k) + 1̌P

∫
p2dp

2π2

1
ξp
. (3.51)
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Here P represents the principal part of the integral for which only the normal
state Green function gives a significant contribution (∆ � EF ). The last
term is proportional to the unit matrix in the Nambu space and can be
incorporated in the chemical potential. Therefore, the self-energies in terms
of the quasiclassical Green functions become:

Σ1(p̂,k) =
ivF
2
nimp

∫
dΩp1 σ1(θ) g(p1,k), (3.52)

and
Σ2(p̂,k) =

ivF
2
nimp

∫
dΩp1 σ2(θ) f(p1,k), (3.53)

where we used the relation (3.20) between the scattering amplitudes u1,2 and
the corresponding cross sections σ1,2 (Born approximation). Introducing

σpp1 =
1
2

[σ1(θ) + σ2(θ)] and σsfpp1
=

1
2

[σ1(θ)− σ2(θ)] , (3.54)

we separate the matrix self-energy Σ̌ into a non-magnetic and a spin-flip
part:

Σ̌(p̂,k) =
ivF
2
nimp

∫
dΩp1 σpp1(θ) ǧ(p1,k)

+
ivF
2
nimp

∫
dΩp1 σ

sf
pp1

(θ) τ̌3ǧ(p1,k)τ̌3. (3.55)

We can also write the self-energies in terms of the scattering mean free
times τ1,2 corresponding to the cross sections σ1,2 following relation (3.21)
and introduce the spin-flip time τs corresponding to σsf :

2
τsf

=
1
τ1
− 1
τ2
. (3.56)

Recall that in equation (3.55) τ̌3 refers to the usual Pauli matrix in the
Nambu space. The collision integral Ǐ which we introduced in the Eilen-
berger equation (3.27) will therefore consist in two parts. To derive the
contributions of the self-energies to the Usadel equation, we have to com-
pute their average over the direction of the momentum p. One can show
(see for e.g. [1]) that the non-magnetic part vanishes after averaging over
momentum direction. The spin-flip part of the collision integral does not
vanish when averaged because ǧ and τ̌3ǧτ̌3 do not commute.

In the dirty limit, it is possible to expand the Green function in spherical
harmonics. Using the expansion (3.33) to compute the collision integral and
neglecting the second order terms in ǧ (the vector part is expected to be
smaller than the spherical part ǧo), we get for the spin-flip part of the
averaged collision integral:〈

Ǐs
〉

=
ivF
2
nimp

∫
dΩp

4π

[∫
dΩp′σsfp,p′ τ̌3(ǧo + v̂′F ǧ)τ̌3, (ǧo + v̂F ǧ)

]
(3.57)
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=

(
0 2i

τsf
gofo

2i
τsf
gof
†
o 0

)
(3.58)

The non vanishing off-diagonal terms will introduce the effect of spin-flip
scattering in the Usadel equation (3.34).

At this point, we are able to describe scattering at the level of the Us-
adel equations. Using the parametrisation (3.39) of the Green function and
including the spin-flip term in the Usadel equations, we obtain the equation
for the proximity angle θ(x, ε):

D∂2
xθ

2
+ (iε−Γin) sin θ−

[
2Γsf +

2e2DA2

c2

]
cos θ sin θ+ ∆ cos θ = 0, (3.59)

where the spin-flip and inelastic scattering rates are defined by

Γsf =
1

2τsf
and Γin =

1
2τin

. (3.60)

We included inelastic scattering as an homogeneous broadening of the en-
ergy. The physical origin of inelastic scattering is electron-phonon scattering,
a smaller contribution comes from electron-electron scattering.

3.6 Pair breaking effect of a magnetic field

If an external magnetic field is applied on a superconducting material, the
time reversal symmetry

p ↔ −p (3.61)
↑ ↔ ↓ (3.62)

between the electrons of a Cooper pair is broken [19]. This results in the sup-
pression of the pair amplitude in both usual and proximity superconductors.

Consider a thin S-N wire with a parallel applied magnetic field [14]. If the
thickness of the wire is much smaller than the London penetration depth,
it is reasonable to neglect the screening of the magnetic field. Therefore,
we consider a constant magnetic field H parallel to the wire and write the
corresponding potential

A =
r H uϕ

2
. (3.63)

where we use polar coordinates (ur,uϕ). For a thin wire, we can replace A2

in the Usadel equation (3.59) by its average over the width of the wire

〈A2〉 =
1
R

H2

4

∫ R

0
r2dr =

H2R2

12
. (3.64)
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In this case, the effect of a magnetic field can be included in equation (3.59)
considering an effective spin-flip rate

Γeffsf = Γsf +
e2DH2R2

6c2
. (3.65)

A similar description can be applied to a thin S-N film (see for e.g. [7]).
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4 Solution for a homogeneous superconductor

In this work, we study the effect of spin-flip and inelastic scattering on a
proximity superconductor. It is important to discuss the solution of the Us-
adel equations for a homogeneous superconductor (with finite pairing inter-
action), in particular at zero-energy, to have a basis for further comparisons.

The Usadel equation (3.59) for a homogeneous superconductor reads:

(iε− Γin) sin θ − 2Γsf cos θ sin θ + ∆ cos θ = 0 (4.1)

Without spin-flip and inelastic scattering, we recover the BCS solution:

θ(x) =


π
2 + i arg tanh( ε∆) |ε| < ∆

i arg tanh(∆
ε ) |ε| > ∆

(4.2)

⇒ ν(ε) = νo
|ε|√

ε2 −∆2
Θ(ε2 −∆2) (4.3)

From equation (4.1), it is clear that if we consider a finite inelastic scattering
rate Γin, it is not possible to find a zero-DoS solution.
Introducing only the spin-flip term, we see that it is possible to find zero-
DoS solutions up to a certain energy, which depends on Γsf . This energy
(Gap in the DoS) can be determined analytically [23]

Eg(Γsf ) =
[
∆2/3 − (2Γsf )2/3

]3/2
. (4.4)

This is the frontier between the gaped and the gapless domain (respectively
domain I and II in Figure 3). If we write

Γsf =
∆
2
− δΓsf = Γcsf − δΓsf , (4.5)

and measure the energies in the units of ∆ (which is the only relevant scale
of the system), we get the form of expression (4.4) close to Γcsf :

Eg(δΓsf ) =
√

2 (
4
3
δΓsf )3/2 (4.6)

At zero-energy, we see from equation (4.1) that the solution

θ =
π

2
⇒ ν = νo< cos θ = 0 (4.7)

is always valid. However, it is interesting to notice that at zero-energy,
equation (4.1) has other zero-DoS solution:

θ =
π

2
± i arg cosh(

∆
2Γsf

) (4.8)
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Figure 3: Gap in the DoS for a homogeneous superconductor containing
magnetic impurities

These two new solutions have to be rejected because they lead to a diverging
imaginary part when Γsf → 0. The three solutions at zero-energy merge
when the spin-flip rate reaches the critical value Γcsf = ∆

2 . Above Γcsf the
solution (4.8) becomes

θ =
π

2
± arccos(

∆
2Γsf

), (4.9)

where the plus sign has to be rejected because it corresponds to a negative
DoS. If the spin-flip rate is increased, the solution (4.9) leads to a DoS sat-
urating to νo, the normal DoS. However, this solution is not unique: the
solution θ = π

2 is still valid. Solving numerically equation (4.1) for finite
energies and spin-flip rates above Γcsf , we can see that only the solution sat-
urating to the normal DoS (4.9) can be properly continued to finite energies,
in the sense that it is possible to recover this solution taking a continuous
path in the gapless domain (domain II in Figure 3) from the Γsf = 0 BCS
solution above the gap.
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5 Usadel equations for the S-N system

5.1 Boundary conditions for the S-N system

We must now introduce appropriate boundary conditions to include an hy-
brid structure in our description. The boundary conditions for the Usadel
equation were derived in [10] for arbitrary interface transparency. We will
restrict ourselves to the case of a transparent interface. The boundary con-
ditions at the S-N interface (x = 0) described in section (2.3) are:

• transparency: go(0−) = go(0+) (5.1)
• conservation of the current: σsgo∂xgo(0−) = σngo∂xgo(0+) (5.2)

where σs,n are the metallic conductances on both sides of the S-N interface.
For the boundary x = −∞ we have:

θ(x = −∞) = θs (5.3)

where θs is the value of the proximity angle in the bulk superconductor. At
x = L (interface with vacuum), the conservation of the quasiparticle current
yields:

∂xθ(x = L) = 0 (5.4)

To simplify the model, we will also use a rigid boundary at the S-N in-
terface: we will take the zero-energy bulk value (θ = π

2 ) for the proximity
angle at x = 0. This rigid boundary condition is fully justified if the normal
part is much more disordered than the superconducting part or if the gap ∆
in the S-part is much larger than the Thouless energy of the N-part ETh (for
more details see Appendix B and the discussion of the boundary in section
(8)).

The relevant energy and length scales in our system are the Thouless
energy ETh and the length L of the N-part. Therefore, in the following
discussion we will consider a sample of length L = 1 and measure the energies
in units of ETh, except in section (8), where we go beyond the rigid boundary
and have to reintroduce the diffusion constants in the Usadel equations.
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Figure 4: Minigap in the local density of states (x=1) of the N-part for
Γin = 0 (solid line) and Γin = 0.1ETh (dashed line).

5.2 Minigap in the DoS of the N-part

The analytical solution of the Usadel equation (3.59) in the absence of pair
breaking and inelastic scattering has been discussed in [7] for infinite length
junctions and in [6] for thin N-layers. In appendix B, we briefly review these
solutions. The most striking feature of S-N systems is the apparition of a
gap (”minigap”) of the order of the Thouless energy ETh in the N-part of
the junction. If we consider an infinite system, the Thouless energy (2.14)
is zero and the minigap in the DoS vanishes. The solution for the finite size
S-N system can be written in terms of Jacobi elliptic functions and leads to
the LDoS represented in figure (4).
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6 Linearization of the Usadel equations

The Usadel equations are highly nonlinear equations. However, certain prop-
erties of the solution can be obtained from the linearised equations. For
example, the reentrance effect [5] is already present in the linear approxima-
tion. We have to keep in mind that this is a rough approximation and that
therefore we will loose important features of the system: this approximation
is not sufficient to get information on the size of the minigap (∼ ETh) in the
density of state of the N-part.

6.1 Linearization close to θ = π
2

In the absence of spin-flip and inelastic scattering, the zero-energy solution
of the Usadel equation (3.59) for the S-N system is θ(x) = π

2 over the
whole junction. For small scattering rates and energy, we expect that the
deviation over this value is small. We write the finite energy and scattering
rate solution θ = π

2 + δθ1 + iδθ2 and take into account only the linear terms
in δθ1,2. Separating the real and the imaginary part of the Usadel equation
and measuring the energies in the units of ETh, we get:{

∂2
xδθ1 = 2Γin − 4Γsfδθ1

∂2
xδθ2 = −2ε− 4Γsfδθ2

(6.1)

These equations are supplied with the boundary conditions (5.2) and (5.2)
for δθ1,2:

rigid boundary⇒ δθ1,2|x=0 = 0 (6.2)

interface with vacuum⇒ ∂xδθ1,2|x=1 = 0 (6.3)

First, we can notice that the real and the imaginary part are not coupled
and therefore, we can treat them separately. Without spin-flip, the solution
of (6.1) is: {

δθ1 = −Γinx(2− x)

δθ2 = ε x(2− x)
(6.4)

In figure 5, we compare this result with the exact solution of appendix B
at zero-energy. Introducing spin-flip, this solution becomes:

δθ1 = − Γin
2 Γsf cos(2

√
Γsf )

[
cos(2

√
Γsf (x− 1))− cos(2

√
Γsf )

]
δθ2 = ε

2 Γsf cos(2
√

Γsf )

[
cos(2

√
Γsf (x− 1))− cos(2

√
Γsf )

] (6.5)

To the linear order, the local density of states (LDoS) is given by:

ν(x) = ν0

< cos θ︷ ︸︸ ︷
cos(

π

2
+ δθ1) cosh δθ2

∼= −ν0 δθ1 (6.6)
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Figure 5: LDoS in the N-part: comparison between the linearised (dash)
and the exact solution (solid) for Γin = 0.2ETh.

From equation (6.5), we can see that if Γin = 0, the density of states in the
linear approximation is zero.

Now we consider small spin-flip rates Γsf and expand the solution (6.5)
to the leading (linear) order in Γsf :{

δθ1
∼= −Γin(1 + 2Γsf )x(2− x)

δθ2
∼= ε(1 + 2Γsf )x(2− x)

(6.7)

These equations are similar to (6.4) and suggest to introduce:

Γ?in = Γin(1 + 2Γsf ) and ε? = ε (1 + 2Γsf ) (6.8)

For a small Γsf , the correction of spin-flip scattering on the DoS can be
reduced to an ”effective” inelastic scattering rate Γ?in.

The solution of the linearised equations (6.5) is usefull to get an idea
on the local density of states in the junction. We can also see that this
approximation is too crude to access to the dependence on energy of the
density of states. In the linear approximation, the DoS is given by (6.6) and
does not depend on energy. Therefore the linearization close to the rigid
boundary can only be used to get information on the presence of a finite
subgap density of states when small inelastic and spin-flip scattering are
present.
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Figure 6: LDoS at x = 1 for Γsf = 1.5ETh

6.2 Linearization close to θ = 0

In the following sections, we will see that for large spin-flip scattering rates,
the density of states in the normal part of the junction saturates to the
normal density of states νo everywhere except in a restricted domain close to
the rigid boundary θ = π

2 . Therefore, another way to linearise the equations
is to expand close to θ = δθ ≈ 0. The Usadel equation (3.59) becomes:

∂2
xδθ

2
+ (iε− Γin)δθ − 2Γsfδθ = 0 (6.9)

⇒ ∂2
xδθ = α δθ (6.10)

with
α = 4Γsf − 2(iε− Γin) (6.11)

The solution of equation (6.10) satisfying the boundary conditions (6.2) and
(6.3) is:

δθ =
π

2
1

1 + e−2
√
α

[
e−
√
αx + e

√
α(x−2)

]
(6.12)

In figure 6, we represent the LDoS at x = 1 as a function of the energy. We
have chosen a large spin-flip rate Γin = 1.5ETh where the zero-energy value
of the density of states is close to the exact value we will find in section
(8). From this comparison with the exact zero-energy value, we see that the
expansion clearly fails for smaller spin-flip rates.
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7 First integral

The aim of this section is to discuss the presence of zero-DoS solutions work-
ing with the first integral of equation (3.59). Here, we show that the effect of
spin-flip scattering on the density of states of a proximity superconductor is
very similar to its effect on a homogeneous superconductor, which has been
discussed in section (4). We observe in particular:

• a minigap Eg (dependent on the magnitude of the spin-flip rate) in
the DoS of the N-part,

• a critical spin-flip rate Γcsf where this minigap closes.

The relevant scale for Eg and Γcsf will be the Thouless energy ETh of the
N-part instead of the superconducting gap ∆.

The Usadel equation (3.59) for the N-part of the junction can be inte-
grated once yielding:

1
4

(∂xθ)2 − (iε− Γin) cos θ + Γsf cos2 θ = C(ε). (7.1)

We consider again a N-part of length unity and write the energies in units
of ETh. The constant in the r.h.s. can be obtained from the boundary
condition at the interface with vacuum (5.4):

C(ε) = −(iε− Γin) cos θ 1 + 2Γsf cos2 θ 1, (7.2)

where we use the notation θ(x = 0, 1) = θ 0,1. At the S-N interface, we keep
using the rigid boundary θ 0 = π

2 .

7.1 Gap solution

First, we try to find zero-DoS solutions for the Usadel equation (solution in
the minigap)

ν(x, ε) = 0⇔ <(θ) =
π

2
. (7.3)

Therefore, we write θ = π
2 + iΘ with Θ real. Then we separate the real and

the imaginary part of (7.1):{ 1
4(∂xΘ)2 − ε sinh Θ− Γsf sinh2 Θ = <(C)

−Γin sinh Θ = =(C)
(7.4)

From the imaginary part, we can see that if Γin is finite, it is not possible
to find a zero-DoS solution. Indeed, the imaginary part of (7.4) gives

Θ(x) = Θ 0 ∀x ∈ [0, 1], (7.5)
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Figure 7: Second integral of the Usadel equation for Γsf = 0

which is not a solution of the Usadel equation (3.59).

In the following, we set Γin = 0 and continue to search for zero-DoS
solutions. In the absence of inelastic scattering, equation (7.4) becomes:

∂xΘ = 2
√
ε

[(
sinh Θ 1 − sinh Θ

)
+

Γsf
ε

(
sinh2 Θ 1 − sinh2 Θ

)]1/2

. (7.6)

Then we integrate both sides of this equation over the junction:

√
ε =

∫ Θ 1

0

dΘ

2
[
(sinh Θ 1 − sinh Θ) + Γsf

ε

(
sinh2 Θ 1 − sinh2 Θ

)]1/2
. (7.7)

The minigap Eg is the maximal energy compatible with a zero-DoS solution.
Without spin-flip, this is the well known result [8]:

E0
g = max

Θ 1

[∫ Θ 1

0

dΘ

2 (sinh Θ 1 − sinh Θ)1/2

]2

. (7.8)

In Figure 7, we have plotted the energy as a function of Θ 1 using equa-
tion (7.7) with Γsf = 0. We can see that for a finite energy, we have two
possible values for the proximity angle at the boundary Θ 1. At zero en-
ergy, the second branch leads to a diverging Θ 1 and therefore we reject this
solution. This continuity argument is commonly accepted in the quasiclas-
sical approximation, but the second solution may play an important role
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Figure 8: Second integral for Γsf = 0 (upper curve), 0.1, 0.2, 0.3, 0.4 and
0.5 ETh

in models including mesoscopic fluctuations [13]. The maximum energy is
obtained for Θ̂ 1 ≈ 1.421 which corresponds to an energy E0

g ≈ 0.78ETh. It
is important to notice that the result we get here for the S-N junction differs
from the result obtained in [8] for the S-N-S junction by a factor 4: a S-N-S
junction of length 1 without phase difference is equivalent to a S-N junction
of length 1

2) and therefore, we work with a different energy scale ETh. All
the results we give here for the density of states at the interface with vac-
uum in a S-N junction also describe the density of states in the middle of
a S-N-S junction with the superconducting terminals having the same phase.

Now, we discuss expression (7.7) for Γsf 6= 0. If a finite spin-flip rate is
introduced, the second branch of the solution no longer diverges at zero en-
ergy (Figure 8). However, this new zero-energy solution is not acceptable in
our model because of its behaviour when Γsf → 0 : without spin-flip we re-
cover the situation of Figure 7 with a second branch diverging at zero energy.

If spin-flip is increased up to a critical rate Γcsf , the two solutions at
zero energy merge and the gap closes. From equation (7.7), it is possible to
find this Γcsf . Indeed, close to Γcsf , the value of the proximity angle at the
boundary with vacuum Θ1 corresponding to the second zero-energy solution
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is expected to be small. At zero-energy, equation (7.7) becomes :

Γsf =

∫ Θ 1

0

dΘ

2
(
sinh2 Θ 1 − sinh2 Θ

) 1
2

2

(7.9)

The closing point corresponds to the limit Θ1 → 0 of this integral. Expand-
ing the integrand, we get :

lim
Θ1→0

[∫ Θ 1

0

dΘ

2 (Θ1 2 −Θ2)
1
2

]2

=
π2

16
(7.10)

⇒ Γcsf ≈ 0.62ETh (7.11)

7.2 Zero-energy gapless solution

Using the method of the first integral it is possible to find a finite DoS solu-
tion even at zero-energy. This solution is valid for Γsf larger than the critical
value of the spin-flip rate Γcsf at which the minigap closes. It corresponds
to purely real values of the proximity angle, therefore we write θ = π

2 + β,
with β real. The first integral of the Usadel equation becomes:

1
4

(∂xβ)2 + Γsf sin2 β = C, (7.12)

where
C = Γsf sin2 β 1. (7.13)

Integrating this equation over the junction, we get

Γsf =

∫ β 1

0

dβ

2
(
sin2 β 1 − sin2 β

) 1
2

2

. (7.14)

This solution leads to a DoS saturating to unity (in the units of the normal
state DoS νo) as Γsf is increased. In Figure 9, we see that only the left
branch of the graph leads to a positive DoS. Indeed, we have

ν(ε) = νo cos θ = −νo sinβ. (7.15)

The asymptotics for large spin-flip rates of the left branch of the curve is
β = −π

2 wich corresponds to ν(ε) = νo, the DoS in the normal state. In
section (8), we will find the density of states close to the critical spin-flip
rate using a general zero-energy solution in terms of Jacobi elliptic functions.

The constant solution θ = π
2 ⇒ β = 0 is always present at zero-energy.

As we did for the solution in the gap, we need to discuss which solution we
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Figure 9: Zero-energy gapless solution: Γsf v.s β 1

have to keep. To achieve this goal, let’s apply again the method of the first
integral (but this time we have to consider a complex θ 1), we get:∫ θ 1

π
2

dθ

2 [iε (cos θ 1 − cos θ)− Γsf (cos2 θ 1 − cos2 θ)]1/2
= 1. (7.16)

To compute the integral in the l.h.s. as a function of the complex parameter
θ 1, we notice that the integrand has no poles in the half plane < cos θ > 0
(physical DoS). We choose an explicit path to compute numerically the in-
tegral and plot the real and the imaginary part of this integral as a function
of the complex θ 1. Equation (7.16) is solved for the values of θ 1 where the
imaginary part of the integral vanishes and the real part equals one. The
argument is the same as the one we used for the homogeneous superconduc-
tor in section 4: we take a path in the gapless regime and see which solution
can be continued to the zero spin-flip gapless solution. It turns out that the
solution θ = π

2 acquires a diverging imaginary part along the path we choose
and therefore cannot be properly continued to the zero spin-flip solution.
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7.3 Dependance of the minigap on Γsf

7.3.1 Small Γsf limit

If we consider a finite but small spin-flip rate Γsf , we can get a correction
to the value of the minigap E0

g . We write equation (7.7):

2
√
ε =

∫ Θ 1

0

1

[sinh Θ 1 − sinh Θ]1/2
· 1[

1 + Γsf
ε (sinh Θ 1 + sinh Θ)

]1/2
dΘ

(7.17)
and expand the integrand in the small parameter Γsf

ε

(
sinh Θ 1 + sinh Θ

)
<

2 Γsf
ε sinh Θ 1. Taking into account that Θ 1 ≈ 1.421 and ε ≈ E0

g , we can see
that this expansion loses its validity for Γsf ∼ 0.1ETh.
The resulting correction to the minigap is:

Eg ≈ (C1 − C2Γsf ) , (7.18)

where the coefficients are given by:

C1 = E0
g (7.19)

C2 =

∫ Θ̂ 1

0
(sinh Θ 1+sinh Θ)

(sinh Θ 1−sinh Θ)1/2
dΘ∫ Θ̂ 1

0
dΘ

(sinh Θ 1−sinh Θ)1/2

≈ 3.09 (7.20)

From the magnitude of the coefficent C2, we can see that even a small spin-
flip rate strongly affects Eg.

7.3.2 Gap curve close to Γcsf

Close to Γcsf , it is not sufficient to expand directly equation (7.7) in the
small variation on the critical value Γsf = Γcsf − δΓsf . The problem is that
close to the critical spin-flip rate, the energy and the value of sinh Θ1 are
also small. Therefore, it is necessary to get a more accurate expression in
δΓsf . From equation (7.7), we have

2
√

Γsf =
∫ Θ 1

0

1[(
sinh2 Θ 1 − sinh2 Θ

)
+ ε

Γsf
(sinh Θ 1 − sinh Θ)

]1/2
dΘ.

(7.21)
The minigap Eg(Γsf ) corresponds to the maximal energy compatible with a
zero DoS solution (real Θ). In appendix C, we study the dependance of the
minigap on the spin-flip rate near the closing point. As a result, we get

Eg = 2
(

2
3

)3/2

[δΓsf ]3/2 (7.22)
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Figure 10: Numerical gap curve (solid line): comparison with asymptotic
expressions (dashed lines)

Close to the critical spin-flip rate, the minigap curve is slower than linear
in δΓsf . It is interesting to notice that we find the same power law as in
the discussion for the homogeneous superconductor, relation (7.22) can be
compared with (4.6).

7.3.3 Numerical gap curve

To get the complete gap curve Eg(Γsf ), we have to solve the implicit integral
equation (7.21). This equation is equivalent (see appendix C) to:∫ x1

0

1√
Γsf

(
x2

1 − x2
)

+ ε (x1 − x)
· 1√

1 + x2
dx = 2. (7.23)

The integral in the l.h.s. is elliptic and (7.23) can be written in the form:

A · F (φ, k) = 2, (7.24)

where F is the incomplete elliptic integral of the first kind:

F (φ, k) =
∫ φ

0

dϕ√
1− k2 sin2 ϕ

. (7.25)

A, φ and k are functions of the variables Γsf , ε and x1. For a fixed value
of Γsf , the minigap Eg is the maximal energy compatible with a real x1.
Solving numerically equation (7.24), we get the gap curve represented in
Figure 10.
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8 Zero-energy solution for finite Γsf

In this section, we consider an S-N junction at zero-energy with the following
simplifications:

• we introduce a finite spin-flip rate Γsf only in the N-part

• we neglect self-consistency in the S-part.

The Usadel equations for the S-, respectively the N-part of the junction
read:

1
2
Ds∂

2
xθ + ∆ cos θ = 0 (8.1)

1
2
Dn∂

2
xθ − 2Γsf cos θ sin θ = 0 (8.2)

Here, we have reintroduced the diffusion constants Dn,s in the Usadel equa-
tions because they may take different values in the S- and the N-part. These
equations are supplied with the boundary conditions described in section
(5.1) at x = 0 (S-N interface) and x = 1 (interface with vacuum). The
boundary condition at x = −∞ is θ = θ s, the bulk solution which is π/2 at
zero-energy.

First, we write the solutions of (8.1) and (8.2) in terms of the parameters
θ(x = 0, 1) = θ 0,1 to be determined later using the boundary condition at
the S-N interface. The solution for the semi-infinite S-part is given in [7]:

θ(x) = θ s + 4 arctan

[
tan

(
θ 0 − θ s

4

)
exp

(√
2∆
Ds

x

)]
(8.3)

x→ −∞ ⇒ θ → θ s =
π

2
(8.4)

x→ 0 ⇒ θ → θ 0 (8.5)

For the N-part, we found a solution in terms of Jacobi elliptic functions (see
Appendix A for the complete derivation):

θ(x) = arcsin

[
sin θ 1dn−1

(
2

√
Γsf
Dn

(x− 1), cos θ 1

)]
(8.6)

The interface transparency (θ(0−) = θ(0+)) gives:

sin θ 0 = sin θ 1dn−1[−2

√
Γsf
Dn

, cos θ 1] (8.7)
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Figure 11: Local density of states in the N-part at zero energy for Γsf =
0.62− 1ETh.

And the conservation of the quasiparticle current yields (see Appendix A
for the details):

sin(
θ 0 − θ s

2
) = γ

√
Γsf
2∆

√
sin2 θ 0 − sin2 θ 1 (8.8)

where γ = σn/σs√
Dn/Ds

. Solving numerically (8.7) and (8.8), one gets the values

of the proximity angle θ 0,1 at the boundaries. In figure 11, we have rep-
resented the LDoS in the N-part of the junction for various spin-flip rates
using this solution.

We can see from (8.8) that it is justified to use the rigid boundary con-
dition θ 0 = π

2 if Γsf � ∆ or if the N-part is much more disordered than the
S-part (the metallic conductivity σ is proportional to the diffusion constant)

Dn � Ds ⇒ γ � 1. (8.9)

The solution we have presented here allows to find the critical Γsf (clos-
ing of the gap) and to get an analytical expression for the DoS near this
critical point. Using the rigid condition for θ 0, the boundary (8.7) becomes
(for Γsf given in the units of ETh):

sin θ 1 = dn[−2
√

Γsf , cos θ 1] (8.10)
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Figure 12: Singularity in the LDoS at x=1: approximation close to Γcsf .

From the property (A.4), we see directly that θ 1 = π
2 always satisfies this

equation. Using property (A.6), we can write the boundary condition for θ 1

1− cos2 θ 1 = 1− cos2 θ 1sn2[−2
√

Γsf , cos θ 1]. (8.11)

This equation can be satisfied if

sn[−2
√

Γsf , cos θ 1] = ±1. (8.12)

Using the inversion of the elliptic function sn in terms of the incomplete
elliptic integral of the first kind F , we obtain

sn[u, k] = sinβ (8.13)

⇔ u = F (β, k) (8.14)

=
∫ β

0

dx√
1− k2 sin2 x

, (8.15)

we find

2
√

Γsf =
∫ π

2

0

dx√
1− cos2 θ 1 sin2 x

. (8.16)

The critical spin-flip rate where the gap closes which we discussed in the
previous section is for cos(θ 1) = 0. At this point, the constant solution
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θ = π
2 and the solution of (8.16) merge. We recover therefore the result of

the previous section:

2
√

Γcsf =
π

2
⇒ Γcsf =

π2

16
. (8.17)

Now, it is possible to find an expression for both the imaginary solution
(gap solution) and the real solution (gapless regime) near the closing point.
Expanding the integrand in (8.16) near cos θ 1 = 0 we get:

cos θ 1 ≈ 2

(√
Γsf
Γcsf
− 1

) 1
2

. (8.18)

Below Γcsf , this expression leads to a purely imaginary cos θ 1 wich corre-
sponds to the second branch of the gap solution we already discussed in
section (7.1). Beyond Γcsf , we recover the purely real gapless solution of
section (7.2).

It is possible to expand the integrand of (8.16) one order further and to
get a more accurate expression for the DoS:

cos θ 1 ≈ 2
√

2
3

(9

√
Γsf
Γcsf
− 8

) 1
2

− 1


1
2

(8.19)

This expression (dashed line on Figure 12) can be compared with the exact
solution (solid line on Figure 12) of equation (8.10).
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9 Summary

The aim of this work was to study the density of states in disordered
superconductor-normal metal junctions when magnetic impurities are present
using the Green functions formulation of the BCS theory. In the first part,
we have reviewed the description of superconducting materials in the Usadel
limit (dirty superconductors) and how this description can be extended to
S-N hybrid structures with appropriate boundary conditions for the Usadel
equations. Then, we have briefly discussed the solution of the Usadel equa-
tions for a semi-infinite S-N system without spin-flip and the apparition of
a gap in the DoS of the N-part (”minigap”). If we consider energies much
smaller than the gap in the S-part or if the N-part is much more disordered
than the S-part, the boundary condition at the S-N interface becomes rigid:
we take the bulk superconductor value of the Green function at the S-N
interface. After this, we have seen how the effect of magnetic impurities and
inelastic scattering can be included as extra terms in the Usadel equations.

The easiest way to get information on the effect of spin-flip and inelastic
scattering is to study the linearised Usadel equations. We have consid-
ered two different ways of linearising the Usadel equations: close to the
zero-energy bulk solution and close to the normal state solution. We have
discussed how a small spin-flip scattering rate can be reduced to an effective
inelastic scattering rate and contribute to a finite subgap density of states.
The Usadel equations can be integrated once. Working with this first in-
tegral, we have seen that it is not possible to find a zero-DoS solution if
inelastic scattering is present. Neglecting inelastic scattering, we have stud-
ied the influence of spin flip on the minigap. The minigap (maximal energy
compatible with a zero-DoS solution) is reduced by scattering on magnetic
impurities: we have found the resulting correction for a small spin-flip scat-
tering rate. The method of the first integral allowed us to find a critical
value of the spin-flip rate at which the minigap closes and the asymptotic
form of the minigap near this point. Finally, we compared our asymptotics
for the minigap with the complete numerical curve.
At zero-energy, we have found a complete solution for the Usadel equations
in terms of Jacobi elliptic functions. For large spin-flip rates, this solution
leads to a DoS saturating to the normal state DoS. Close to the critical
spin-flip rate where the minigap closes, we derived the asymptotic form of
the local density of states at the interface with vacuum.

In this work, we have shown that the effect of scattering on magnetic
impurities on a proximity structure is very similar to its effect on a homoge-
neous superconductor. The features we have listed above are also present in
the homogeneous superconductor, where the superconducting gap ∆ is the
relevant energy scale instead of the Thouless energy.
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A Exact zero-energy solution for finite Γsf

First, we briefly discuss the properties of the Jacobi elliptic functions that we
will use in this derivation (we follow [17]). There are several approaches to
introduce these functions (theta functions or inversion of an elliptic integral,
following equation (8.13)). One can show that the three elliptic functions
are uniquely determined by the equations:

d

du
sn(u, k) = cn(u, k)dn(u, k) (A.1)

d

du
cn(u, k) = −sn(u, k)dn(u, k) (A.2)

d

du
dn(u, k) = −k2sn(u, k)cn(u, k) (A.3)

and the initial conditions:

sn(0, k) = 0, cn(0, k) = dn(0, k) = 1. (A.4)

The argument u and the modulus k can take arbitrary complex values. The
functions sn and cn are related to dn by the relations:

k sn(u, k) =
√

1− dn2(u, k) (A.5)

k cn(u, k) =
√

dn2(u, k)− k′2. (A.6)

Here, we introduced the complementary modulus k′:

k2 + k′2 = 1. (A.7)

After this brief introduction to the Jacobi elliptic functions, we are ready to
begin with the derivation of the solution. In this appendix, we show that:

θ(x) =


arcsin

[
sin θ 1dn−1

(
2
√

Γsf
Dn

(x− 1), cos θ 1

)]
x > 0

θ s + 4 arctan
[
tan

(
θ 0−θ s

4

)
exp

(√
2∆
Ds

x
)]

x < 0
(A.8)

is a solution of the zero-energy Usadel equations (we neglegt self-consistency
and inelastic scattering):

Dn,s∂
2
xθ

2
− 2ΓsfΘ(x) cos θ sin θ + ∆Θ(−x) cos θ = 0, (A.9)

where Θ(x) is the step function and dn−1(u, k) denotes 1
dn(u,k)

. We used the

notations θ(x = 0, 1) = θ0,1 for the values of the proximity angle at the S-N
boundary, respectively at the interface with vacuum. θ s is the value of the
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proximity angle in the bulk superconductor. Since we work at zero-energy,
we have θ s = π

2 .

For x > 0 (N-part), we denote u = 2
√

Γsf
Dn

(x − 1), k = cos θ 1 and
k′ = sin θ 1. Using these notations and the properties listed in the beginning
of this appendix, we can compute the derivatives of (A.8):

∂xθ = 2

√
Γsf
Dn

k′
[
dn−2 (u, k)− 1

] 1
2 (A.10)

For x = 1, we can see from the property (A.4) that the boundary condition
∂xθ|x=1 = 0 is satisfied. For the second derivative, we get:

∂2
xθ = 4

Γsf
Dn

k′dn−1 (u, k)
[
1− k′2dn−2 (u, k)

] 1
2 (A.11)

Finally, from equation (A.8) we see that:

dn−1 (u, k) =
sin θ
sin θ 1

(A.12)

Therefore we get:

∂2
xθ = 4

Γsf
Dn

cos θ sin θ (A.13)

which satisfies the Usadel equation (A.9) in the N-part.
The S-part of the solution has been discussed in [7]. We must now use

the boundary conditions at the S-N interface to match the S- and the N-part
of the solution. The interface transparency (5.2) gives:

θ 0
− = θ 0

+ ⇒ sin θ 0 = sin θ 1dn−1[−2

√
Γsf
Dn

, cos θ 1] (A.14)

The conservation of the quasiparticle current (5.2) can also be written in
terms of the proximity angle:

σs∂xθ
0
− = σn∂xθ

0
+ (A.15)

After a straightforward calculation, we get for the derivative of the S-part
solution at x = 0:

∂xθ
0
− = 2

√
2∆
Ds

sin
(
θ 0 − θ s

2

)
. (A.16)

The derivative of the N-part solution has already been calculated in equation
(A.10):

∂xθ
0
+ = 2

√
Γsf
Dn

sin θ 1

[
dn−2

(
−2

√
Γsf
Dn

, cos θ 1

)
− 1

] 1
2

(A.17)
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Using equation (A.12), we get:

∂xθ
0
+ = 2

√
Γsf
Dn

[
sin2 θ 0 − sin2 θ 1

] 1
2 . (A.18)

Finally, the boundary condition (A.15) becomes

sin(
θ 0 − θ s

2
) = γ

√
Γsf
2∆

√
sin2 θ 0 − sin2 θ 1 (A.19)

where γ = σn/σs√
Dn/Ds

.
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B Exact solution for Γsf = 0

In this appendix, we briefly introduce the finite energy solution derived in
[6]. This solution can be directly extended to include inelastic scattering.
Without spin-flip, the Usadel equation (3.59) for the S-N junction (we ne-
glegt self-consistency) can be written

Dn,s∂
2
xθ

2
+ (iε− Γin) sin θ + ∆Θ(−x) cos θ = 0. (B.1)

The solution of this equation for a finite size N-part can be expressed in
terms of Jacobi elliptic functions. For an introduction to these functions,
the reader may refer to [17] and to the discussion of appendix A. Equation
(B.1) is solved for

θ(x) =


2 arcsin

[
sin θ 1

2 sn
(
−
√

2(iε−Γin)
Dn

(x− 1) +K(sin θ 1

2 ), sin θ 1

2

)]
x > 0

θ s + 4 arctan

[
tan

(
θ 0−θ s

4

)
exp

(√
2
√

∆2−(iε−Γin)2

Ds
x

)]
x < 0

(B.2)

where K represents the complete elliptic integral of the first kind:

K(k) = F (
π

2
, k) =

∫ π
2

0

dϕ√
1− k2 sin2 ϕ

. (B.3)

The parameters θ 0 = θ(x = 0) and θ 1 = θ(x = 1) can be obtained from the
boundary conditions

θ 0
− = θ 0

+ (B.4)

⇒ sin
θ 0

2
=

sin
θ 1

2
sn

√2(iε− Γin)
Dn

+K(sin
θ 1

2
), sin

θ 1

2

 (B.5)

The conservation of the quasiparticle current (5.2) can also be written in
terms of the proximity angle:

σs∂xθ
0
− = σn∂xθ

0
+ (B.6)

⇒ sin(
θ 0 − θ s

2
) = γ

√√√√ Γin − iε√
∆2 + (iε− Γin)2

√
sin2 θ

0

2
− sin2 θ

1

2
(B.7)

recall that γ = σn/σs√
Dn/Ds

. From this equation, we see that the boundary

conditions become ”rigid” (θ 0 = θ s) if the N-part is much more disordered
that the S-part or if the superconducting gap ∆ is much larger than the
energies we consider. These conditions are fulfilled if

Dn � Ds (B.8)

or ∆ � ETh. (B.9)
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C Gap curve close to Γcsf

In this appendix, we derive the asymptotic form of the gap curve given in
section (7.3.2). Using the method of the first integral, we showed previously
that the minigap Eg was the maximal energy compatible with equation (7.7):

2
√

Γsf =
∫ Θ 1

0

1[(
sinh2 Θ 1 − sinh2 Θ

)
+ ε

Γsf
(sinh Θ 1 − sinh Θ)

]1/2
dΘ.

(C.1)
Setting

x = sinh Θ (C.2)
x1 = sinh Θ 1 (C.3)

and 2α = ε/Γsf , (C.4)

we get

2
√

Γsf =
∫ x1

0

1√(
x2

1 − x2
)

+ 2α (x1 − x)
· 1√

1 + x2
dx. (C.5)

Now we introduce another variable x̄ = x+ α. Equation (C.5) becomes :

2
√

Γsf =
∫ x̄1

α

1√
x̄2

1 − x̄2
· 1√

1 + (x̄− α)2
dx̄. (C.6)

The integral in the r.h.s. of the equation is a function of x̄1 and α. We
denote this function Y (x̄1, α). To find the minigap, we have to find the
maximal value of this function (we get the maximal Γsf for a given energy).
At the critical Γsf , we have

ε = 0 ⇒ α = 0 and x = x̄. (C.7)

And the critical spin-flip rate is given by the maximum taken over x̄1 of the
expression

Y (x̄1, α)|α=0 =
∫ x̄1

0

1√
x̄2

1 − x̄2
· 1√

1 + x̄2
dx̄ (C.8)

=
∫ 1

0

1√
1− z2

· 1√
1 + (x̄1z)2

dz. (C.9)

It is clear that the integral of equation (C.9) is maximal for x̄1 = 0, therefore
we recover the result

Eg(Γcsf =
π2

16
) = 0. (C.10)
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The next step is to go to finite energies and expand Y in the small α. We
write

Y (x̄1, α) = Y (x̄1, α)|α=0 +
∂Y (x̄1, α)

∂α
|α=0 α, (C.11)

where
∂Y (x̄1, α)

∂α
|α=0 = − 1

x̄1
−
∫ x̄1

0

dx̄√
x̄2

1 − x̄2

x̄

(1 + x̄2)3/2
. (C.12)

For a small α, the maximum of Y is expected to be close to the zero-energy
value x̄1 = 0. The second term in equation (C.12) can therefore be neglected:∫ x̄1

0

dx̄√
x̄2

1 − x̄2

x̄

(1 + x̄2)3/2
≈
∫ x̄1

0

x̄√
x̄2

1 − x̄2
dx̄ = O(x̄1). (C.13)

Now we have to take the maximum of Y over x̄1 using equation (C.12). This
results in

∂

∂x̄1
[Y (x̄1, α)|α=0] = − α

x̄2
1

. (C.14)

From expression (C.9), we have

∂

∂x̄1
[Y (x̄1, α)|α=0] = −

∫ 1

0

z2

√
1− z2

dz︸ ︷︷ ︸
π/4=
√

Γcsf

x̄1, (C.15)

and therefore the maximum satisfies

ˆ̄x1 =

 α√
Γcsf

1/3

. (C.16)

Finally, substituting this result in equation (C.11) we get

Y (ˆ̄x1, α)− Y (ˆ̄x1, α)|α=0 = −
(

Γc 1/4
sf α

)2/3
(C.17)

Close to x1 = 0 (for small α), we see from (C.9) that Y (x̄1, α)|α=0 is given
by :

Y (x̄1, α)|α=0 ≈
∫ 1

0

1√
1− z2

(
1− (x̄1z)2

2

)
dz (C.18)

Using (C.16) one more time and the definition of α (C.4) we get

Eg =
27/2

33/2
√

Γcsf

[√
Γcsf −

√
Γsf
]3/2

Γsf . (C.19)

Writing Γsf = Γcsf−δΓsf , we expand in the small δΓsf to find the asymptotic
form of equation (C.19):

Eg = 2
(

2
3

)3/2

[δΓsf ]3/2 , (C.20)

which is the result given in section (7.3.2).


