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Abstract. In this paper we consider the problem of scattering of time-harmonic acoustic waves
by a bounded sound soft obstacle in two and three dimensions, studying dependence on the wave
number in two classical formulations of this problem. The first is the standard variational/weak
formulation in the part of the exterior domain contained in a large sphere, with an exact Dirichlet-
to-Neumann map applied on the boundary. The second formulation is as a second kind boundary
integral equation in which the solution is sought as a combined single- and double-layer potential.
For the variational formulation we obtain, in the case when the obstacle is starlike, explicit upper
and lower bounds which show that the inf-sup constant decreases like k−1 as the wave number
k increases. We also give an example where the obstacle is not starlike and the inf-sup constant
decreases at least as fast as k−2. For the boundary integral equation formulation, if the boundary
is also Lipschitz and piecewise smooth, we show that the norm of the inverse boundary integral
operator is bounded independently of k if the coupling parameter is chosen correctly. The methods
we use also lead to explicit bounds on the solution of the scattering problem in the energy norm
when the obstacle is starlike in which the dependence of the norm of the solution on the wave
number and on the geometry are made explicit.
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1. Introduction. In this paper we consider the classical problem of scattering
of a time-harmonic acoustic wave by a bounded, sound soft obstacle occupying a
compact set Ω ⊂ Rn (n = 2 or 3). The wave propagates in the exterior domain
Ωe = Rn \ Ω and the boundedness of the scatterer implies that there is an R > 0
such that {x ∈ Rn : |x| > R} ⊂ Ωe. We suppose that the medium of propagation
outside Ωe is homogeneous, isotropic and at rest, and that a time harmonic (e−iωt

time dependence) pressure field ui is incident on Ω. Denoting by c > 0 the speed of
sound, we assume that ui is an entire solution of the Helmholtz (or reduced wave)
equation with wave number k = ω/c > 0. Then the problem we consider is to find
the resulting time-harmonic acoustic pressure field u which satisfies the Helmholtz
equation

∆u + k2u = 0 in Ωe(1.1)

and the sound soft boundary condition

u = 0 on Γ := ∂Ωe,(1.2)

and is such that the scattered part of the field, us := u−ui, satisfies the Sommerfeld
radiation condition

∂us

∂r
− ikus = o(r−(n−1)/2)(1.3)

as r := |x| → ∞, uniformly in x̂ := x/r. (This latter condition expresses mathe-
matically that the scattered field us is outgoing at infinity; see e.g. [14]). It is well
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known that this problem has exactly one solution under the constraint that u and
∇u be locally square integrable; see e.g. [34].

The aim of this paper is to understand the behaviour, in the important but
difficult high frequency limit k →∞, of two standard reformulations of this problem.
Both of these reformulations are used extensively, for theoretical analysis and for
practical numerical computation. The first is a weak, variational formulation in
the bounded domain DR := {x ∈ Ωe : |x| < R}, for some R > R0 := supx∈Ω |x|.
This formulation is expressed in terms of the Dirichlet to Neumann map TR, for
the canonical domain GR := {x : |x| > R} with boundary ΓR := {x : |x| = R}.
The mapping TR takes Dirichlet data g ∈ C∞(ΓR) to the corresponding Neumann
data TRg := ∂v

∂r |ΓR
, where v denotes the solution to the Helmholtz equation in

GR which satisfies the Sommerfeld radiation condition and the boundary condition
v = g on ΓR. It is standard that the mapping TR extends to a bounded map
TR : H1/2(ΓR) → H−1/2(ΓR).

Let VR denote the closure of {v|DR
: v ∈ C∞0 (Ωe)} ⊂ H1(DR) in the norm of

H1(DR). It is well known (e.g. [39]), and follows easily by integration by parts, that
u satisfies the scattering problem if and only if the restriction of u to DR satisfies
the variational problem: find u ∈ VR such that

b(u, v) = G(v), v ∈ VR.(1.4)

Here G is an anti-linear functional that depends on the incident field (for details
see §3), while b(·, ·) is the sesquilinear form on VR × VR defined by

b(u, v) :=
∫

DR

(∇u · ∇v̄ − k2uv̄) dx−
∫

ΓR

γv̄TRγu ds,(1.5)

where γ : VR → H1/2(ΓR) is the usual trace operator. Equation (1.4) is our first
standard reformulation of the scattering problem.

To introduce our second reformulation, let Φ(x, y) denote the standard free-
space fundamental solution of the Helmholtz equation, given, in the 2D and 3D
cases, by

Φ(x, y) :=





i
4H

(1)
0 (k|x− y|), n = 2,

eik|x−y|

4π|x− y| , n = 3,

for x, y ∈ Rn, x 6= y. It was proposed independently by Brakhage and Werner
[4], Leis [33], and Panich [40], as a means to obtain an integral equation uniquely
solvable at all wave numbers, to look for a solution to the scattering problem in the
form of the combined single- and double-layer potential

us(x) :=
∫

Γ

∂Φ(x, y)
∂ν(y)

ϕ(y) ds(y)− iη
∫

Γ

Φ(x, y)ϕ(y) ds(y), x ∈ Ωe,(1.6)

for some non-zero value of the coupling parameter η ∈ R. (In this equation ∂/∂ν(y)
is the derivative in the normal direction, the unit normal ν(y) directed into Ωe.) It
follows from standard boundary trace results for single- and double-layer potentials
that us, given by (1.6), satisfies the scattering problem if and only if ϕ satisfies
a second kind boundary integral equation on Γ (see §4 for details). This integral
equation, in operator form, is

(I + K − iηS)ϕ = 2g,(1.7)

where I is the identity operator, S and K are single- and double-layer potential
operators, defined by (4.1) and (4.2) below, and g := −ui|Γ is the Dirichlet data for
the scattered field on Γ.
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Choosing η 6= 0 ensures that (1.6) is uniquely solvable. Precisely,

A := I + K − iηS

is invertible as an operator on C(Γ) when Γ is sufficiently smooth, e.g. of class C2

(see [4] or [14]). The case of non-smooth (Lipschitz) Γ has been considered recently
in [9] (and see [37]) where it is shown that A is invertible as an operator on the
Sobolev space Hs(Γ), for 0 ≤ s ≤ 1.

While it is established that each of these formulations is well-posed, precisely
that A−1 is a bounded operator on Hs(Γ), 0 ≤ s ≤ 1, in the case of (1.6), and that
the sesquilinear form b(·, ·) satisfies the inf-sup condition, that

α := inf
0 6=u∈VR

sup
0 6=v∈VR

|b(u, v)|
‖u‖VR

‖v‖VR

> 0,(1.8)

in the case of the formulation (1.4), there is little information in the literature on
how the stability constants ‖A−1‖ and α depend on k, particularly in the limit as
k →∞.

This lack of theoretical understanding is unfortunate for a number of reasons.
In the first place both formulations (and similar formulations for other boundary
conditions on Γ) are used extensively for numerical computation. Much research has
been aimed in recent years at efficient solvers in the difficult high frequency case,
where the scatterer Γ, and so the region DR, are large in diameter compared to
the wavelength, so that the solution u is highly oscillatory and standard discretisa-
tion methods require very many degrees of freedom. This effort has included many
important developments for the solution of (1.6) and similar integral equations,
including higher order boundary element or Nyström schemes (e.g. [22]), fast mul-
tipole methods (e.g. [17]), generalised boundary element methods using oscillatory
basis functions (e.g. [5, 32, 19]), and preconditioners for iterative solvers (e.g. [12]).
Similarly, for the solution of (1.4) at high frequency, important recent developments
have included the use of higher order hp-finite element methods (e.g. [2, 18]), the
use of oscillatory basis functions (e.g. [31] and, for methods based on more general
variational formulations, [7, 21]) and ray-based techniques (e.g. [30]).

An essential ingredient in the development of numerical analysis for these meth-
ods, in particular analysis which seeks to determine the behaviour of algorithms as
the wave number increases, is an understanding of how the stability constants of
numerical schemes depend on the wave number. Quantification of the dependence
on k of ‖A−1‖ and α, i.e. of stability constants for the continuous formulation, is
an important step in this direction.

An additional and important practical issue in connection to (1.6) is how to
choose the parameter η. A natural criterion when using (1.6) for numerical compu-
tation is to choose η so as to minimise the condition number cond A := ‖A‖ ‖A−1‖
(e.g. Kress [25, 26]). To determine this optimal choice, information on the depen-
dence of ‖A−1‖ on k and η is required and will be obtained in §4.

Given the practical importance of the questions we will address, it is not sur-
prising that a number of relevant investigations have been carried out previously. In
particular, a number of authors have studied (1.6), or related integral equations, in
the canonical case when Γ is a cylinder or sphere, i.e. Γ = ΓR, for some R > 0, espe-
cially with the aim of determining η so as to minimise the L2(Γ) condition number
of A [25, 26, 3, 23, 6, 19]. Particularly relevant are the results of Giebermann [23]
which have recently been completed and put on a rigorous footing by Dominguez
et al. [19]. It is shown in [19] that, in the 2D case, if the choice η = k is made, then

‖A−1‖2 ≤ 1(1.9)



4 S. N. CHANDLER-WILDE AND P. MONK

for all sufficiently large k (we are using ‖ · ‖2 to denote both the norm on L2(Γ)
and the induced operator norm on the space of bounded linear operators on L2(Γ)).
This result is obtained as a consequence of the coercivity result that

<(Aψ, ψ) ≥ ‖ψ‖22, ∀ψ ∈ L2(Γ),(1.10)

where (·, ·) is the usual scalar product on L2(Γ). The same coercivity result, but
without an explicit value for the constant, is shown in the 3D case [19], so that, for
the case when Γ is a sphere it also holds that ‖A−1‖2 = O(1) as k →∞. We note
that, even for these canonical cases, establishing such bounds is not straightforward
and depends on explicit calculations of the spectrum of A and careful estimates of
Bessel functions uniformly in argument and order.

Research of relevance to the wave number dependence of (1.4) has also been
carried out. Indeed an explicit estimate of the dependence of the inf-sup constant
on the wave number has been made previously in two cases. The first is what may
be thought of as a 1D analogue of (1.4), with VR := {u ∈ H1(0, 1) : u(0) = 0}
and b(·, ·) defined by b(u, v) :=

∫ 1

0
u′v̄′ − k2uv̄dx − ikv̄(1)u(1). The results for this

case, due to Ihlenburg and Babuška [27, 28], summarised in [29], are obtained via
explicit calculations of the Green’s function for the corresponding boundary value
problem, i.e. the solution of u′′ + k2u = δy on (0, 1) with u(0) = 0, u′(1) = iku(1),
where δy is the delta distribution supported at y ∈ (0, 1). For this 1D problem it is
shown that, for some constants C1 ≤ C2, the inf-sup constant given by (1.8), with
‖u‖2VR

=
∫ 1

0
|u′|2dx, satisfies

C1

k
≤ α ≤ C2

k
.(1.11)

Closer still to the results of this paper is the work of Melenk [35] (or see Cum-
mings and Feng [16]), who consider the Helmholtz equation in a bounded domain
D, which is either convex or sufficiently smooth and starlike, with the impedance
boundary condition ∂u

∂ν = ikηu on ∂D, with the normal directed out of D and η > 0.
The sesquilinear form in their case is b : H1(D)×H1(D) → C given by

b(u, v) :=
∫

D

(∇u · ∇v̄ − k2uv̄) dx− ikη

∫

Γ

γv̄γu ds.(1.12)

With this definition of b(·, ·) they show that their inf-sup constant α satisfies

α ≥ C

k
,(1.13)

for some constant C > 0. The technique of argument used in [35] and [16] is to
derive a Rellich-type identity, this technique of wide applicability to obtain a priori
estimates for solutions of boundary value problems for strongly elliptic systems of
PDEs, see e.g. [38, 36, 34]. This approach, essentially a carefully chosen application
of the divergence theorem, appears to depend essentially on the starlike nature of
the domain to obtain the wave-number-explicit bound (1.13).

The arguments of [35] and [16] will be one ingredient of the methods we use in
this paper. The general structure of the arguments, though little of the detail, will
borrow heavily from two of our own recent papers [10, 8] where we show analogous
results to those presented here but for the case of rough surface scattering, i.e. the
case where Γ is unbounded, the graph of some bounded continuous function, and
Ωe is its epigraph. Assuming that the axes are oriented so that Γ is bounded in the
xn-direction, i.e. f− ≤ xn ≤ f+, for x = (x1, . . . , xn) ∈ Γ, for some constants f−
and f+, the analogous sesquilinear form to (1.5) for this case is given by the same
formula, provided one redefines DR and ΓR by DR := {x ∈ Ωe : xn < R} and ΓR :=
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{x ∈ Ωe : xn = R}, chooses R ≥ f+, and sets TR to be the Dirichlet to Neumann
map for the Helmholtz equation in the upper half-space {x : xn > f+}. This
Dirichlet to Neumann map is given explicitly as a composition of a multiplication
operator and Fourier transform operators. With this definition of the sesquilinear
form b(·, ·) and with the inf-sup constant defined by (1.8) with

‖u‖VR
:=

{∫

DR

(|∇u|2 + k2|u|2) dx

}1/2

,(1.14)

we show in [10] the explicit bound for the rough surface problem that

α ≥ (1 +
√

2 κ (κ + 1)2)−1,(1.15)

where κ := k(R−f−). In [8] we study an integral equation formulation for the same
problem in the case when, additionally, the function that Γ is the graph of is contin-
uously differentiable. For the integral equation formulation (1.7) for this problem
(with the twist that S and K are defined with the standard fundamental solution
Φ(x, y) replaced by the Dirichlet Green’s function for a half-space containing Ωe),
we show the bound

||A−1||2 < 2 + 2L + 4L2 +
k

η

(
2 + 5L + 3L3/2

)
,(1.16)

where L is the maximum surface slope.
We note that Claeys and Haddar [13] have recently adapted the arguments of

[10] to study 3D acoustic scattering from an unbounded sound soft rough tubular
surface, as an initial model of electromagnetic scattering by an infinite wire with a
perturbed surface. They study a weak formulation which can be written in the form
(1.4) with a sesquilinear form which can be written as (1.5), provided one redefines
ΓR to be the infinite cylinder ΓR := {x ∈ R3 : x2

1 +x2
2 = R2}, DR to be that part of

the region outside the tubular surface but inside ΓR, and TR to be the appropriate
Dirichlet to Neumann map for the Helmholtz equation in the region exterior to ΓR.
Their emphasis is on showing well-posedness for this problem, including showing
that the inf-sup condition (1.8) holds, rather than on obtaining explicitly the k-
dependence, but their results do imply a lower bound on α, that α−1 = O(k3) as
k →∞, the same k-dependence as (1.15).

In this paper we will obtain analogous bounds to (1.11), (1.15) and (1.16) for
the problem of scattering by a bounded sound soft obstacle. A major obstacle
in achieving this aim is understanding the behaviour of the Dirichlet to Neumann
map TR in sufficient detail. We address this issue in §2, where our main new result
is Lemma 2.1, a subtle property of radiating solutions of the Helmholtz equation,
whose proof depends on a detailed understanding of monotonicity properties of
Bessel functions. This lemma is essential to our results and we expect will be of
value in deducing explicit bounds for a range of other wave scattering problems.

In §3 we study the formulation (1.4). Our main results are, firstly, the upper
bound on the inf-sup constant (1.8), which holds with no constraint on Γ, that

α ≤ C1

kR
+

C2

k2R2

where the constants C1 ≥ 2
√

2 and C2 depend on the shape of the domain. (Our
norm ‖ · ‖VR in (1.8) is the wave number dependent norm given by (1.14).) In the
case that the scattering obstacle Ω is starlike in the sense that x ∈ Ω implies sx ∈ Ω,
for 0 ≤ s < 1, we also show a lower bound, so that it holds that

1
5 + 4

√
2kR

≤ α ≤ C1

kR
+

C2

k2R2
.(1.17)
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We note that this bound establishes that, when Ω is starlike, α decreases like k−1

as k → ∞ (cf. (1.11)). Finally, we produce an example (scattering by two parallel
plates) for which

α ≤ C

k2R2

for some constant C and unbounded sequence of values of k, showing that the lower
bound in (1.17) need not hold if Ω is not starlike. We emphasise that these appear
to be the first bounds on the inf-sup constant in the literature for any problem of
time-harmonic scattering by a bounded obstacle in more than one dimension which
make the dependence on the wave number explicit.

We turn in §4 to the integral equation formulation (1.7). We restrict attention
to the case when Ω is starlike and Γ is Lipschitz and piecewise smooth (e.g. a starlike
polyhedron). Our main result is a bound on ‖A−1‖2 (Theorem 4.3) as a function of
three geometrical parameters and the ratio k/η, of the wave number to the coupling
parameter. Importantly this bound shows that, if the ratio k/η is kept fixed then
‖A−1‖2 remains bounded as k → ∞. In particular, if the choice η = k is made
then, for kR0 ≥ 1,

‖A−1‖2 ≤ 1
2

(1 + θ(4θ + 4n + 1)) ,(1.18)

where n = 2 or 3 is the dimension, θ := R0/δ− and δ− > 0 is the essential infimum
of x · ν over the surface Γ (for example, θ = 1 for a sphere, θ =

√
3 for a cube). A

sharper (but more complicated) bound is given in Corollary 4.4. We note that a
value of η/k in the range 1/2 ≤ η/k ≤ 1 has been recommended based on studies
of the integral operator A for circular and spherical geometries [25, 26, 3, 23, 19] as
minimising, approximately, the L2 condition number of A.

We emphasise that the only comparable results to (1.18) to date are the bounds
discussed above for the case when Γ is a circle or sphere, obtained by methods spe-
cialised to circular/spherical geometry. Even for this geometry the only completely
explicit bound is (1.9), shown to hold for a circle for all sufficiently large k. Our
general methods give the bound (4.15) for this case, which is almost as sharp a
result, implying that, for every β > 5/2, ‖A−1‖2 ≤ β, for all sufficiently large kR0,
where R0 is the radius of the circle.

2. Preliminaries. It is convenient to separate off in an initial section two key
lemmas which are essential ingredients in the arguments we will make to obtain
wave number explicit bounds for both our formulations of the scattering problem,
and to gather here other material common to both formulations.

Our arguments in this paper will depend on explicit representations for solutions
of the Helmholtz equation in the exterior of a large ball. These depend in turn on
explicit properties of cylindrical and spherical Bessel functions. For ν ≥ 0 let Jν and
Yν denote the usual Bessel functions of the first and second kind of order ν (see e.g.
[1] for definitions) and let H

(1)
ν := Jν+iYν denote the corresponding Hankel function

of the first kind of order ν. Of course, where Cν denotes any linear combination of
Jν and Yν , it holds that Cν is a solution of Bessel’s equation of order ν, i.e.

z2C ′′ν (z) + zC ′ν(z) + (z2 − ν2)Cν(z) = 0.(2.1)

In the 3D case it is convenient to work also with the spherical Bessel functions
jm, ym, and h

(1)
m := jm+iym, for m = 0, 1, . . .. These can be defined directly (see e.g.

Nédélec [39]) by recurrence relations which imply that h
(1)
m (z) = eizpm(z−1), where

pm is a polynomial of degree m with pm(0) = 1. Alternatively, the spherical Bessel
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functions can be defined in terms of the usual Bessel functions via the relations

jm(z) =
√

π

2z
Jm+1/2(z), ym(z) =

√
π

2z
Ym+1/2(z).(2.2)

It is convenient to introduce the notations

Mν(z) := |H(1)
ν (z)|, Nν(z) := |H(1)

ν

′
(z)|.

The arguments we make depend on the fact that Mν(z) is decreasing on the positive
real axis for ν ≥ 0; indeed, for ν ≥ 1

2 it holds that zM2
ν (z) is non-increasing [42,

§13.74]. This latter fact, together with the asymptotics of Mν(z) [1, (9.2.28)] that

Mν(z) =

√
2
πz

+ O(z−5/2) as z →∞,(2.3)

imply that

zM2
ν (z) ≥ 2

π
, for z > 0, ν ≥ 1

2
.(2.4)

It follows easily from the Bessel equation (2.1) that

(z2 − ν2)
d

dz

(
M2

ν (z)
)

+
d

dz

(
z2N2

ν (z)
)

= 0.

Thus, defining the function Aν for ν ≥ 0 by

Aν(z) := M2
ν (z)(z2 − ν2) + z2N2

ν (z)− 4z

π
, z > 0,(2.5)

it holds that

A′ν(z) = 2zM2
ν (z)− 4

π
.(2.6)

Thus A′ν(z) ≥ 0, for ν ≥ 1
2 and z > 0 by (2.4). Further, from (2.3), and the same

asymptotics for Nν [1, (9.2.30)], that

Nν(z) =

√
2
πz

+ O(z−5/2) as z →∞,

it follows that Aν(z) → 0 as z →∞, for ν ≥ 0. So

Aν(z) ≤ 0, for z > 0, ν ≥ 1
2
.(2.7)

It is convenient in the following key lemma and later to use the notation GR :=
{x : |x| > R}, for R > 0. In addition, throughout this paper ∇T v denotes the
tangential component of ∇v, i.e. ∇T v := ∇v − ν∂v/∂ν.

Lemma 2.1. Suppose that, for some R0 > 0, v ∈ C2(GR0) satisfies the
Helmholtz equation (1.1) in GR0 and the Sommerfeld radiation condition (1.3).
Then, for R > R0,

=
∫

ΓR

v̄
∂v

∂r
ds ≥ 0, <

∫

ΓR

v̄
∂v

∂r
ds ≤ 0,(2.8)

and

<
∫

ΓR

v̄
∂v

∂r
ds + R

∫

ΓR

(
k2|v|2 +

∣∣∣∣
∂v

∂r

∣∣∣∣
2

− |∇T v|2
)

ds ≤ 2kR=
∫

ΓR

v̄
∂v

∂r
ds.(2.9)
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Remark 2.2. The first two inequalities (2.8) are well known; see, for example,
Nédélec [39]. The third inequality appears to be new, but we note that an analogous
inequality ([11, Lemma 6.1], [10, Lemma 2.2]) has been used extensively in the
mathematical analysis of problems of scattering by unbounded rough surfaces. This
inequality (proved easily by Fourier transform methods) can be viewed as a (formal)
limit of (2.9) in the limit R → ∞. Closer still to (2.9) is the recent inequality of
Claeys and Haddar [13, Lemma 4.4], who study the Dirchlet to Neumann map for
the Helmholtz equation in the exterior of an infinite cylinder in R3. In fact, their
inequality implies, at least formally, the following less sharp version of (2.9) in the
2D case, namely that, for every ρ0 > 0 there exists a constant C > 0 such that,
provided kR > ρ0,

2<
∫

ΓR

v̄
∂v

∂r
ds+R

∫

ΓR

(
k2|v|2 +

∣∣∣∣
∂v

∂r

∣∣∣∣
2

− |∇T v|2
)

ds ≤ C(1+kR)=
∫

ΓR

v̄
∂v

∂r
ds.

Proof. Note first that, by standard elliptic regularity results, it holds that
v ∈ C∞(GR0). We now deal with the 2D and 3D cases separately.

Suppose first that n = 2. Choose R1 ∈ (R0, R). Introducing standard cylindri-
cal polar coordinates, we expand v on ΓR1 as the Fourier series

v(x) =
∑

m∈Z
ameimθ,

where (R1, θ) are the polar coordinates of x. Since v ∈ C∞(ΓR1) it holds that the
series is rapidly converging, i.e. that am = o(|m|−p) as |m| → ∞, for every p > 0.
It is standard that the corresponding Fourier series representation of v in GR1 is

v(x) =
∑

m∈Z
ameimθ

H
(1)
|m|(kr)

H
(1)
|m|(kR1)

,(2.10)

where (r, θ) are now the polar coordinates of x, and that this series, and all its
partial derivatives with respect to r and θ, converge absolutely and uniformly in
GR1 . Hence, defining cm := (|am|2 + |a−m|2)/|H(1)

m (kR1)|2 and ρ := kR, and using
the orthogonality of {eimθ : m ∈ Z}, we see that

∫

ΓR

v̄
∂v

∂r
ds = 2πρ

∑

m∈Z
|am|2

H
(1)
|m|(ρ)H(1)

|m|
′
(ρ)

|H(1)
|m|(kR1)|2

= 2πρ

∞∑
m=0

cm

(
<

(
H

(1)
m (ρ)H(1)

m

′
(ρ)

)
+ i (Jm(ρ)Y ′

m(ρ)− J ′m(ρ)Ym(ρ))
)

=
∞∑

m=0

cm

(
πρ

d

dρ

(
M2

m(ρ)
)

+ 4i
)

,(2.11)

where in the last step we have used the Wronskian formula [1, (9.1.16)] that

πρ(Jν(ρ)Y ′
ν(ρ)− J ′ν(ρ)Yν(ρ)) = 2.(2.12)

Since Mm(ρ) is decreasing on (0,∞) we see that (2.8) holds.
Similarly, noting that |∇T v| = R−1|∂v/∂θ|, we calculate that

R

∫

ΓR

(
k2|v|2 +

∣∣∣∣
∂v

∂r

∣∣∣∣
2

− |∇T v|2
)

ds = 2π

∞∑
m=0

cm

(
M2

m(ρ)(ρ2 −m2) + ρ2N2
m(ρ)

)
.
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From this equation and (2.11), and recalling the definition (2.5), we see that we will
complete the proof of (2.9) if we can show the inequality that

ρ

2
d

dρ

(
M2

m(ρ)
)

+ Am(ρ) ≤ 0,(2.13)

for ρ > 0 and m = 0, 1, . . ..
By (2.7) and since Mm is decreasing on (0,∞), we see that (2.13) holds for

ρ > 0 and m ∈ N. To finish the proof of (2.9) in the case n = 2 we need to show
(2.13) for m = 0, i.e. that

A(ρ) :=
ρ

2
d

dρ

(
M2

0 (ρ)
)

+ A0(ρ) ≤ 0, ρ > 0.

Now A(ρ) = ρ(J0(ρ)J ′0(ρ)+Y0(ρ)Y ′
0(ρ))+A0(ρ) so, using (2.1) and (2.6), it follows

that

A′(ρ) = A′0(ρ) + ρ
(
N2

0 (ρ)−M2
0 (ρ)

)
= ρ

(
M2

0 (ρ) + N2
0 (ρ)

)− 4
π

=
A0(ρ)

ρ
.

Thus

d

dρ

(
A(ρ)

ρ

)
=

A′(ρ)
ρ

− A(ρ)
ρ2

= − 1
2ρ

d

dρ

(
M2

0 (ρ)
) ≥ 0.

Since also, from the standard large argument asymptotics of the Bessel functions,
A(ρ)/ρ → 0 as ρ →∞, it follows that A(ρ) ≤ 0 for ρ > 0. This completes the proof
for n = 2.

We turn now to the 3D case for which we make analogous arguments, though
the details are different. Again we choose R1 ∈ (R0, R). Introducing standard
spherical polar coordinates (r, θ, φ), we expand v on ΓR1 as the spherical harmonic
expansion

v(x) =
∞∑

`=0

∑̀

m=−`

am
` Y m

` (θ, φ),(2.14)

where (R1, θ, φ) are the spherical polar coordinates of x and the functions Y m
` ,

m = −`, . . . , `, are the standard spherical harmonics of order ` (see, for example,
[39, Theorem 2.4.4]). We recall (e.g. [39]) that {Y m

` : ` = 0, 1, . . . , m = −`, . . . , `}
is a complete orthonormal sequence in L2(S), where S := {x : |x| = 1} is the unit
sphere, and an orthogonal sequence in H1(S). Since v ∈ C∞(ΓR1) ⊃ Hm(S), for
all m ∈ N, it holds that the series is rapidly converging, i.e. that am

` = o(|`|−p) as
|`| → ∞, for every p > 0 [39].

The solution of the Dirichlet problem for the Helmholtz equation in the exterior
of a sphere is discussed in detail in [39]. It follows from (2.14) and [39, (2.6.55)]
that, for x ∈ GR1 ,

v(x) =
∞∑

`=0

∑̀

m=−`

am
` Y m

` (θ, φ)
h

(1)
` (kr)

h
(1)
` (kR1)

,(2.15)

where (r, θ, φ) are now the polar coordinates of x, and hence that [39, (2.6.70)-
(2.6.74)]

∂v

∂r
(x) = k

∞∑

`=0

∑̀

m=−`

am
` Y m

` (θ, φ)
h

(1)
`

′
(kr)

h
(1)
` (kR1)

,(2.16)

∇T v(x) =
1
r

∞∑

`=0

∑̀

m=−`

am
` ∇SY m

` (θ, φ)
h

(1)
` (kr)

h
(1)
` (kR1)

,
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where ∇S is the surface gradient operator on S and
∫

S

|∇SY m
` |2 ds = `(` + 1).(2.17)

Hence, using the orthonormality in L2(S) of the spherical harmonics Y m
` , we see

that, where c` := |h(1)
` (kR1)|−2

∑`
m=−` |am

` |2 and ρ := kR,
∫

ΓR

v̄
∂v

∂r
ds = R2

∫

S

v̄(Rx̂)
∂v

∂r
(Rx̂) ds(x̂) = Rρ

∞∑

`=0

c` h
(1)
` (ρ)h(1)

`

′
(ρ)

= R

∞∑

`=0

c`

(
ρ

2
d

dρ

(
|h(1)

` (ρ)|2
)

+
i
ρ

)
,(2.18)

where in the last step we have used (2.2) and (2.12). Recalling that |h(1)
` (ρ)| =√

π/(2ρ)M`+1/2(ρ) is decreasing on (0,∞), we see that (2.8) holds.
Similarly, but using also the orthogonality of the surface gradients ∇SY m

` in
L2(S) and (2.17), we calculate that

∫

ΓR

(
k2|v|2 +

∣∣∣∣
∂v

∂r

∣∣∣∣
2

− |∇T v|2
)

ds

=
∞∑

`=0

c`

(
|h(1)

` (ρ)|2(ρ2 − `(` + 1)) + ρ2|h(1)
`

′
(ρ)|2

)
.

Thus

<
∫

ΓR

v̄
∂v

∂r
ds + R

∫

ΓR

(
k2|v|2 +

∣∣∣∣
∂v

∂r

∣∣∣∣
2

− |∇T v|2
)

ds− 2kR=
∫

ΓR

v̄
∂v

∂r
ds

=
1
k

∞∑

`=0

c`B`(ρ),

where

B`(ρ) :=
ρ2

2
d

dρ

(
|h(1)

` (ρ)|2
)

+ |h(1)
` (ρ)|2ρ(ρ2 − `(` + 1)) + ρ3|h(1)

`

′
(ρ)|2 − 2ρ.

But straightforward calculations, using the definitions (2.2), yield that

B`(ρ) =
π

2
A`+1/2(ρ), ρ > 0, ` = 0, 1, . . . .

Thus, applying (2.7), we see that B`(ρ) ≤ 0 for ` = 0, 1, . . . and ρ > 0, which
completes the proof of (2.9).

The following lemma is another key component in obtaining our wave-number
explicit bounds. Of course, the first equation is just a special case of Green’s first
theorem. The second is a Rellich-Payne-Weinberger identity, essentially that used in
[35] to obtain an estimate for the solution of the Helmholtz equation with impedance
boundary condition in an interior domain (or see [16]). In the case k = 0 it is a
special case of a general identity for second order strongly elliptic operators given
in Lemma 4.22 of [34] (or see [38, Chapter 5]). For completeness, we include the
short proof of this key step in our arguments.

Lemma 2.3. Suppose that G ⊂ Rn is a bounded Lipschitz domain and that
v ∈ H2(G). Then, for every k ≥ 0, where g := ∆v+k2v and the unit normal vector
ν is directed out of G, it holds that

∫

G

(|∇v|2 − k2|v|2 + gv̄
)

dx =
∫

∂G

v̄
∂v

∂ν
ds(2.19)
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and
∫

G

(
(2− n)|∇v|2 + nk2|v|2 + 2< (gx · ∇v̄)

)
dx =

∫

∂G

(
x · ν

(
k2|v|2 +

∣∣∣∣
∂v

∂ν

∣∣∣∣
2

− |∇T v|2
)

+ 2<
(

x · ∇T v̄
∂v

∂ν

) )
ds.(2.20)

Proof. In the case v ∈ C2(Ḡ), these equations are a consequence of the diver-
gence theorem,

∫
G
∇·Fdx =

∫
∂G

f ·νds, which holds for every vector field F ∈ C1(Ḡ)
(see e.g. McLean [34] for the case when G is Lipschitz). Equation (2.19) follows by
applying the divergence theorem to the identity |∇v|2 − k2|v|2 + gv̄ = ∇ · (v̄∇v)
integrated over G. Equation (2.20) follows by applying the divergence theorem to
the identity

(2− n)|∇v|2 + nk2|v|2 + 2< (gx · ∇v̄) = ∇ · [x (
k2|v|2 − |∇v|2) + 2< (x · ∇v̄∇v)

]

integrated over G, and then noting that x · ∇v = x · ν ∂v

∂ν
+ x · ∇T v on ∂G. The

extension from C2(Ḡ) to H2(G) follows by the density of C2(Ḡ) in H2(G) and by
the continuity of the trace operator γ : H1(G) → H1/2(∂G).

3. The scattering problem and weak formulation. In this section we
formulate the scattering problem precisely, state its weak, variational formulation,
and obtain explicit lower bounds on the inf-sup constant (1.8), using the results of
the previous section.

To state the scattering problem we wish to solve precisely, let H1
0 (Ωe) ⊂ H1(Ωe)

denote the closure of C∞0 (Ωe), the set of C∞ functions on Ωe that are compactly
supported, in the norm of the Sobolev space H1(Ωe). Let H1,loc

0 (Ωe) denote the set
of those functions, v, that are locally integrable on Ωe and satisfy that ψχ ∈ H1

0 (Ωe)
for every compactly supported χ ∈ C∞(Ω̄e) := {v|Ω̄e

: v ∈ C∞(Rn)}. Then our
scattering problem can be stated as follows. For simplicity of exposition we restrict
attention throughout to two specific cases. The first is when the incident wave ui

is the plane wave

ui(x) := eikx1 , x ∈ Rn.(3.1)

The Plane Wave Scattering Problem. Given k > 0, find u ∈ H1,loc
0 (Ωe)∩

C2(Ωe) such that u satisfies the Helmholtz equation (1.1) in Ωe and us := u − ui

satisfies the Sommerfeld radiation condition (1.3), as r = |x| → ∞, uniformly in
x̂ = x/r.

The above is the scattering problem that we will focus on in this paper. But it
is essential to our methods of argument in this section to consider also the following
scattering problem where the source of the acoustic excitation is due to a compactly
supported source region in Ωe.

The Distributed Source Scattering Problem. Given k > 0 and g ∈
L2(Ωe) which is compactly supported, find u ∈ H1,loc

0 (Ωe) such that u satisfies the
inhomogeneous Helmholtz equation

∆u + k2u = g in Ωe,(3.2)

in a distributional sense, and u satisfies the Sommerfeld radiation condition (1.3),
as r = |x| → ∞, uniformly in x̂ = x/r.

Recall that, for R > R0 := supx∈Ω |x|, we define DR := {x ∈ Ωe : |x| < R} and
VR := {v|DR

: v ∈ H1
0 (Ωe)} ⊂ H1(DR). We note that VR is a closed subspace of
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H1(DR). Throughout this section, (·, ·) will denote the standard scalar product on
L2(DR) and ‖ · ‖2 the corresponding norm, i.e.

(u, v) :=
∫

DR

uv̄ dx, ‖v‖2 := (v, v)1/2 =
{∫

DR

|v|2 dx

}1/2

.

It is convenient to equip VR with a wave number dependent norm, equivalent to the
usual norm on H1(DR), and defined by (1.14).

As discussed in §1, our first reformulation of the plane wave scattering problem
is as the following weak/variational formulation: find u ∈ VR such that

b(u, v) = G(v), v ∈ VR.(3.3)

In this equation b is the bounded sesquilinear form on VR given by (1.5) and G ∈ V ∗
R,

the dual space of VR, is given by

G(v) =
∫

ΓR

v̄

(
∂ui

∂r
− TRui

)
ds.(3.4)

As defined in §1, the operator TR : H1/2(ΓR) → H−1/2(ΓR), which occurs in both
(1.5) and (3.4), is the Dirichlet to Neumann map. Explicitly, in the 2D case, if
φ ∈ H1/2(ΓR) has the Fourier series expansion

φ(x) =
∑

m∈Z
ameimθ,

where (R, θ) are the polar coordinates of x, then (see (2.10) or [29])

TRφ(x) = k
∑

m∈Z
ameimθ

H
(1)
|m|

′
(kr)

H
(1)
|m|(kR)

, x ∈ ΓR.(3.5)

Similarly, in the 3D case, if φ ∈ H1/2(ΓR) has the spherical harmonics expansion

φ(x) =
∞∑

`=0

∑̀

m=−`

am
` Y m

` (θ, φ),

where (R, θ, φ) are the spherical polar coordinates of x, then (see (2.16) or [39]),

TRφ(x) = k

∞∑

`=0

∑̀

m=−`

am
` Y m

` (θ, φ)
h

(1)
`

′
(kr)

h
(1)
` (kR)

, x ∈ ΓR,(3.6)

where both the series (3.5) and (3.6) are convergent in the norm of H−1/2(ΓR).
Moreover, from Lemma 2.1, we have the following key properties of TR (see [39]).

Corollary 3.1. For all R > 0 and all φ ∈ H1/2(ΓR) it holds that

<
∫

ΓR

φ̄TRφds ≤ 0 and =
∫

ΓR

φ̄TRφds ≥ 0.

That the plane wave scattering problem and the weak formulation (3.3) are
equivalent is standard. Precisely, we have the following result (see e.g. [29] or [39]).

Theorem 3.2. If u is a solution to the plane wave scattering problem then
u|DR

∈ VR satisfies (3.3). Conversely, suppose u ∈ VR satisfies (3.3), let FR := γus

be the trace of us = u − ui on ΓR, and extend the definition of u = ui + us to Ωe

by setting us|GR
to be the solution of the Dirichlet problem in GR, with data FR
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on ΓR (this solution given explicitly by (2.10) and (2.15), in the cases n = 2 and
n = 3, respectively). Then this extended function satisfies the plane wave scattering
problem.

In the case that supp(g) ⊂ DR, the distributed source scattering problem is
equivalent, in the same precise sense as in the above theorem, to the following
variational problem: Find u ∈ VR such that

b(u, v) = −(g, v), v ∈ VR.(3.7)

It is well known that both scattering problems have exactly one solution. Indeed
this follows from the above equivalence and the fact that the variational problem
(3.3) has exactly one solution u ∈ VR for every G ∈ V ∗

R (see e.g. [29, 39]). In turn,
this follows from uniqueness for the scattering problem (which follows from Rellich’s
lemma [14]) and from the fact that b(·, ·) satisfies a G̊arding inequality [29, 39] (the
first inequality in Corollary 3.1 plays a role here together with the compactness
of the embedding operator from VR to L2(DR)). Further, we have the following
standard stability estimate (see [29, Remark 2.20]).

Lemma 3.3. The inf-sup condition (1.8) holds and, for all u ∈ VR and G ∈ V ∗
R

satisfying (3.3), it holds that

‖u‖VR ≤ C‖G‖V ∗H ,(3.8)

with C = α−1. Conversely, if there exists C > 0 such that, for all u ∈ VR and
G ∈ V ∗

R satisfying (3.3), the bound (3.8) holds, then the inf-sup condition (1.8)
holds with α ≥ C−1.

The second part of the above lemma shows that we obtain a lower bound on
the inf-sup constant α if we show the bound (3.8) for all u ∈ VR and G ∈ V ∗

R

satisfying (3.3), and this will be the strategy that we will employ to obtain wave-
number-explicit lower bounds on α. The following lemma reduces the problem
of establishing (3.8) to that of establishing an a priori bound for solutions of the
special case (3.7). The proof (very close to that of [10, Lemma 4.5]) depends on
the observation that, if u ∈ VR satisfies (3.3), then u = u0 + w, where u0, w ∈ VR

satisfy

b0(u0, v) = G(v) and b(w, v) = 2k2(u0, v), ∀v ∈ VR,

where b0 : VR × VR → C is defined by

b0(u, v) = (∇u,∇v) + k2(u, v)−
∫

ΓR

γv TRγu ds, u, v ∈ VR.

It follows from Corollary 3.1 that < b0(v, v) ≥ ‖v‖2VR
, v ∈ VR, so that ‖u0‖VR

≤
‖G‖V ∗R by Lax-Milgram, and (3.9) and (1.14) imply that ‖w‖VR

≤ 2kC̃‖u0‖2 ≤
2C̃‖G‖V ∗R .

Lemma 3.4. Suppose there exists C̃ > 0 such that, for all u ∈ VR and g ∈
L2(DR) satisfying (3.7) it holds that

‖u‖VR
≤ k−1C̃ ‖g‖2.(3.9)

Then, for all u ∈ VR and G ∈ V ∗
R satisfying (3.3), the bound (3.8) holds with

C ≤ 1 + 2 C̃.
We have reduced the problem of obtaining lower bounds on the inf-sup constant

to the problem of obtaining a bound on the solution to a scattering problem, namely
the distributed source scattering problem stated above. We will shortly bootstrap
to the case where we require no smoothness on Γ, but our first bound on the
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solution to this problem is restricted to the case where Γ is smooth and Ω is starlike.
Specifically, we require the following assumption.

Assumption 1. Let S := {x ∈ Rn : |x| = 1}. For some f ∈ C∞(S,R) with
minx̂∈S f(x̂) > 0, it holds that Γ = {f(x̂)x̂ : x̂ ∈ S}.

Lemma 3.5. Suppose that Assumption 1 holds, u is a solution to the distributed
source scattering problem, R > R0, and supp(g) ⊂ DR. Then

k‖u‖VR
≤ (n− 1 + 2

√
2kR)‖g‖2.(3.10)

Proof. Since DR is a smooth domain, by standard elliptic regularity results [24]
we have that u ∈ H2,loc(DR). Thus we can apply Lemma 2.3 to u in DR to get, by
adding n− 1 times the real part of (2.19) to (2.20), that

∫

DR

(|∇u|2 + k2|u|2 + < (g(2x · ∇ū + (n− 1)ū))
)

dx = −
∫

Γ

x · ν
∣∣∣∣
∂u

∂ν

∣∣∣∣
2

ds

+
∫

ΓR

(
R

(
k2|u|2 +

∣∣∣∣
∂u

∂r

∣∣∣∣
2

− |∇T u|2
)

+ <
(

(n− 1)ū
∂u

∂r

) )
ds,

where we have also used the Dirichlet boundary condition (1.2), that u = 0 on Γ.
Since x · ν > 0 on Γ, applying Lemma 2.1 and then using (2.19), we see that

∫

DR

(|∇u|2 + k2|u|2 + < (g(2x · ∇ū + (n− 1)ū))
)

dx

≤ 2kR=
∫

ΓR

ū
∂u

∂r
ds = 2kR=

∫

DR

gū dx.

Applying the Cauchy-Schwartz inequality, and noting that

2ab ≤ εa2 +
b2

ε
,(3.11)

for a, b ≥ 0, ε > 0, we deduce that

‖u‖2VR
≤ (n− 1 + 2kR)‖g‖2‖u‖2 + 2R‖g‖2‖∇u‖2
≤ 1

2
‖u‖2VR

+
‖g‖22
2k2

(4k2R2 + (n− 1 + 2kR)2).

Thus

k2‖u‖2VR
≤ ‖g‖22(4k2R2 + (n− 1 + 2kR)2),

from which (3.10) follows.
Combining Lemmas 3.3, 3.4, and 3.5, we obtain the following corollary.
Corollary 3.6. If Assumption 1 is satisfied, then the inf-sup condition (1.8)

holds with α−1 ≤ 1 + 2(n− 1 + 2
√

2kR) ≤ 5 + 4
√

2kR.
We proceed now to establish that Lemma 3.5 and Corollary 3.6 hold if Ω is

starlike. Precisely, we require only the following, relaxed version of Assumption 1.
Assumption 2. It holds that 0 6∈ Ωe and, if x ∈ Ωe, then sx ∈ Ωe for every

s > 1.
To establish these generalisations we first prove the following technical lemma

(cf. [10, Lemma 4.10]).
Lemma 3.7. If Assumption 2 holds then, for every φ ∈ C∞0 (Ωe), and R > R0,

there exists f ∈ C∞(S,R) with minx̂∈S f(x̂) > 0 such that

suppφ ⊂ Ω′e := {sf(x̂) ∈ Rn : x̂ ∈ S, s > 1}.
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and GR ⊂ Ω′e ⊂ Ωe.
Proof. Clearly, it is sufficient to consider the case when R = 1. So suppose R =

1, let U := supp φ ∪ Γ1, let B := {sx : x ∈ U, s ≥ 1}, and let δ := dist(U,Γ)/4, so
dist(B, Γ) = dist(U,Γ) = 4δ and 0 < δ ≤ 1

4 . Let Bδ := {x ∈ Rn : dist(x,B) < 2δ}.
Let N ∈ N and Sj ⊂ S, j = 1, ..., N , be such that each Sj is measurable and

non-empty, Sj ∩ Sm = ∅, for j 6= m, S =
⋃N

j=1 Sj , and diam(Sj) ≤ δ, j = 1, ..., N .
For j = 1, ..., N choose x̂j ∈ Sj and let

fj := inf{|x| : x ∈ Bδ, x/|x| ∈ Sj}.

Then 2δ ≤ fj ≤ 1− 2δ, j = 1, ..., N . Define f̃ : S → R by

f̃(x̂) := fj if x̂ ∈ Sj , j = 1, ..., N.

Then f̃ ∈ L∞(S,R); in fact f̃ is a simple function and 2δ ≤ f̃(x̂) ≤ 1 − 2δ, x̂ ∈ S.
Choose ε with 0 < ε < δ and let J ∈ C∞[0, 2] be such that J ≥ 0, J(t) = 0 if
ε2/2 ≤ t ≤ 2, and, where e3 := (0, 0, 1), such that

∫
S

J(1− e3 · ŷ) ds(ŷ) = 1, so that∫
S

J(1− x̂ · ŷ) ds(ŷ) = 1, x̂ ∈ S. Define f ∈ C∞(S,R) by

f(x̂) :=
∫

S

J(1− x̂ · ŷ)f̃(ŷ) ds(ŷ), x̂ ∈ S,

and let Ω′e be defined as in the statement of the lemma. Then f and Ω′e have the
properties claimed.

To see that this is true note first that, since J(1− x̂ · ŷ) = 0 if |x̂− ŷ| ≥ ε,

min
|ŷ−x̂|< ε

|f̃(ŷ)| ≤ f(x̂) ≤ max
|ŷ−x̂|< ε

|f̃(ŷ)|, x̂ ∈ S,(3.12)

so that G1 ⊂ Ω′e. Now every ŷ ∈ S is an element of Sj , for some j ∈ {1, . . . , N},
and f̃(ŷ) = fj and |ŷ − x̂j | ≤ δ. Thus it follows from (3.12) that, for every x̂ ∈ S,
f(x̂) ≤ fm, for some m for which |x̂m − x̂| < ε + δ. Now let x = fmx̂, y = fmx̂m.
Then |x− y| ≤ |x̂− x̂m| < ε + δ and dist(y,B) = 2δ, so that

dist(x,B) ≥ dist(y, B)− |x− y| ≥ 2δ − (ε + δ) > 0.

Thus x 6∈ B and so f(x̂)x̂ 6∈ B. Thus U ⊂ B ⊂ Ω′e and so supp φ ⊂ U ⊂ Ω′e.
Arguing similarly, for all x̂ ∈ S, f(x̂) ≥ fm, for some m for which |x̂m−x̂| < ε+δ.

Defining x = fmx̂ and y = fmx̂m, it holds that

dist(x,B) ≤ dist(y, B) + |x− y| ≤ 2δ + ε + δ < 4δ,

so that x ∈ Ωe and hence f(x̂)x̂ ∈ Ωe. Thus, for all x̂ ∈ S, sx̂ ∈ Ωe for s > f(x̂),
i.e. Ω′e ⊂ Ωe.

With this preliminary lemma we can proceed to show that Lemma 3.5 holds
whenever Assumption 2 holds. In this final lemma (cf. [10, Lemma 4.11]) we use
explicitly the fact that b(·, ·) is bounded. In fact, examining the definition (1.5),
clearly we have that

|b(u, v)| ≤ c‖u‖VR
‖v‖VR

, u, v ∈ VR,(3.13)

where c := 1 + ‖γ‖2‖TR‖ and ‖γ‖ denotes the norm of the trace operator γ : VR →
H1/2(ΓR) while ‖TR‖ denotes the norm of TR as a mapping from H1/2(ΓR) to
H−1/2(ΓR).

Lemma 3.8. Suppose that Assumption 2 holds, u is a solution to the distributed
source scattering problem, R > R0, and supp(g) ⊂ DR. Then the bound (3.10)
holds.
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Proof. Let Ṽ := {φ|DR
: φ ∈ C∞0 (Ωe)}. Then Ṽ is dense in VR. Recall

that the distributed source scattering problem is equivalent to (3.7). Suppose u
satisfies (3.7) and choose a sequence (um) ⊂ Ṽ such that ‖um − u‖VR → 0 as
m →∞. Then um = φm|DR

, with φm ∈ C∞0 (Ωe), and, by Lemma 3.7, there exists
fm ∈ C∞(S,R) with min f > 0 such that supp φm ⊂ Ω(m)

e and GR ⊂ Ω(m)
e ⊂ Ωe,

where Ω(m)
e := {sfm(x̂) ∈ Rn : x̂ ∈ S, s > 1}. Let V

(m)
R and bm denote the

space and sesquilinear form corresponding to the domain Ω(m)
e . That is, where

D
(m)
R := Ω(m)

e \ GR, V
(m)
R is defined by V

(m)
R := {φ|

D
(m)
R

: φ ∈ H1
0 (Ω(m)

e )} and bm

is given by (1.5) with DR and VR replaced by D
(m)
R and V

(m)
R , respectively. Then

D
(m)
R ⊂ DR and, if vm ∈ V

(m)
R and v denotes vm extended by zero from D

(m)
R to

DR, it holds that v ∈ VR. Via this extension by zero, we can regard V
(m)
R as a

subspace of VR and regard um as an element of V
(m)
R .

For all v ∈ V
(m)
R ⊂ VR, we have

bm(um, v) = b(um, v) = −(g, v)− b(u− um, v).

Let u′m and u′′m ∈ V
(m)
R be the unique solutions of

bm(u′m, v) = −(g, v), bm(u′′m, v) = −b(u− um, v), ∀v ∈ V
(m)
R .

Clearly um = u′m + u′′m and, by Lemma 3.5, ‖u′m‖V
(m)

R

≤ k−1C̃‖g‖2, where C̃ =

n− 1 + 2
√

2kR, while, by (3.13), Lemma 3.3 and Corollary 3.6,

‖u′′m‖V
(m)

R

≤ c(1 + 2C̃)‖u− um‖VR
.

Thus ‖u‖VR = limm→∞ ‖um‖V
(m)

R

≤ k−1C̃‖g‖2.
Combining Lemmas 3.3, 3.4, and 3.8, we obtain the following generalisation of

Corollary 3.6, which is our main lower bound on the inf-sup constant and the main
result of this section.

Corollary 3.9. If Assumption 2 is satisfied, then the inf-sup condition (1.8)
holds with α−1 ≤ 1 + 2(n− 1 + 2

√
2kR) ≤ 5 + 4

√
2kR.

We finish the section by obtaining two upper bounds on the inf-sup constant,
which will show, among other things, that the above bound is sharp in its depen-
dence on k in the limit k →∞.

To obtain these bounds we modify the construction of Ihlenburg [29] for a weak
formulation of a 1D Helmholtz problem. We note first that, for every non-zero
w ∈ VR,

α ≤ sup
0 6=v∈VR

|b(w, v)|
‖w‖VR

‖v‖VR

.

Now choose w ∈ VR ∩H2(DR) such that w = ∇w = 0 on ΓR. Then, integrating by
parts, for v ∈ VR,

|b(w, v)| =
∣∣∣∣
∫

DR

(∇w · ∇v̄ − k2wv̄
)
dx

∣∣∣∣ =
∣∣∣∣
∫

DR

(
∆w + k2w

)
v̄ dx

∣∣∣∣ .

Thus, and recalling the definition (1.14),

|b(w, v)|
‖w‖VR‖v‖VR

≤ ‖∆w + k2w‖2‖v‖2
‖w‖VR‖v‖VR

≤ ‖∆w + k2w‖2
k2‖w‖2 .(3.14)
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Now define u(x) = eikx1w(x). Then the above bound holds with w replaced by u,
and

∆u(x) + k2u(x) =
(

2ik
∂w(x)
∂x1

+ ∆w(x)
)

eikx1

so that

|b(u, v)|
‖u‖VR

‖v‖VR

≤ ‖∆u + k2u‖2
k2‖u‖2 =

‖2ik ∂w
∂x1

+ ∆w‖2
k2‖w‖2 .

We have shown most of the following lemma.
Lemma 3.10. Suppose w ∈ VR ∩H2(DR) is such that γw = γ∇w = 0 and w

is non-zero. Then the inf-sup constant (1.8) is bounded above by

α ≤ C1

kR
+

C2

k2R2
,

where C1 := 2R
∥∥∥ ∂w

∂x1

∥∥∥
2
/‖w‖2, C2 := R2‖∆w‖2/‖w‖2 and C1 ≥ 2

√
2 ≈ 2.83.

Proof. It only remains to show the last inequality. Since γw = 0, we can
approximate w in the H1(DR) norm arbitrarily closely by w̃ ∈ C∞0 (DR). Then
C1 ≥ 2

√
2 follows by a standard Friedrichs inequality (e.g. [10, Lemma 3.4]) which

gives that ‖w̃‖2 ≤ (R/
√

2)‖ ∂w̃
∂x1

‖2.
We note that in the case that Assumption 2 holds so that Corollary 3.9 applies,

we have both upper and lower bounds on the inf-sup constant, namely (1.17), where
C1 and C2 are as defined in Lemma 3.10.

The left hand bound in (1.17) holds for every domain Ωe satisfying Assumption
2. To check its sharpness, let us consider the case when Ω = {0} and D = Rn \ {0}.
In this special case, VR = H1(DR) and the solution of the plane wave scattering
problem is just u = ui, i.e. the scattered field is zero. Taking in this case w(x) =
F (|x|/R), where F (t) := (1− t2)2, we calculate that

C1 = 2

√√√√
∫ 1

0
(F ′(t))2tn−1dt

n
∫ 1

0
(F (t))2tn−1dt

=
{

2
√

30/3 ≈ 3.65, n = 2,

2
√

33/3 ≈ 3.83, n = 3.

Thus, defining c− := (4
√

2)−1, for this example the bounds (1.17) bracket kRα
fairly tightly, predicting that, in the limit kR → ∞, kRα is in the range [c−, C1]
with C1/c− ≤ 8

√
66/3 ≈ 21.7.

The above results show that kα is bounded above in the limit k → ∞ and is
also bounded below if Assumption 2 holds. If Assumption 2 does not hold then α
may not be bounded below by a multiple of k−1. The following example shows this
behaviour. It is convenient in this example to write x ∈ Rn as x = (x̃, xn) where
x̃ = (x1, . . . , xn−1).

Choose A > 0 and let Ω := Ω+∪Ω− where Ω± := {x ∈ Rn : xn = ±A, |x̃| ≤ A},
so that Ω consists of two parallel lines of length 2A distance 2A apart in the 2D
case, two parallel disks of radius A in the 3D case. Choose R > R0 =

√
2A and

define the function w by

w(x) :=
{

cos(kxn)F (|x̃|/A), |x̃| ≤ A, |xn| ≤ A,
0, otherwise,

and suppose that k ∈ Λ := {(m + 1/2)π/A : m ∈ N}. Then w ∈ VR ∩H2(DR) and
w = ∇w = 0 on ΓR, so that (3.14) holds. Further,

∆w(x) + k2w(x) =
{

A−2 cos(kxn)F̃ (|x̃|/A), |x̃| ≤ A, |xn| ≤ A,
0, otherwise,
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where F̃ (t) := F ′′(t) + (n − 2)F ′(t)/t. Thus, for k ∈ Λ, the inf-sup constant is
bounded above by

α ≤ ‖∆w + k2w‖2
k2‖w‖2 =

C∗n
k2A2

,(3.15)

where C∗n :=
√∫ 1

0
F̃ 2(t)tn−2dt/

∫ 1

0
F 2(t)tn−2dt.

4. Integral equation formulations. In this section we will obtain estimates
explicit in the wave number for integral equation formulations of scattering prob-
lems, focussing on the plane wave scattering problem introduced in §3 and on the
integral equation (1.7) and its adjoint.

Throughout this section we assume, essential to the integral equation method,
a degree of regularity of the domain, namely that Ωe is Lipschitz (which implies
that the interior of Ω, denoted Ωi = Rn \ Ω̄e is also Lipschitz). We note that the
invertibility of the integral equation (1.7) and its adjoint for the general Lipschitz
case has recently been established in [9, §2], by combining known results for layer-
potentials on Lipschitz domains in [41, 20, 36, 34].

Given a domain G, let H1(G;∆) := {v ∈ H1(G) : ∆v ∈ L2(G)} (∆ the
Laplacian in a weak sense). This is a Hilbert space with the norm ‖v‖H1(G;∆) :=
{∫

G
[|v|2+|∇v|2+|∆v|2]dx}1/2. If G is Lipschitz, then there is a well-defined normal

derivative operator [34], the unique bounded linear operator ∂ν : H1(G;∆) →
H−1/2(∂G) which satisfies

∂νv =
∂v

∂ν
:= ν · ∇v,

almost everywhere on Γ, when v ∈ C∞(Ḡ).
Our integral equation formulations will be based on standard acoustic layer

potentials and their normal derivatives. In the case when the domain Ωe is Lipschitz,
for ϕ ∈ L2(Γ) we define the single-layer potential operator by

Sϕ(x) := 2
∫

Γ

Φ(x, y)ϕ(y) ds(y), x ∈ Γ,(4.1)

and the double-layer potential operator by

Kϕ(x) := 2
∫

Γ

∂Φ(x, y)
∂ν(y)

ϕ(y) ds(y), x ∈ Γ,(4.2)

where the normal ν is directed into Ωe. We define also the operator K ′, which arises
from taking the normal derivative of the single-layer potential, by

K ′ϕ(x) = 2
∫

Γ

∂Φ(x, y)
∂ν(x)

ϕ(y) ds(y), x ∈ Γ.(4.3)

We note that the right hand sides of these equations are well-defined at least for
almost all x ∈ Γ, (4.1) understood in a Lebesgue sense (that Sϕ(x) is well-defined
in this sense for almost all x ∈ Γ follows from Young’s inequality), while the double-
layer potential and K ′ϕ must be understood as Cauchy principal values [36]. Fur-
ther, all three operators are bounded operators on L2(Γ) [36]. In fact [34], it holds
that, for |s| ≤ 1/2,

S : Hs−1/2(Γ) → Hs+1/2(Γ),
K : Hs+1/2(Γ) → Hs+1/2(Γ),
K ′ : Hs−1/2(Γ) → Hs−1/2(Γ),
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and these mappings are bounded.
These operators can also be characterised as traces on Γ of single- and double-

layer potentials defined in Ωe and Ωi. Introducing, temporarily, the notations ∂±ν ,
∂+

ν and ∂−ν denoting the exterior and interior normal derivative operators, mapping
H1(Ωe;∆) and H1(Ωi; ∆), respectively, to H−1/2(Γ), it holds that [34]

K ′ϕ =
(
∂+

ν S + ∂−ν S
)
ϕ, ϕ ∈ H−1/2(Γ),(4.4)

where S is defined by

Sϕ(x) :=
∫

Γ

Φ(x, y)ϕ(y) ds(y), x ∈ Rn.(4.5)

It is shown in e.g. McLean [34] that S : H−1/2(Γ) → H1,loc(Rn), and clearly
(∆ + k2)Sϕ = 0 in Rn \ Γ, so that the right hand side of (4.5) defines a bounded
operator on H−1/2(Γ).

From [15, Theorem 3.12] and [34, Theorems 7.15, 9.6] it follows that, if u
satisfies the plane wave scattering problem, then a form of Green’s representation
theorem holds, namely

u(x) = ui(x)−
∫

Γ

Φ(x, y)∂νu(y) ds(y), x ∈ Ωe.(4.6)

Two integral equations for ∂νu can be obtained by taking the trace and the normal
derivative, respectively, of (4.6) on Γ, namely 0 = ui − S∂νu and ∂νu = ∂νui −
∂νS∂νu. Note that, to simplify the notation, we have not explicitly used the trace
operator γ in these equations or later in this section. Its presence is assumed
implicitly. Since [34] we have the jump relations that on Γ we have 2Sϕ = Sϕ and
2∂νSϕ = −ϕ + K ′ϕ, for ϕ ∈ H−1/2(Γ), we can write these equations as

S∂νu = 2ui, ∂νu + K ′∂νu = 2∂νui.

It is well known (e.g. [14]) that each of these integral equations fails to be
uniquely solvable if −k2 is an eigenvalue of the Laplacian in Ω for, respectively,
Dirichlet and Neumann boundary conditions, but that a uniquely solvable inte-
gral equation is obtained by taking an appropriate linear combination of the above
equations. Clearly, for every η ∈ R it follows from the above equations that

A′∂νu = f,(4.7)

where

A′ := I + K ′ − iηS,

I is the identity operator, and

f(x) := 2
∂ui

∂ν
(x)− 2iηui(x), x ∈ Γ.

We have shown the first part of the following theorem, which is standard (e.g. [14])
in the case when Γ is smooth; for the extension to the case of Lipschitz Γ see [9].

Theorem 4.1. If u satisfies the plane wave scattering problem then, for every
η ∈ R, ∂νu ∈ H−1/2(Γ) satisfies the integral equation (4.7). Conversely, if φ ∈
H−1/2(Γ) satisfies A′φ = f , for some η ∈ R \ {0}, and u is defined in Ωe by
(4.6), with ∂νu replaced by φ, then u satisfies the plane wave scattering problem
and ∂νu = φ.
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Note that, since we know that the plane wave scattering problem is uniquely
solvable, this theorem implies that the integral equation (4.7) has exactly one solu-
tion in H−1/2(Γ).

The integral equation (4.7) is an example of a so-called direct integral equation
formulation, obtained by applying Green’s theorem to the original scattering prob-
lem. A related, indirect integral equation formulation, dating back to Brakhage
and Werner [4], Leis [33], and Panich [40], is obtained by looking for a solution
to the scattering problem in the form (1.6), for some density ϕ ∈ H1/2(Γ) and
some η ∈ R \ {0}. This combined single- and double-layer potential is in C2(Ωe),
satisfies the Helmholtz equation and Sommerfeld radiation condition, and [34] is
in H1,loc(Ωe). Thus it satisfies the plane wave scattering problem if and only if it
satisfies the boundary condition that us = −ui on Γ. Using the standard jump
relations for Lipschitz domains [34], we see that this holds if and only if the integral
equation (1.7) is satisfied, i.e. if and only if

Aϕ = 2g

where g(x) := −ui(x), x ∈ Γ, is the required Dirichlet data on Γ, and A := I +K−
iηS. This is the integral equation formulation introduced in [4, 33, 40].

Note that the above mapping properties of S, K, and K ′ imply that, for |s| ≤
1/2,

A : Hs+1/2(Γ) → Hs+1/2(Γ), A′ : Hs−1/2(Γ) → Hs−1/2(Γ),(4.8)

and these mappings are bounded. It is shown moreover in [9] (or see [37] for the
case A′ and s = 0), by combining the standard arguments for these integral equa-
tions when Γ is smooth (see e.g. [14]) with known properties of integral operators
on Lipschitz domains [41, 20, 36, 34], that, for η ∈ R \ {0}, these mappings are
bijections, which of course implies that their inverses are bounded by the Banach
theorem. Further [36], K ′ is the adjoint of K and S is self-adjoint, so that A′ is the
adjoint of A in the same sense, namely that

(φ, Aψ)Γ = (A′φ, ψ)Γ, for φ ∈ L2(Γ), ψ ∈ L2(Γ),(4.9)

where (φ, ψ)Γ :=
∫
Γ

φψds. Since H1(Γ) is dense in H−1(Γ) and the mappings
(4.8) are bounded, it follows by density that the duality relation (4.9) holds, more
generally, for φ ∈ H−s−1/2(Γ) and ψ ∈ Hs+1/2(Γ), provided |s| ≤ 1/2. This implies
that the norms of A and A−1 as operators on Hs+1/2(Γ) coincide with those of A′

and A′−1, respectively, as operators on H−s−1/2(Γ), for |s| ≤ 1/2. In particular, we
note that

‖A−1‖2 = ‖A′−1‖2,(4.10)

where, here and in the remainder of the paper, ‖ · ‖2 denotes both the norm on
L2(Γ) = H0(Γ) and the induced norm on the space of bounded linear operators on
L2(Γ).

Following this preparation, we show now the main result of this section, which is
an explicit bound on ‖A−1‖2 = ‖A′−1‖2 in terms of the geometry of Γ and the wave
number, in the case when Ω is starlike and Lipschitz. For brevity and to simplify
the arguments somewhat we also assume that Γ is piecewise smooth. Precisely, we
make the following assumption, which is intermediate between Assumptions 1 and
2 introduced in §3.

Assumption 3. For some f ∈ C0,1(S,R) with minx̂∈S f(x̂) > 0, it holds that
Γ = {f(x̂)x̂ : x̂ ∈ S}. Further, for some M ∈ N, it holds that S = ∪M

j=1Sj,
with each Sj open in S, Ssing := S \ ∪M

j=1Sj a set of zero (surface) measure, and
f |Sj ∈ C2(Sj ,R), for j = 1, . . . , M .
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Remark 4.2. As an important example, we note that Assumption 3 is satisfied
if Γ is a polyhedron, provided the interior of Ω, Ωi = Rn \Ω̄e, is starlike with respect
to the origin, i.e. x ∈ Ωi implies sx ∈ Ωi for 0 ≤ s ≤ 1. Explicitly the function f is
then defined by f(x̂) := max{s > 0 : sx̂ ∈ Ω} and, if Γ1, . . . , ΓM denote the sides
of Γ (each Γj open in Γ) and Γsing := Γ \ ∪M

j=1Γj the edges and corners of Γ, then
Assumption 3 holds with Sj := f−1(Γj), j = 1, . . . ,M and Γsing = f(Ssing).

Note that, if Assumption 3 holds (and, more generally, whenever Γ is piecewise
smooth) the integrals (4.2) and (4.3) are well-defined in the ordinary Lebesgue sense
almost everywhere on Γ, in fact, provided x /∈ Γsing = f(Ssing). Note also that if
Assumption 3 holds then 0 < δ− ≤ δ+ ≤ R0, where

δ− := inf
x∈Γ\Γsing

(x · ν), δ+ := sup
x∈Γ\Γsing

(x · ν),

and R0 = maxx∈Γ |x|. Let us also define

δ∗ := sup
x∈Γ\Γsing

|x− (x · ν)ν| ≤ R0.

The main result of this section is the following theorem. We postpone the proof
until the end of the section.

Theorem 4.3. Suppose that Assumption 3 holds and η ∈ R \ {0}. Then

‖A−1‖2 = ‖A′−1‖2 ≤ B(4.11)

where

B :=
1
2

+
[(

δ+

δ−
+

4δ∗2

δ2−

)[
δ+

δ−

(
k2

η2
+ 1

)
+

n− 2
δ−|η| +

δ∗2

δ2−

]
+

(1 + 2kR0)2

2δ2−η2

]1/2

.

To help make the expression for B more comprehensible, let us consider some
examples. Suppose first that Γ is a circle or sphere, i.e. Γ = {x : |x| = R0}. Then
δ− = δ+ = R0 and δ∗ = 0 so

B =
1
2

+
[
1 +

k2

η2
+

n− 2
R0|η| +

(1 + 2kR0)2

2R2
0η

2

]1/2

.(4.12)

In the 2D case that Γ is a regular polygon (centred on the origin) with M sides,
δ− = δ+ = R0 cos(π/M) and δ∗ = R0 sin(π/M), so

B =
1
2

+
[(

1 + 4 tan2 π

M

) [
1 +

k2

η2
+ tan2 π

M

]
+

(1 + 2kR0)2

2R2
0η

2 cos2(π/M)

]1/2

.(4.13)

In the limit M → ∞ this recovers (4.12), and for a square (M = 4) this simplifies
to

B =
1
2

+
[
10 + 5

k2

η2
+

(1 + 2kR0)2

R2
0η

2

]1/2

.(4.14)

Similarly, for the cube Ω = {x : |xj | ≤ a, j = 1, 2, 3} of side-length 2a we have
δ− = δ+ = a, δ∗ =

√
2a, R0 =

√
3a, so that

B =
1
2

+ 3

[
3 +

k2

η2
+

1
a|η| +

(1 + 2
√

3ka)2

18a2η2

]1/2

.

We note that (4.12) can be compared with the results of Dominguez et al.
[19] who have shown, when Γ is a circle, the bound (1.9) that ‖A−1‖2 ≤ 1 for all
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sufficiently large k, if the choice η = k is made. Our results Theorem 4.3 and (4.12)
predict for the circle, if we choose η = k, that

‖A−1‖2 ≤ 1
2

+
[
2 +

(1 + 2kR0)2

2k2R2
0

]1/2

.(4.15)

The right hand side of this equation is a decreasing function of kR0 on (0,∞) which
approaches the limit 2.5 as kR0 → ∞. Thus our results show for a circle that,
for every θ > 2.5, ‖A−1‖2 ≤ θ for all sufficiently large kR0. This bound is close
to the result of [19] although we use much more general methods than the explicit
calculation of eigenfunctions and eigenvectors used in [19], which are only available
for a circular geometry. On the other hand the authors also show, importantly, the
coercivity (1.10), which our methods do not seem to be well adapted to obtain.

If we follow Dominguez et al. [19] and choose η = k we obtain the following
simplification of the bound in Theorem 4.3 for the case kR0 ≥ 1. To obtain the
second inequality we use that δ+/δ− ≤ θ and δ∗/δ− ≤ θ.

Corollary 4.4. If Assumption 3 holds, η = k, and kR0 ≥ 1, then

‖A−1‖2 = ‖A′−1‖2 ≤ 1
2

+
[(

δ+

δ−
+

4δ∗2

δ2−

)[
2
δ+

δ−
+

(n− 2)R0

δ−
+

δ∗2

δ2−

]
+

9R2
0

2δ2−

]1/2

≤ 1
2

(1 + θ(4θ + 4n + 1)) ,

where θ := R0/δ−.
We finish the section by providing a proof of Theorem 4.3. Clearly, given that

we already know that A and A′ are invertible as operators on L2(Γ) and we have
(4.10), this theorem is implied as a corollary of the following lemma (cf. [8, Lemma
3.3]).

Lemma 4.5. Suppose that Assumption 3 holds and η ∈ R \ {0}. Then, for all
ϕ ∈ L2(Γ),

||A′ϕ||2 ≥ B−1||ϕ||2.(4.16)

Proof. Let Y ⊂ L2(Γ) denote the set of those functions ϕ that are Hölder
continuous and are supported in Γ \ Γsing. Since Y is dense in L2(Γ) and A′ is
bounded on L2(Γ) it is sufficient to show that (4.16) holds for all ϕ ∈ Y .

So suppose ϕ ∈ Y , and define the single-layer potential u by

u(x) :=
∫

Γ

Φ(x, y)ϕ(y)ds(y) =
∫

Γ̃

Φ(x, y)ϕ(y)ds(y), x ∈ Rn,

where Γ̃ ⊂ Γ\Γsing is the support of ϕ. From standard properties of the single-layer
potential (e.g. [14]) we have that u ∈ C(R3) ∩C2(Rn \ Γ̃). Further, it follows from
[14, Theorem 2.17] that ∇u can be continuously extended from Ωe to Ω̄e and from
Ωi to Ω, with limiting values on Γ given by

∇u±(x) =
∫

Γ̃

∇xΦ(x, y)ϕ(y)ds(y)∓ 1
2
ϕ(x)ν(x), x ∈ Γ,(4.17)

where, as before, ν(x) is the unit normal vector at x, directed into Ωe, and

∇u±(x) := lim
ε→0+

∇u(x± εν(x)), x ∈ Γ.

We note from (4.17) that the tangential part of ∇u, ∇T u, is continuous across
Γ. On the other hand, the normal derivative jumps across Γ, with

∂u±
∂ν

(x) =
1
2

[K ′ϕ(x)∓ ϕ(x)] , x ∈ Γ \ Γsing.(4.18)
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Since also u(x) = 1
2Sϕ(x), x ∈ Γ, defining

g :=
1
2
A′ϕ =

1
2
(I + K ′ − iηS)ϕ,

we see that

∂u−
∂ν

(x)− iηu(x) = g(x), x ∈ Γ \ Γsing.(4.19)

Further, from (4.18) we see that

∂u−
∂ν

(x)− ∂u+

∂ν
(x) = ϕ(x), x ∈ Γ \ Γsing.(4.20)

Note that to complete the proof we have to show that

||ϕ||2 ≤ 2B||g||2.(4.21)

We will achieve this by bounding the normal derivatives of u on Γ via applications
of Lemma 2.3 in Ωi and in DR, for some R > R0.

Before proceeding we note first that equations (2.19) and (2.20) do hold with
v replaced by u and G = Ωi or G = DR, although we have not shown that u ∈
H2(G) so that we cannot apply Lemma 2.3 directly. To derive these equations when
G = Ωi, we can first apply Lemma 2.3 with v = u and G = sΩi, for s ∈ (0, 1),
and then take the limit s → 1−, noting that ∆u + k2u = 0 in Ωi and u ∈ C1(Ω).
Arguing similarly, these equations also hold with v replaced by u and G = DR.
Thus, recalling that our normal vector ν on Γ points out of Ωe, we have, taking the
imaginary part of (2.19) with v = u and G = Ωi and G = DR, the identities

=
∫

Γ

ū
∂u−
∂ν

ds = 0,(4.22)

=
∫

Γ

ū
∂u+

∂ν
ds = =

∫

ΓR

ū
∂u

∂r
ds.(4.23)

Taking v = u and G = Ωi and adding (2.20) to (n− 2) times the real part of (2.19)
gives

2k2

∫

Ω

|u|2 dx =
∫

Γ

(
x · ν

(
k2|u|2 +

∣∣∣∣
∂u−
∂ν

∣∣∣∣
2

− |∇T u|2
)

+<
(

[(n− 2)ū + 2x · ∇T ū]
∂u−
∂ν

) )
ds.(4.24)

Finally, taking v = u and G = DR, for some R > R0, and adding (2.20) to the real
part of (2.19), we have

∫

DR

(
(3− n)|∇u|2 + (n− 1)k2|u|2) dx =

−
∫

Γ

(
x · ν

(
k2|u|2 +

∣∣∣∣
∂u+

∂ν

∣∣∣∣
2

− |∇T u|2
)

+ <
(

[ū + 2x · ∇T ū]
∂u+

∂ν

) )
ds

+
∫

ΓR

((
k2|u|2 +

∣∣∣∣
∂u

∂r

∣∣∣∣
2

− |∇T u|2
)

+ <
(

ū
∂u

∂r

) )
ds.(4.25)

Using these four identities and Lemma 2.1 we will complete the proof.
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We start by using (4.19) to replace ∂u−/∂ν in (4.22). Applying Cauchy-
Schwarz, we see that

|η| ‖u‖22 =
∣∣∣∣=

∫

Γ

ūgds

∣∣∣∣ ≤ ‖u‖2‖g‖2,

so that

‖u‖2 ≤ |η|−1‖g‖2.(4.26)

Alternatively, from (4.22) we have that

<
∫

Γ

iηū
∂u−
∂ν

ds = 0,

and, using (4.19) and Cauchy-Schwarz, we see that
∥∥∥∥

∂u−
∂ν

∥∥∥∥
2

≤ ‖g‖2.(4.27)

It remains to bound the L2 norm of ∂u+/∂ν in terms of ‖g‖2. To achieve this
goal we first bound ‖∇T ‖2 using (4.24). From this equation we have that

δ−‖∇T u‖22 ≤
∫

Γ

x · ν|∇T u|2 ds ≤

δ+k2‖u‖22 + δ+

∥∥∥∥
∂u−
∂ν

∥∥∥∥
2

2

+ [(n− 2)‖u‖2 + 2δ∗‖∇T u‖2]
∥∥∥∥

∂u−
∂ν

∥∥∥∥
2

,

where we have used that |x · ∇T u| = |(x− (x · ν)ν) · ∇T u|. From (4.26) and (4.27)
it follows that

δ−‖∇T u‖22 ≤
[
δ+

(
k2

η2
+ 1

)
+

n− 2
|η|

]
‖g‖22 + 2δ∗‖∇T u‖2‖g‖2.

Finally, applying (3.11) to the last term on the right hand side, we deduce that

δ−
2
‖∇T u‖22 ≤

[
δ+

(
k2

η2
+ 1

)
+

n− 2
|η| + 2

δ∗2

δ−

]
‖g‖22

so that

‖∇T u‖2 ≤
[
2
δ+

δ−

(
k2

η2
+ 1

)
+

2(n− 2)
δ−|η| + 2

δ∗2

δ2−

]1/2

‖g‖2.(4.28)

To finish the proof, we start from (4.25), apply Lemma 2.1, valid since u is a
radiating solution of the Helmholtz equation, and then use equation (4.23), to see
that

δ−

∥∥∥∥
∂u+

∂ν

∥∥∥∥
2

2

≤
∫

Γ

x · ν
∣∣∣∣
∂u+

∂ν

∣∣∣∣
2

ds ≤
∫

Γ

(
x · ν|∇T u|2 + <

(
[ū + 2x · ∇T ū]

∂u+

∂ν

)
+ 2kR=

(
ū

∂u+

∂ν

))
ds.

Applying Cauchy-Schwarz and (3.11), we see that

δ−

∥∥∥∥
∂u+

∂ν

∥∥∥∥
2

2

≤ δ+‖∇T u‖22 + (1 + 2kR)‖u‖2
∥∥∥∥

∂u+

∂ν

∥∥∥∥
2

+ 2δ∗‖∇T u‖2
∥∥∥∥

∂u+

∂ν

∥∥∥∥
2

≤
(

δ+ +
4δ∗2

δ−

)
‖∇T u‖22 +

δ−
2

∥∥∥∥
∂u+

∂ν

∥∥∥∥
2

2

+
(1 + 2kR)2

δ−
‖u‖22.
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Hence, and using (4.26) and (4.28),
∥∥∥∥

∂u+

∂ν

∥∥∥∥
2

2

≤ 2
(

δ+

δ−
+

4δ∗2

δ2−

)
‖∇T u‖22 +

2(1 + 2kR)2

δ2−
‖u‖22

≤ 4
[(

δ+

δ−
+

4δ∗2

δ2−

)[
δ+

δ−

(
k2

η2
+ 1

)
+

(n− 2)
δ−|η| +

δ∗2

δ2−

]
+

(1 + 2kR)2

2δ2−η2

]
‖g‖22.

This bound holds for all R > R0 and hence also for R = R0. Combining this bound
with (4.27) we see that we have shown (4.21) and so finished the proof of the lemma.
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