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Abstract

Monitoring biological relevant reactions on the single emlle level based on fluorescence spectroscopy
techniques has become one of the most promising approamhesderstanding a variety of phenomena
in biophysics, biochemistry and life science. By applyieghniques of fluorescence spectroscopy to
labeled biomolecules a manifold of important parametecoives accessible. For example, molecular
dynamics, energy transfer, and ligand—-receptor reactiansbe monitored at the molecular level. This
huge application field was and still is a major drive for inatwve optical methods as it opens the door
for new quantitative insights of molecular interactionsaoinuly micro- and nano-scopic scale.

This thesis contributes new single molecule detection ($btidcepts, correlation analysis and optical
correlation spectroscopy to study fluorophores or labelethblecules close to a surface. The search
beyond the classical confocal volume towards improved nenient was a key objective.

In a first approach, fluorescence correlation spectrosce@S5) using near field light sources to
achieve highly confined observation volumes for detectmjrmeasuring fluorophores up to micromolar
concentration was investigated. In a second approach, RE8uorescence intensity distribution analy-
sis (FIDA) based on dual-color total internal reflection fescence (TIRF) microscopy was conceived
to achieve a common observation volume for dual-color flescegace measurements.

This resulted in two novel fluorescence fluctuation spectpsg instruments providing observation
volumes of less than 100al. The first instrument generate=aafield observation volume around and
inside nano-apertures in an opaque metal film. Back-illatam of such an aperture results in a highly
confined excitation field at the distal aperture exit. Thistrmment was characterized with FCS and
observation volumes as small as 30al were measured. Thadsewirument confines the observation
volume with total internal reflection (TIR) at a glass—waitgerface. Today, the last-generation instru-
ment provides a dual-color ps pulsed excitation and tinselved detection for coincidence analysis
and time-correlated single photon counting. It was cheratd with FCS and FIDA and observation
volumes of 70al to 100al were achieved. Moreover, the peesei the interface favors emission into
the optically denser medium, such that nearly 60% of thetethiiuorescence can be collected. This
very dficient light collection resulted in a two- to three-fold stger fluorescence signal and led to a
high signal to background ratio, which makes this instrunpamticularly suitable for SMD studies on
surfaces.

In parallel to these experimental investigations, a thggakeanalysis of the total SMD process in-
cluding an analysis of optical focus fields, molecule—ifateg interactions, as well as the collection and
detection €iciency was performed. This analysis was used as a guidelirstdady instrument improve-
ments and for the understanding of the SMD process.

Finally, SMD concepts were applied for a first investigatairin vitro expression of an odorant re-
ceptor and for monitoring the vectorial insertion into adgaupported lipid membrane. These receptors
were incorporated and immobilized in the lipid membranethWicreasing expression time, an increas-
ing amount of receptors as well as an increasing aggregaasrobserved. The incorporation density and
the receptor aggregation were investigated with TIRF nsicopy and image correlation spectroscopy.

Key words: Single molecule detection; Fluorescence microscopy;tgaton spectroscopy; Correlation spec-
troscopy; Evanescent field; Total internal reflection; fiaial membrane; Odorant receptor.
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Kurzfassung

Die Beobachtung biologisch relevanter Reaktionen auf émalekiilebene mittels Fluoreszenzspek-
troskopie ist eine der vielversprechendsten Methodewdd8r\Verstandnis vieler Phanomene in der Bio-
physik, der Biochemie und in den Lebenswissenschaften igmo Eine Vielzahl von wichtigen Pa-
rametern wurde durch Fluoreszenzspektroskopie von flaeresiden Biomolekilen zuganglich. Zum
Beispiel konnen die Dynamik von Molekilen, Energietfans und Ligand—Rezeptor-Reaktionen auf
Einzelmolekilebene gemessen werden. Dieses grosse Alnwgsgebiet forderte und fordert weiterhin
innovative optische Konzepte, da diese neuen Methoden @ngang zu quantitativen Einblicken in die
Interaktion von Molekilen im Mikro- und Nanometer-Madstrlauben.

Diese Arbeit stellt neue Konzepte zur Einzelmolekildgtek sowie zur Korrelationsanalyse und
-spektroskopie vor, um fluoreszierende Farlistoder Biomolekiile an Oberflachen zu untersuchen. Ein
standiges Hautpziel war die Suche nach deutlich kleinBessbachtungsvolumen als mittels klassischer
Technik erreicht werden konnen.

In einem ersten Ansatz wurden Fluoreszenz-Korrelatigrek®oskopie (FCS) und Nahfeld-Licht-
quellen untersucht, um immer kleinere Beobachtungsvatume Detektierung und Charakterisierung
von Farbstéen bis zu einer mikromolaren Konzentration zu erreichereifem zweiten Ansatz wur-
den FCS und Fluoreszenz-Intensitats-Verteilungs-Asaiy(FIDA) im evaneszenten Lichtfeld eines in-
tern total reflektierten Laserstrahls entwickelt, um emerlappendes Beobachtungsvolumen fur Zwei-
farbmessungen an der Oberflache zu erzeugen.

Daraus ergaben sich zwei neuartige Messinstrumente dioré$zenzspektroskopie, welche Beobach-
tungsvolumen von 100al oder weniger erreichen. Das ersteument erzeugt dieses Beobachtungsvo-
lumen im optischen Nahfeld eines Nanolochs durch einenrnghdichtigen Metallfilm. Die riickseitige
Beleuchtung eines Nanolochs fuihrt zu einem Lichtfeld anAdestrittsdtnung, welches auf die Dimen-
sion derOffnung beschrankt bleibt. Dieses Instrument wurde mitt€lS Eharakterisiert und Beobach-
tungsvolumen bis hinunter zu 30al gemessen. Das zweiteument schrankt das Beobachtungsvolu-
men ein, indem es einen Laserstrahl an der Deckglas—Wassarflache intern total reflektiert (TIRF).
Der aktuelle Aufbau ermoglicht gepulste Anregung mit @sérpulsen und zeitaufgeloste Messun-
gen zur Koinzidenzanalyse und zeitkorrelierter Einzetphenspektroskopie. Dieses Instrument wurde
mit FCS und FIDA charakterisiert und Beobachtungsvolumen ¥0al bis 100al gemessen. Die nahe
Glasoberflache begunstigt die Fluoreszenzabstrahludgs optisch dichtere Medium, so dass fast 60%
der Gesamtfluoreszenz erfasst werden kann. Diese sehr atiausbeute ergab ein zwei- bis dreifach
helleres Signal und fuihrte zu einem hohen Signal-zu-Hjnted-Verhaltnis, welches das Instrument fur
die Einzelmolekildetektion an Oberflachen pradegtinie

Parallel zu den experimentellen Arbeiten wurde eine \intidige theoretische Analyse des komplet-
ten Vorgangs der Einzelmolekildetektion durchgefiibiese Analyse beinhaltet eine Untersuchung
von optischen Fokusfeldern, der Interaktion von Molekinat der Oberflache, sowie der Detektionsef-
fizienz. Sie diente als Leitfaden zur fortwahrenden Vesbamg der Messinstrumente und vertiefte das
Verstandnis des Messvorgangs.

Schliesslich wurden Methoden der Einzelmolekildetekdogewendet, um erste Untersuchungen des
gerichtetenin-vitro-Einbaus von Geruchsrezeptoren in fixierten Lipidmembmatherchzufiihren. Die
Geruchsrezeptoren wurden in die Membran eingebaut und gamobilisiert. Mit zunehmender Ein-
baudauer wurde eine erhdhte Einbaudichte sowie eineavkistAggregierung von Rezeptoren nachge-
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wiesen. Einbaudichte und Aggregierung wurden mittels TNRkroskopie sowie Bildverarbeitung und
Korrelationsanalyse gemessen.

Schlisselvdrter:  Einzelmolekildetektion; Fluoreszenzmikroskopie; Fligtionsspektroskopie; Korrelations-
spektroskopie; Evaneszentes Feld; Totale interne Raflektilinstliche Membrane; Geruchsrezeptor.

OCIS Codes: (170.0180) Mikroskopie; (170.2520) Fluoreszenzmikrque&p (300.2530) Fluoreszenz, Laser-
induziert; (170.6280) Spektroskopie, Fluoreszenz undibheszenz; (240.6690) Oberflachenwellen; (240.6490)
Spektroskopie, Oberflache; (220.2560) Fokus; (070.2680Mieroptik; (260.1960) Diraktionstheorie; (050.1220)
Offnungen; (160.3900) Metalle; (100.2000) Digitale Bildvéeitung; (100.2960) Bildanalyse.
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Chapter 1

Introduction

In the past three decades, fluorescence imaging and spegyolsecame an integral part in life science,
cellular and molecular biology, and medicine. Researclnése fields is more and more driven by the
availability of specific labeling and sensitive measurentechniques. The combination of bright fluores-
cent markers with ultra-sensitive measurement instruatiemt enabled investigations down to the single
molecule level with unprecedented spatio-temporal réolland sensitivity. Progress in microscopy,
detector and signal processing technology still contirueshing fluorescence techniques to ever-new
horizons.

Classical fluorescence microscopy and fluorescence ligeitinaging (FLIM) [1, 2| 3] allow localiz-
ing and identifying cellular structures within tissue obstellular structures within cells. Fluorescence
(time-)correlation spectroscopy (FCS) [4, 5], fluoreseemtensity distribution analysis (FIDA) [6, 7],
fluorescence recovery after photo-bleaching (FRAP) [8hrlacence image correlation spectroscopy
(ICS) [70], Forster resonant energy transfer (FRET) [18] anany other techniques are suitable for
characterizing samples at the molecular level. In additioalti-parameter fluorescence detection and
fluorescence burst analysis [11] allow characterizing aledtifying single molecules. All these tech-
niques rely on the Stokes shift between the excitation lagid the induced fluorescence emission as
well as state of the art instrumentation. Whereas the Stetkifisallows a very selective chromatic filter-
ing to separate the fluorescence emission from the excitgbt, the instrument should also provide a
high collection diciency of the fluorescence emission and fiitient shot-noise limited single photon
detection. Altogether, these features contribute to a kighal to background ratio (SBR) as well as
an unprecedented signal to noise ratio (SNR). A corner staweset in the late 1980s, when the first
individual fluorophores in a biologically relevant enviroant were observed [12]. This break-through
opened a vast field of fluorescence imaging and spectros@pbigations and marked the renaissance of
single molecule detectidisMD) [13]. It marked also the transition from former timesolved flash lamp
techniques to a much simpler instrumentation: the confmialoscope [14]. Thanks to its compactness,
robustness,féciency and ease-of-use, the confocal microscope becanuiyréye base platform for vir-
tually all fluorescence techniques. Since the very beggmifiuorescence spectroscopy was extensively
applied for investigating processes at the nanometer,dcalehemical reactions [15], enzyme activity
[16], molecular motors [17], intra-cellular transport aignaling [18]. Reviews of SMD applications are
found in [5, 19, 20]; and Wazawa and Ueda [21] reviewed SMDgimg techniques and applications.

A very interesting class of fluorescence techniques feajusingle-molecule sensitivity is fluores-
cence fluctuation spectroscopy (FFS). Whereas imagingnigabs rely on the (time-)average fluores-
cence intensity, FFS regroups techniques analyzing sfatiporal fluctuations of the fluorescence in-
tensity. These fluctuations are caused by various kineticgsses in the sample, i.e. translational and ro-
tational difusion due to thermal (Brownian) motion, active or passigagport, flow and triplet blinking.

In principle, every process manifesting itself in a fluctogtfluorescence intensity can be investigated
with FFS. For observing and measuring these fluctuations kigh fidelity, the detection system must

follow the time course of these photon events, i.e. the tetdction bandwidth must be high enough for
capturing the signal content encoded in the detected phiaioe. Single photon detectors, i.e. avalanche
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photo diodes (APD), and digital signal processing are coniyngsed for that purpose. In addition, the
observation volume must be small enough to observe only 8denophores simultaneously. FFS exper-
iments in the 1970s and 1980s usually involved large samplatumes populated by several thousand
molecules. Due to the minute fluctuations around the averagesity, these measurements last typically
several hours or even a day before achievingfiicgent SNR. However, using a confocal microscope the
overall measurement time was substantially shortenedféavasecond§14]. A well-defined sampling
volume smaller than 1fl is essential to achieve short measents.

( Near field optics ) ( Nearfield optics | Far field optics )
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Figure 1.1: Evolution of the sampling volume and optimal @antration range for FFS measurements.
The boxes outline the gap to bridge for single molecule DNdus&cing.

The evolution of the observation volume (sampling volunmedhie past decades is outlined in figure
'1.1, which indicates not only the progress but as well a ttewards applying FFS for higher concentra-
tions. The indicated concentration range corresponds épalationN of 3—15 molecules in this volume.
Rigler et al. [14] and Schwille et al. [18] used confocal m&ropes with a numerical aperture (NA) of
0.9 and 1.2, respectively. Hassler et al. [22] and Ruckstal. [23] used an epi-illumination total inter-
nal reflection fluorescence (epi-TIRF) setup. An objectivéhw 1.45 NA allowed obtaining a sampling
volume of less than 50al. Kastrup et al. [24] generated raegocal volumes by stimulated emission
depletion (STED). To date, STED is the only method that caater nanoscale volumassidethe bulk
sample, e.qg. it does neither rely on optical near fields na constrained sample volume. Levene et al.
[25] proposed an evanescent epi-illumination at the bottbennano-aperture in a metal film. Except for
fabrication issues, this method allows principally to teaampling volumes far less than 1al. A similar
concept using nano-channels in a transparent medium wpesed by Webb et al. [26].

The framework of this thesis was the development and theacteization of novel FFS concepts
achieving sampling volumes significantly smaller than ia far field difraction limit. This work was
motivated by recent single enzyme investigations and tecdand measurements. Single enzyme
observation basically requires immobilizing the enzymd feding a fluorescent educt or obtaining a
fluorescent product. Real-time observation of the enzyrtieitgds a true SMD application based on the
ability to observe single educt molecules or the processiragibstrate molecules. At room temperature
or above, FFS is the method of choice because of its high SMBitegty and its fast time response. In
consequence, at least the educt, the enzyme—fpdodtict complex or the product must be fluorescent.
Immobilization is important because moving enzymes coolde observed for longer than thefdsion
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time, which is typically a few milliseconds only. Recenthprseradish peroxidase was studied when
oxidizing a quenched fluorophore and forming a fluorescemdysst [27]. This experimental scheme is

relatively simple because only the product is bright, wralows SMD nearly regardless of the educt

concentration.

As the sampling volume is the overlap volume of the exciteind the detectiom the samplere-
ducing the excitation, the detection goidthe sample volume confines it. Near a surface, evanescent o
plasmonic excitation reduces the excitation volume [2§,a82®l anisotropic fluorescence emission re-
duces the detection volume [4, 7, 8, 22]. Besides a minut@kagrnvolume, a high average brightness is
desirable to overcome shot noise, background light anatbeteoise. Whatever confinement is used, the
detection optics will rely on a high NA objective to maximittee detection ficiency and to confine the
detection volume simultaneously. In this work, we focusedre confinement of the excitation volume.
In a first investigation, we designed, fabricated and charaed nanohole arrays with sub-wavelength
aperture diameters (section 3.1). In contrast to previtudies by Levene et al. [25] and Rigneault et al.
[30], we proposed a trans-illumination concept for obtagna small excitation volume above the aper-
tures without restricting the sample volume. Although pising results were obtained, we abandoned
these investigations due to the hole-to-hole variatidms sample preparation and handling. Instead, we
enhanced a novel total internal reflection excitation sa&ndual-color excitation and detection (sec-
tion[3.2). This versatile instrument achieves similar &t@n volumes as with the nanoholes bffieos
a quite simple and inexpensive sample preparation and ingnéll was then used for characterizing the
insertion of membrane proteins into a solid-supportedapidipid membrane (section 3.3).

This thesis is organized as follows:

Chapter' 2 gives an overview on fluorescence and instrun@mtavhich form the basis for FFS
measurements. It presents the calculation of the core dieaistic of any FFS instrument, namely the
sampling volume and the fluorescence signal. This calomattegrates the excitation field, the response
of the fluorophore and its interaction with the environmastwell as the detectiorfficiency of the col-
lection optics. Chapter 3 summarizes the experiments ssulisbes key results. The FFS techniques
relevant for these measurements are outlined. Limitatmusartifacts are discussed and improvements
are suggested. Section 3.1 presents a novel near fieldtexcitar FFS measurements, which was able
to provide sampling volumes as small as 30al. Section 3lhesata novel dual-color total internal reflec-
tion FFS instrument. An excellent performance for coinoimemeasurements was achieved. Section 3.3
presents an investigation of odorant receptors in a soligparted lipid membrane. The measurements
and first results are discussed. Chapter 4/and 5 list the rfai#mticles and conference contributions,
respectively. Finally, conclusions are drawn in chapter 6.



Chapter 2

Theory

Any FFS process can be described as a step-by-step proapss tetal process from excitation light—
matter interaction until final detection and signal analy$iis chapter analyzes the FFS process with a
special emphasis on the photonic and optical aspects. TBepFdeess is outlined in figure 2.1, signal
processing and data analysis are summarized in chapteh3heitcorresponding measurements.

_ excitation optics  fluorescence collection optics  single photon detectic

evaluation photon trace

Figure 2.1: Overview of FFS methods for single molecule citeia. OP: object plane, PP: conjugated
pinhole plane. (a) Excitation light, (b) excitation banasp filter, (c) focusing optics, (d) excitation (solid
line) and detection (dashed line) volumes, (e) collectiptics, (f) emission band-pass filter, (g) tube
lens, (h) pinhole, (i) single photon detector.

Reprinted from Leutenegger et al. [2] with permission by Aicen Chemical Society.

The excitation light (a) is spectrally filtered with a banasp filter (b) and focused into the sample (c).
The excitation field within the sample is well confined to pdava small open volume (d: solid) that
is the excitation volume where the labeled molecules aréezkcThe induced fluorescence emission
is collected (e) from within a small open detection volume ddshed) encompassing the excitation
volume. A band-pass filter (f) separates the emission gpactrom the excitation spectrum (b). The
fluorescence emission is then imaged (g) onto the pinholewhich provides a spatial filtering and
defines the detection volume (d: dashed). A single photoectiat (i) detects the fluorescence photons
as a sequence of single photon events. Finally, this photme tis numerically processed to extract
information on the measured fluorescent sample.

Classically, a broadband light source (incandescent lasmypged for fluorescence microscopy. How-
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ever, laser light provides a much better defined source fiaimbg a well-confined diraction limited ex-
citation volume. Therefore, the excitation light (a) wasdeled as monochromatic and spatio-temporally
coherent. An additional excitation filter (b) is usually vegd to block stray emission, i.e. bjug/ light
from gas lasers (pump light) or r@g light from solid-state lasers (spontaneous emissiohg Biolog-
ical sample under investigation is contained in a solveat,water. The induced fluorescence is due to
auto-fluorescent or specifically labeled structures. Ifinohobilized, these samplesfilise and rotate
freely due to thermal motion. The fluorophore is described dgpole absorbing photons at the excita-
tion wavelengthex and emitting fluorescence within a wavelength rangewhered > Aex for single
photon excitation.

As usual, we omit the time dependency expt), wherew = 21¢y/ 1 is the angular frequencyy the
speed of light and the wavelength in free space. And we assume a relative meagegtneabilityu, of
1 for all materials. Therefore, the refraction indeis given by the dielectric permittivity, = n?.

Excitation
field

Enhancement
factor

Eex( r_')’ t)

Emission
field

Fluorescence Excitation
lifetime

‘ ) Detection Y

efficiency
Qn(r, Q)
sec! 2.6

Fluorescence
emission rate

Texdfl

‘ (Qn (Rn),), e (Qn),, lex

Brightness

. Point sprea
profile

function

Fluorescenc
signa

[ [ QuRiic(r, Q. 1)
Vo

Figure 2.2: Overview of the fluorescence sigh@) calculation. The pathway starting from initial pa-
rameters as analyzed in this chapter is indicated.
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Under these assumptions, we decompose the general FFSpaxce

1. the excitation fielEex(P, t),

the excitation cross-sectios e,(F, Q) and the excitation ratesi (7, Q, t) of the fluorophore,
the photo-physical and photo-chemical response of toediinore,

the emission ratBs(F, Q, t) of the fluorophore,

the emitted fieIcE}Kr*, Q) from the fluorophore and

the detectionféiciency Qs (F, Q) of this radiation,

7. which yield finally the detected fluorescence sigriglfrom the sample.

R e

All these quantities vary in general with the positids: (X, Y, 2) and the dipole orientatiof = (0, ¢)

of the fluorophore, as well as with the wavelength of ex@tatand emission. The subscript refers to
the wavelength used for calculating the corresponding tifyaA graphical representation is outlined in
figure[2.2.

The main result of this description is the detected fluoneseesignall (t) from the sample. As stated
above, further processing and the analysis(dfis presented together with measurement results in the
following chapter 3.

2.1 Excitation field

The calculation of the excitation field for confocal exaat with high NA objectives was recently
published by Leutenegger et al. [3] (annexed). It is basethervectorial Debye diraction integral
expressed as a particular Fourier transform of the incifieldtin the aperture of a microscope objective.
The dficient implementation allows the calculation of the exaitatfield I?ex(r*, t) within a 3D volume
near the focus. With an 1.20 NA water immersion objectivesitakon volumes of 0.3fl to 0.6fl are
calculated forlex = 488nm and 633nm, respectively. At a glass—water interfaxeifation volumes
of about 70al can be achieved with a 1.45 NA oil immersion cibje. Figure 2.8 shows an example
calculation for ax-polarized excitation alex = 488nm.

0.4

-0.2

0
X [pm] 0.

-0.4

Figure 2.3: Intensity distribution near the focus of a 1.45 &l immersion objective. The iso-surfaces
showl ) = e 1+~ in the sample.



2.2. Excitation rate 17

In addition, in reference [7] (annexed), we showed resuitained with confined excitation volumes
in the near field of sub-wavelength apertures in an opaque lgger. With circular apertures afx/3
diameter, sampling volumes of about 50al fig, = 633nm were measured (see section 3.1). However,
the gold added a significant background, which was very semdo small irregularities in the nano-
apertures resulting from fabrication.

2.2 Excitation rate

This analysis is based on a classical description of akisorpind re-emission, i.e. the fluorophore is
described as an absorbing and emitting dipole. Any intifisiorophore process can be integrated in a
guantum-mechanical description, which will result in a sefassical analysis of absorption and fluo-
rescence. However, this is not of importance within the raork of this description as all molecule-
specific processes are given with the absorption and emispiectra and lifetime parameters. A detailed
guantum-mechanical description was recently given byrGieaal. [31].

Assuming a quickly rotating fluorophore, the absorptiorssrsectiornrey is isotropic (time average).
Such a fluorophore absorbs photons at a rate

Tex()

Ton(Po1) = lex(P> 1) (2.1)
ex
wherelgy is the excitation intensity given by
P l €0 * > =
e D) = 5[ R EG(FD Ee(r D). (2:2)

E:] denotes the conjugate transpose of the electric field vebhis isotropic description is valid if the
mean excitation timeey is much longer than the mean rotation timeof the molecule. Otherwise, the
orientation of the fluorophore has to be taken into accoum. 8xcitation rate is then given by

Re(n) \/5 EXT (1) P e, ) Eax(f) (2.3)
Wex Y MO

Tex(P Q1) = o

For a fluorophore with a single absorption transition dipthe orientation dependent absorption cross-
section is a diagonal tensor.

| cosy Sin@)| 0 0
T ex(F, Q) = oex(P) 0 |singsin® 0 (2.4)
0 0 | cosO)|

2.3 Fluorescence

The Jablonski diagram 2.4 outlines the molecular energgldeand electronic states as well as the tran-
sitions governing fluorescenc®y is the ground state of the fluorophof, the first excited state anty

the lowest triplet state. In thermal equilibrium, the ocatipn probability of the energy levels is given
by the Maxwell-Boltzmann distribution. The energyfdrences betwee8y and the excited states are
suficiently large that within a very good approximation all flaphores are it5o. 7|, Tnr, Tisc andrr,
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(@

Energy levels

keT}

Singlet states Triplet states

Figure 2.4: Molecular energy levels, electronic statesteansition ratesx(;). Thin lines indicate vibra-
tion and rotation sub-levels of the electronic states.

are the fluorescence lifetime, the non-radiative transilii@time (internal conversion), the intersystem
crossing lifetime and the triplet state lifetime, respeslii. o4 iS the average excitation time as calculated
previously.

When absorbing a photon (blgg with wavelengthle, the fluorophore becomes excited, that means
it transits fromSg to one of the excited singlet stat8s. The absorption is strongest if the photon energy
matches the energy ftierence for a transitioy — S;. If the absorbed photon energy is higher, the
excess energy is usually dissipated within a few picosexaludvn to the first excited stat® (black
«~), that is the fluorophore does not staySp

After the absorption, the fluorophore relaxes to a low sule¥S; before it returns t&g or transits
to T, by a non-radiative intersystem crossing. A radiative titaorsto Sg (green]) leads to the emission
of a fluorescence photon with wavelength > Aey. Internal conversion t&g (black {) is mostly due
to collisions with solvent molecules inducing energy tfan®r dissipation. From the triplet stalg,
the fluorophore returns 8o (dark red.~) by emission of a phosphorescence photog & 1) or by
energy dissipation. Because the transiti®is— T1 andT; — Sg are spin-forbidden, they occur only
with low probability. This makes the triplet stafe metastable with a lifetimer, in the range of micro-
to milliseconds or even longer, whereas the lifetirgeof the excited stat&; is only a few nanoseconds.

The fluorescence process is described in standard textbiomksakowicz [32]. A short summary is
given in the appendix A. Taking into account j&, S; andT1 and solving for the occupation probability
Ps,, the average rate of fluorescence emissions per molecutgamed:

Rfl = an (2.5)
Tex + Ts; + UiscTT,

wherers, = (15} + 7o + Tig) "L is the singlet state lifetimeys = 7s, /71 is the fluorescence quantum

yield andgisc = 7s,/Tisc iS the intersystem crossing probability. The denominat@r+ rs, + Gisc7T,
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corresponds to the average cycle time. At strong excitatign — 0 and the fluorescence emission
saturates as exemplified by figure 2.5 for Rhodamine Greeratarwlf this fluorophore is excited near
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10 . .
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Figure 2.5: Saturation of Rhodamine Green in water for ekcib intensitiedex above the saturation

intensity lexsat = 1.65mW/um?. Assuming a quantum yields; = 52%, the maximal emission rate is

RfLmax = 87MHZ

its absorption peak in a confocal configuration with a 1.20 Water immersion objective, it is not
uncommon to reach detection count ratesz0f00kHz per molecule (kCPM). For instance, a focused
laser beam with a power of 4QW at ey = 488nm or 16QW at ey = 514nm results in an emission rate
R:| ~ 25MHz. The average brightne8scan then be as high as about 200kCPM depending on filtering,
transmission and detection losses.

As a rule of thumb, an input pow&%gy > 10QuW results in a fluorescence powRy; < 1pW/molecule
on the detector. For single molecule detection it is theeetd vital importance to detect no more than
about 10° Pey of laser light (background). On a confocal microscope fstance< 0.1% of the laser
power is back scattered in the sampling volume (far fromoapinterfaces). The dichroic mirror trans-
mits ~ 1% of this laser light and the band pass filter a fractior df0-°, respectively. In this example,
only a fractiong 107! of the initial laser light reaches the detector which resinta background count
rate of~ 1kHz and a signal to background ratio (SBR)00.

So far, we assumed that the fluorophore characteristics talteo with time. But real fluorophores
undergo chemical interactions gadpermanent structural changes. For instance, bleachiag irre-
versible chemical or structural modification of the fluoroghblocking the fluorescence emission. As a
major consequence, the information yield per fluorophorgtisiately bleaching-limited.

As such, bleaching is a rather complicated phenomenon dtnetmany possible pathways [33, 34,
35, 36]. Figure 2.4 just outlines one of the major processasely the photodecomposition of the
fluorophore at a rate/y, from the triplet staté’;. Bleaching fromr; is important because (a) the triplet
state is long-lived, that means that energy transfer tasoafi partners is likely, and because (b) oxygen
is an dficient triplet quencher, thereby becoming a radical. In tldi indirect bleaching fronTy is
probable if secondary excitations by lightTe occurs because the energy of higher excited states can be
suficient to photo-dissociate the fluorophore directly.

In general, every excited state can be associated with @tbignrate accounting for all potential
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bleaching processes initiated from that state. From thieefi@ted stateS; and Ty, bleaching is mainly
attributed to chemical reactions with binding partnershadluorophore’s excitation energy significantly
lowers the activation barrier. From higher excited stédgsand T,,, bleaching due to broken chemi-
cal bonds can become significant or even dominant. In coesegu the overall survival time of the
fluorophore depends strongly on the excitation intensityuile 2.6 sketches the average number of
fluorescence photons per fluorophdg versus the excitation intensitisx. For weak excitationNp,

250

2000

1500

1000

Npi [kphotons]

500

10° 10" 10"

10’ 5
lex [W/m?]
Figure 2.6: Average number of photon emissions before hlagd\y versus excitation intensithsy. Np
decreases due o, — T, excitations, which become significant at about the saturdtitensity in this
example.

10

is maximum and does not depend lgp Introducing a bleaching ratfgllss from statess the average
bleaching probabilityg, per cycle is expressed as

Oot = 1- l—[ (1-Ops9) =1- (1 - )(1 — Qisc n ) (2.6)

Thl,Sy Thl, T,

where g ss = Tgﬁss- occupation timgcycle is the bleaching probability from stags The average
fluorescence yield per fluorophore is then simply

as
Np = —. 2.7
b= oo (2.7)

At medium excitation, secondary triplet excitation — T, becomes significant (relj andNy decreases

[37, 38, 39]. Taking into account only triplet transitiolg < T, Wherer(;iTl = 0exT, lex/Tiwey is the
mean excitation rat&€; — Ty, the bleaching yield fron, is given by

T

Qoi.T, = 1- (1 - —
Tol.Ty

)QiscTTl /Tele (2 8)

where the exponent is the average numbeF0f T,, excitations per cycle. For strong excitation, even
secondary singlet excitatiol® — S, are possible andlly is further decreased. Fluorescence measure-
ments are commonly performed at weak to medium excitatigmitions. However, strong excitation

is easily encountered with pico- or femtosecond pulsed leseitation, even if the average excitation
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intensity is lower than for cw excitation. For instance, fplwoton excitation canficiently excite many
fluorophores due to the broad two-photon absorption spdstrait is known to enhance bleaching by
exciting higher singlet states, angor high vibration levels 08;.

2.4 Emission close to planar interfaces

The previous sectidn 2.3 described a fluorophore residisigéna homogeneous medium, e.g. far from
any interface. This section describes the interaction efltiorophore with planar layers and calculates
the emission rat®s(F, Q, t).

The decay rat& of an electronic state defines the overall rate of all detation channels from that
state. In general; contains a radiative decdym,and a non-radiative decdy;, and is simply

I(F, Q) = Tem(T, Q) + Tnr . (2.9)

I'em is associated with electromagnetic radiation in, and aaon with, the environment; whereBs
stands for any non-electromagnetic dissipation, i.e. &msic relaxation. The presence of a layered
structure #&ects the radiative decdyn, of the fluorophore because it modifies the local density désta
(LDOS). For instance, a high index medium in the near fielchefftuorophore increases the LDOS at
the fluorophore position. In consequentey, increases, or equivalently, is shortened, because more
radiation modes are available. On the other hdig s assumed to depend only on the fluorophore’s
microenvironment. Thereforé,,, is not &fected by the position and orientation dependent LDOS but
rather by adsorption to a surface.

The dissipated power in a semi-classical picture is givetnbydipole—light interaction. In a quantum-
mechanical description, the dissipated power is analyz#dtive transition probabilities and results in
equivalent formulae. In the following, the dissipated powia point dipole with fixed dipole momejat
is calculated for two cases:

a) inside a homogeneous medium, e.g. far from interfaces, an
b) near a planar structured medium, e.g. near planar icgsfa

First, case (a) is calculated as reference for obtainingathii@tive enhancement factefr, Q) in case (b).
Becausd ey = P/hw, the radiative enhancemepr, Q) = I'en(l, Q)/Temes iS reproduced by the ratio
P(r, Q)/P«, where the subscripb indicates the unperturbed case (a). In this context, weldh@ep in
mind that the dissipated power describes the total poweitehiria the dipole field, i.e. photon emission
as well as radiative loss.

In the late seventies, Lukosz calculated the emission afrédeand magnetic dipoles near a planar
dielectric interface [40, 41]. In the eighties, Burghardd@hompson [42] and Hellen and Axelrod [43]
refined the calculation for TIRF microscopy. Recently, Nioyo[44] revisited the theory for calculat-
ing the light field of interacting dipolar particles; and N#ef45] unified the description of a classical
dipole near a dielectric interface with a simple input—otitiormalism based on the Lorentz reciprocity
theorem. The following description relies on the generebhilgiven by Ford and Webber [46]. This
description is particularly advantageous because onlgléneric field at the dipole position is required
for calculating the dissipated power. Figure 2.7 introdutte coordinate system for the calculation. The
total dissipated power of a point dipole (fluorophore) atifpms rp is given by

pP= %Im (- E(ro) (2.10)
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Figure 2.7: Dipolei located atrp above the first interfacen; is the refraction index of the upper half-
space £ > 0) around the dipolen, is the refraction index of the lower half-space< —d) andn; the
refraction indices of the intermediate layersi(< z < 0).

whereji is the dipole moment anB(F) the electric field radiated by this dipole. The dipole isatized
as a current sourcf) = —iwiZ5(F — o) in medium 1 and the radiated field has to fulfill the Maxwell
eqguations.

% x E(1) = o H() % x H) + om o E0) = (0 (2.11)

Using time harmonic fields and a plane wave expansion

E(r) = fE’kexpaE- P) dk (2.12)
the Maxwell equations (2.11) read as
K x (Kx Ex) + KEx = —wuo 6(F = Fo) . (2.13)

Solving for the electric fieldE, propagating alonﬁ yields
oW, kx(Kxi
Ex = —uoexp Cik - rO)k_f [y + kz(fk;)) . (2.14)

Substituting this expression in (2.12) and splitting theral and axial integration, an integral represen-
tation of the radiated field is obtained.

2
1

+00

L kx(kxp) .
X f dk, {,U + kg——kl"}) exp(ikz(z — z))

(2.15)

—00
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The k; integral is a contour integral in the complex plane, which ba evaluated using the complex
residues at the first order polles= +k;,. With I?l = I?Xy + Kiz(z - 20)/|1z — 2o, the electric field is then

2
E(P) = —27r,uo% f dR)xy exp(“zxy' (r- r_)0))
1 (2.16)

i - =d — .
X 30(2— 20)jl; + =—K1 x (Ky X i) exp(ikizz—z0]) ¢ .
2klz

The first term does not contribute to the dissipated powealre it is real valued. The second term is
imaginary only forky, < ki, which is the far field radiation domain in medium 1. Now, thssgated
power is obtained with (2.10) and

2 Ay
E(Fo) = —imuo™ f klxyklx(klxﬁ) 2.17)
Z

Integrating over all directions d?xy yields

kg
mpow’ k. .
p,, = ZHo f ooy (222 + (2 — K&l (2.18)
2k1 J K1z
and the dissipated power is finally given by

2
Pe = §n2u0w3k1|ﬁ|2 . (2.19)

Note Equation|(2.16) describes the electric field by the couplietyveen the dipole momejitand the
electric fieldEy, i.e. by a projection ofi onto Ex. The projection is expressed By x (ki x i), which
requires particular attention if I(&l) # 0. This is taken into account using equation (2.20) below.

In the second case (b) where the dipole is near to planafaces, the radiation towards the interfaces
is partially reflected and interferes with the direct radiaEy of the dipole as outlined in figure 2.8. The
calculation involves the reflection cﬂieientsrfr’s at the interfaces; — np, for p- ands-polarized fields
EPS. Therefore, the field in equation (2.16) is separated inpthend s-polarized components using the
vector identity

—Ku x (K x i) = (B- DB+ (S- @)S (2.20)

wherep = ky,& + k6 ands = k; & x &, with the unit vectors,, = Exy/ kxy andé&, = (0,0, 1). Hence,
the first term gives th@-polarized componerlff and the second thepolarized componenflf. Using
this in equation(2.16), the field propagating towards therfaces is

—

2 (ke o _
EY(P) =inuo7, f ~— exp(iKy - (F = o) ~ ki~ 20)) (B P +(S- DY . (2.21)

k_f k1z
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Figure 2.8: Coupling of the dipole momemtvith the electric fieldsEy represents the direct dipole field,
E, the reflected field an#; the transmitted fieldSis perpendicular to the incidence plane, wherga®
andd are parallel to the incidence plane.

The total field in the region < z < z is this downward propagating dipole field plus an upward
propagating reflected field. Upon reflection, thgolarized component becomes proportionafjte:
kyy€& — ki-Ey. Therefore, the total field in this region is

2 rdky o .
ENF) = im‘”—z f k—y exp(ikyy - (7= o) + ikazZo)x
{(- i) (exp( ik,2) B+ 1, exp (kiz2)d) + (8- ) (exp Cikiz2) + 15, exp (Ki2)) §)

Whererfr’ﬁ are the reflection cdicients on the structune; to ny, for p- and s-polarizations. The power
dissipated by the dipole in the presence of the planar ated is obtained by inserting (2/22)(in (2.10).
Integrating over all directions d?xy, the dissipated power for a dipole at positiois

(2.22)

P(F, Q) = 'u O f dkxy 2k2 1+rfmexp(2klzz)) ||

(2.23)
[k2 (1+r5,exp (Zklzz)) + |y, (1= 5 exp (Ak1z2))| i)

The dissipated power in case (b) can be rewrittelP@splus a contributionAP,(F, Q) from /i, per-
pendicular to the structure and a contributiaRy(F, Q) from [y, parallel to the interfaces. That is
P(F, Q) = Poo + APL(F, Q) + APyy(T, Q) with

n ,uo(u

APLF, Q) = f dkxy— exp (akyKeyr ) Jid*  and (2.24)

1

AP, Q) = = “0‘“

f dkxy ? exp (ksz2) (s~ K )l (2.25)



2.4. Emission rate 25

Figure 2.9 shows results for a horizontal and a vertical ldipear an air—glass and a water—glass inter-
face, respectively. The dissipated power is significamtliyaeced if the dipole-interface distance is less

1.4 T :
E e AP, at air-glass
1.2¢ — AP atair-glass
B - APZ at water—glass
10 = — AP atwater-glass
2 08 -
o
a
4 06’
0.4
0.2r
0.0 . / 1 — :—--—
0.0 0.2 0.4 0.6 0.8 1.0
Zp/ As)

Figure 2.9: Enhanced power dissipated by a vertical andiadrdal dipole near an interface.

than abouti; /5. For the horizontal dipole, the power enhancement shovwsseaitiation caused by the
interferences between the direct and the reflected field oiunel (air, water). For the vertical dipole,
the enhancement simply decreases with increasing distappeoximately exponentially). In addition,
the enhancement is significantly stronger for the vertigadlé, which reflects the stronger coupling of
the p-polarized near field in medium 1 to waves propagating atrsciiéical angles in the denser medium
2 (glass).

Now, the interaction of a fluorophore with planar interfacas be calculated. Taking into account
that |ii;] = |ilcos® and |fix,| = |ilsin®, the radiative enhancement factgff, Q) is given by 1+
AP4(F, Q)/Ps + APyy(F, Q) /Peo.

rook
Y(P,Q) =1+ 4—?;3Re f dkxyk—fz’ exp (Aky2) {2G,17 cos' ® + (K5, — k2,rD ) sin? ©) (2.26)
1
0

In the limitz — oo, the integral vanishes which corresponds to the homogenease (a).

As shown in the Jablonski diagram (figure 2.4), the singkties; decays via three decay channels.
The fluorescence decay is attributedltg, and the other decay channels are attributefi,tp namely
non-radiative decay and intersystem crossing. The fluerescdecay rate is noy#(F, )/, which
reduces the singlet state lifetime to

1 1\*
7l = (ﬂ P —) L S (2.27)
Yo\t Tr Tisc Y df +1-0s
The quantum yield is increased to
. Ts Y1 A
q=—2=—"T" (2.28)

Ty yndn+1-qn
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and the probability of intersystem crossing is decreased to

’ Cisc
= ——————— . 2.29
e = 3 an + 1- an (2.29)
In addition, the triplet decay rate is increased. Assumhmgg radiative decay (phosphorescence) with
probability gpp, the triplet state lifetime reduces to
’ TTl

L = . 2.30
i YphOph + 1 = Qpn ( )

In summary, the vicinity of a planar structuréects the rate of the electromagnetic emissions of the
fluorophore. This influence manifests itself as a modificatibthe excited state lifetimes as well as the
fluorescence quantum yield. The emission rate, e.g. theofatee fluorescence transition as given by
equation|(2.5), is in the general case given by

Ru(F Q) = yu(F, Q)%Pgla) . (2.31)
1

We should keep in mind thdks(F, Q,t) is the radiation rate into ffierent channels. This radiation is
either transmitted to the far field in medium 1roy coupled to a wave-guide mode or surface plasmon,
or absorbed in the structure. For instance, if the fluoroplamproaches a metal, its emission rate will
significantly increase as well &%, does. But this increased emission is counter-balanced cesased
energy dissipation, i.e. due to electron-hole excitationthe metal. For a fluorophore—metal distance
< 20nm, the energy loss becomes so dominant that the obserflablescence intensity igfectively
lower than that far from the metal (c.f. also [47, 48]).

2.5 Emitted dipole field

In this section, the far field emission is calculated in viefadescribing the collection feciency by
the microscope objective. For this purpose, the radiate@idi is described as a plane wave spectrum
according to equation (2.12). Analogous/to (2.16), (2.21)@.22), in medium 1 it is given by the dipole
field superimposed by the reflected field, both propagatinguitds the collection optics.

_ . w”exp ik o)
Bl =in T ke (2.32)
x{(d 2+ (B A 1y exp (Akaz2o))  + (8- ) (1 + 5y exp (kaz0)) §)

The far field spectrum in medium is given by the transmitted downward propagating field. Taag-
mission coéicients through the structure are giventhy = tmikiz/knz and the field spectrum is

w” exp Ciky - o)
2~ Kmz
whered is the total thickness of all layers ald= ky,&, + km£yy.

Figure 2.10 shows the far field spectrum emitted by a horgatipole along thex-axis. In case (a),
i.e. no interface, the dipole radiates homogeneously ardsraxis (thin lines outline thezandyzcross-
sections). In case (b), i.e. on a glass—water interfacedifh@e radiates mainly into two lobes in the

EY = inuo ((B- @)R,0 + (S- )5, ) exp (-ikiml) (2.33)
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Figure 2.10: Radiated angular power densitjEy|2 for a horizontal dipole along theaxis (arrow). The
dipole is located at the glass—water interface.

yzplane (thick lines). The maximum radiation indicates thigaal angle for total internal reflection at
the interface. The total radiated power increases by less10%, but more than 69% of the radiation is
directed into the glass. Compared with case (a), the ratifde/er is substantially increased in the glass
whereas it is decreased by about 33% in the water.

The emitted field?n(ﬁ Q) can be calculated from these far field spectra of a dipol@sitipn r’ with
orientationQ. This representation asl%lspectrum of thep- and s-polarized components is required
anyhow for calculating the propagation to the pinhole irtisec2.6. We would like to emphasize that it
is important to consider the fluorophore afix@d powerdipole, whose power is imposed by the current
emission rate. Therefore, we could require(F, Q) = Ry (F, Q, t)aw for normalizing the dipole moment
|d(F, Q)| right here. Instead, we include this normalization in theedgon dficiency when dividing the
detected power b (F, Q) for obtaining the detectionfigciency Qs (7, 2).

2.6 Detection #ficiency

The detection #iciency can be considered as the complementary part of thatoxa field. In the
following, it is defined by the probability of receiving a gba in the detection aperture (pinhole) if
this photon was emitted at positighby a fluorophore with dipole orientatiof2. Figure 2.11 summa-
rizes the calculation of the detectioffieiency Q¢ (F, Q2), which is accomplished by calculating the ratio
adT1Pp(F, )/P#i(F, Q) with Py the power transmitted through the pinhatg.is the quantum yield of
the detector and s the transmissionf&ciency of the filter set, both at the fluorescence wavelength

Pp(T, Q) is obtained by integrating the intensity falling on thehmife. This requires calculating the
electromagnetic field in the pinhole plafie Using the superscriptp and s for the p- and s-polarized
components, the calculation of the field in the pinhole caauimlivided into three steps:

Step 1 The fluorescence emission is collected by the high NA olyjecti

The emitted fieldEy in the direction of the wavevectdt is calculated based on equations (2.32)
or (2.33). The fieldE, collected by the objective is essentiali, but the phase is referenced to the
object focusF,. Reversing the calculation of the excitation field in [3] famed) leads to the fielH,
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Figure 2.11: Calculation of the electromagnetic field inpirehole planep.

in the objective aperturé (the reciprocity in optics was recently reviewed by Pott#8]]. Considering
mediumn,, as the immersion medium allows us to identify= ny, andk; = ky,. Recall thatf andR
are the focal length and the aperture radius of the objewatittenumerical aperture NA. Then, equations
(1,8) in [3] read as

R S (koNA)?
The electric field arriving at the apertufeis then
koNA
Eg’s(xa y) = Tttp’SE(r))’S(an ky) (235)

The transmission cdicientsty; given by equations (21,22) in/[3] were calculated from therapeA to
the immersion. For the reverse direction, they are givetiby nita; (A is in air).

Figure' 2.12a shows the electric figld,| in the apertureA of a 1.45 NA oil immersion objective
observing a dipole in the focus at the coverslip—samplerfante. For ax-oriented dipole (left), the
field is relatively homogeneous at sub-critical angles (NA.33). At super-critical angles, it exhibits a
significant increase in particular perpendicular to the®i@xis, e.g. along thgaxis. Along thex-axis,
the field vanishes right at the critical angle. The vertidalote (right) emits a rotationally symmetric
field (p-polarized), which is particularly strong at super-catiangles.

Step 2 The fluorescence emission is propagated to the tube lens.

Because the field distribution i can be described as paraxial and the propagation distgnce, >
120mm, the Fresnel approximation for this free space prafjgagcan be applied. In general, the Fresnel
approximation is valid for

n 2
(zp—2)° > o max((Xa = Xp) + (Ya - Yp)?)" - (2.36)
This is a sifficient condition, which would demand a propagation distageez, > 500mm. However, if
the main contribution of the fielH; at point Kp, Yp, Zp) comes from pointsxg, Ya, Za) close to a, Ya, Zp),
the Fresnel approximation is also valid for smaller propiagadistances. This is achieved with the
pseudo-paraxial Fresnel transformation for removing theexfront tilt [50] and an equivalent transform
[51, 52] for reducing the wave front curvature.
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(a) Electric field | in the aperture. (b) Electric field|E,| at the pinholep.

Figure 2.12: Electric fields in the aperture of a 1.45 NA oihwersion objective (a) and at the pinhole
(b) for a dipole at the coverslip—sample interface. Thdeint (b) indicates thex50um pinhole. The left
half-pictures show the field of the horizontal dipole. Thédfief the vertical dipole is shown in the right
half-pictures.

Step 3 The fluorescence emission is focused onto the pinhole.

The field E}, near the focug; in the pinhole plane is calculated with the Debyétrdiction integral
following the method by Leutenegger et al. [3]. If the foaugsiangles are small, the Fraunhofer approx-
imation may be used.

Figure 2.12b shows the electric fielao| at the pinhole?. The image of the horizontal dipole resembles
a deformed Airy pattern, whereas the field of the verticabllips strongest in a ring around the axis.

0.5

x [um] 0.5 05

Figure 2.13: Detectionficiency of a 1.45 NA oil immersion objective focused on thearaylass—water
interface. The iso-surfaces sh@y,(F) = e 1+~4Q¢(0) in the sample.

Figure 2.13 shows the average detectifiiciency for a 1.45 NA oil immersion objective observing
randomly oriented fluorophores emitting at a wavelengih= 525nm near the glass—sample interface.
The projected pinhole diameter is5dm on the interface, which results in a hemi ellipsoidal dibec
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volume of Q7um base diameter and3hm axial extension. AssumingyTs = 1, the peak detection
efficiency at the focus is about 27%, which is aboutx-Hetter than with a 1.20 NA water immersion
objective collecting fluorescence emitted into the samplédpace (i.e. used by Lieto et al. [28]).

2.7 Fluorescence signal
In fluorescence fluctuation spectroscopy, the detectedeigence signal is given as
I(t) = f Q11(F, Q)c(, Q, H)Re (P, Q, t) dQ dP (2.37)

wherec(r, Q, t) is the sample concentration and orientation density giwethe concentration(r, t) at
positiont times the probabilityP(Q, t) of occupying the orientatio®. I(t) is the count rate of photon
detections, which is equivalent to the number of detectienes within a short time intervalt in the
photon traceJ (t) as shown in figure 2/1.

The observed count rate summarizes the spatio-tempotdbditon and orientation of fluorophores,
their emission rate and the detectioffi@ency. | (t) forms the basis of every FFS experiment and the
subsequent analysis principally evaluates its tempo@lgen andor its distribution. However, an ana-
lysis based on equation (2.37) is rather complex and curoiyersin particular if the time-dependency
needs to be taken into account as with FCS for instance. fadgly, a number of simplifications apply
for the majority of measurement cases. For instance, ifrdmestational diusion is much slower than
the rotational dtusion and the lifetimes, of the excited state much longer than the mean rotation time
7¢, the orientation dependency as a whole can be evaluatedra fitie excitation rate is then given by
equation[(2.3) and (2.4) averaged over all orientati@ns

i) = | dO | P(Q(O, @), t) Tor(F, (O, ¢), 1) di (2.38)
[ ]

Further assuming a homogeneous angular distriblR{en t) = 1/4x, the excitation rate is given by
—1/» 1 e —1/» —1/>
ok (P 1) = 3 (Tex (P Q2. 1) + Tox(F Qo 1) + T (P Q. 1)) (2.39)

where the terms are the excitation ratesZqrx- andy-oriented fluorophores. Of course, this is exactly
the isotropic excitation rate described by equation (B&tause ofs, > 7, the emission anisotropy
is not correlated with the excitation anisotropy and thession rateRy|(F,t) can be calculated with
equations(2.27) to (2.31) using the average enhancementday () andypn(r), where

1
yiton(®) = 5 (vipn(F Q) + y11.pn(F. 2 + vipn(. Q) - (2.40)
Similarly, the average detectiofffieiency at’ is obtained by
1 P P P
Qn() = 5 (Qn(". Q) + Qn(F. Q) + Qn(. Q) - (2.41)
Therefore, equation (2.87) simplifies to the common isatregpression

I(t) = f QP HRA (D AV . (2.42)
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This isotropic description also applies for measuring gdarumber of randomly oriented fluorophores,
such that the anisotropic fluorescence response is aveoaged

Note that the time-averaged respor@g(r)Rs () is the brightness profil8(r), that is the detected
count rate from a fluorophore at positiGnNeglecting fluorescence saturation, the brightness prisfil
commonly approximated bB(F) ~ oexdsi Qs (M) lex(P)/hwex and represents the point spread function
(PSF) of the measurement system, also called moleculetibetefficiency (MDE). Calculation exam-
ples are given in the following chapter.



Chapter 3

Experiments

3.1 Near field excitation on structured surfaces

Scanning near field optical microscope (SNOM) is a well-knowvear field imaging technique. SNOM
probes are typically metal-coated conical glass fibersngndiith or without an aperture at the fiber
apex. Apertureless probes are sensing through plasmdei@ation between the sample and the fiber
core. They are typically used as near field sensors, whoskities beyond the diraction limit is due to
the sharp metal tip at the apex (in the order of 50nm to 100@m)the other hand, SNOM probes with
a nano-aperture have a relatively flat uncoated apex, wiijsbses the fiber end directly within the near
field of the interrogated sample. The light transmissioruti@ently high for applying these probes as
efficient near field light sensors.

Motivated by the search for ever smaller sampling volumesnfare figure 1/1), near field illumi-
nation concepts were recently adopted for FFS as the NA ofectional optics cannot be increased
substantially beyond 1.45 with glass substrates or 1.6 s@pphire substrates. For instance, Levene et
al. [25] were among the first using near field excitation forSH@ exploiting the confinement of the
sampling volume inside a sub-wavelength sized apertumigfir a supported metal film. The aperture
diameter was about an order of magnitude smaller than thelemgth. Epi-illumination of such an aper-
ture creates a strongly evanescent field inside the apehianee a very confined excitation volume at
the entry. In addition, fluorescence detectionfiicent at the very bottom of the aperture and in partic-
ular at the aperture edge. The sampling volume was showee 4« bal allowing micromolar sample
concentrations.

Using FCS, we characterized the light confinement obtainiéd mano-structured surfaces (c.f. Leu-
tenegger et al. [7] in the annex). Adopting the principle ofaperture SNOM probe, we calculated the
light transmission through a metallic aperture as well adight distribution at its exit. Figure 3.1 shows
the light distribution through the back-illuminated apeet The excitation wavelength.x was 633nm
and the laser beam was focused with &eaive NA of about 0.6. Figure 3.1a sketches the electrid fiel
through the aperturez( = 150nm, 150nm thick gold layer on glass substrate). The émtifield isx-
polarized and propagates through the aperture mainly viaciplasmons on the aperture wall at the left
and right. These surface plasmons dterently excited because the local polarization is perpandr
to the aperture wall (gold—water interface). At the aperexit Z = 150nm), the field is strongest within
two crescent-shaped volumes near the aperture rim as shdwguie 3.1b. The plasmonic fine structure
extends up to about 50nm above the aperture. It is then exttlmsan ellipsoid-like volume witlx-, y-
andz-half-axes of about 140nm, 100nm and 80nm, respectively.

Figure 3.2 shows a first array of nano-apertures in a 150rchk guld film. In this array, the apertures
had a diameter of 420nm and were aligned on a square grid vitim2attice. This figure exemplifies
irregularities of the aperture rims @a20nm. Improved fabrication procedures led to irregulesiof less
than+10nm. The following measurements were performed on thepeowed arrays.

FCS measurements were performed using an aqueous Cy%sadiiti2nM or 30nM fluorophore
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Figure 3.1: Light distribution inside and above a nano-aperin a gold film.
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Figure 3.2: Array ofz420nm apertures in a 150nm thick gold film.

concentration. This sample was filled in .99 gap between the structured gold layer and a glass cov-
erslip. The induced fluorescence was collected through diierslip with a 1.20 NA water immersion
objective (C-Apochromat 4R 1.20w, Carl Zeiss) and imaged on a multimode fiber with/835Qum or
10Qum core diameter. A single photon counting module (SPCM-ARIR-C, PerkinElmer) detected the
photon sequence. This photon trace was then correlatedawitirdware correlator (Flex990OEM-12C,
Correlator.com) and the correlation cur@¢r) was analyzed using a non-linear least squares fit on the
model curve.

For FCS, the normalized auto-correlatiG(ir) of the photon tracé(t) given by

T-7
[ 1Ot +7)dt
() = @It + 7))

ey o (3.1)
1) (I "
A It +1)) Tfm)dt}l(t)dt
0 T

is compared against a model curve calculated with the brégist profileB(r) and the difusion properties
of the sample. For a standard three-dimensional GauBgfamnd unconstrained flusion, an analytical
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model curve can be derived [5,/20, 53, 54, 55].

G =G +1—'—le A R PO _1/2+ P oxp(-Z (3.2)
@ = B i) N K274 1-p P\ |

whereG,, ~ 1 is the correlation amplitude in the long lag time limit—> oo, N is the average number
of molecules in the sampling volumey is the lateral diusion timeK is the ratio of axial over lateral
extension of the sampling volumB; is the triplet state population anglis the correlation time of this
triplet state populationlg is the background count rate aki} is the mean count rate (fluorescence
intensity and backgroundy. was assumed to bg2 because of the half-ellipsoid excitation volume [8].
It is evident that the fective brightness profile is not 3D Gaussian and tifiision is at least partially
constrained near the aperture. Despite of the crude appadixins, this simple model equation provided
reasonable fits as figure 3.3 shows. In free liquid and for @@mrh aperture, equation (3.2) fits well with
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Figure 3.3: Auto-correlations and fiG(r) versus lag timer for aperture diameters of 125nm (blue
circles), 490nm (red points) and for free liquid (black ddt measured with a Cy5 concentration of

30nM. Inset: Fit residuals(r) = Gyt /G(7) — 1.
Reprinted from Leutenegger et al. [7] with permission byi©pExpress.

low residuals. Deviations were mainly observed gox 200nm because the volume inside the aperture
becomes comparable to the volume above the aperture. Fb28men aperture for instance, the fit shows
significant residuals and even a bias at large lag times. if@less, the extractedftiision timerq is a
good approximation because it accounts only for tHuglion in thexy-plane. In addition, the number
of moleculesN depends mainly on the correlation amplitu@dé) and the triplet probability and is only
slightly afected by the choice of theftlision model.

It is worth noting that the trans—cis isomerization procetghe Cy5 molecule was fitted with the
triplet state parametéﬂSWidengren and Schwille [54] studied this process with FC8 fmund the
triplet state population neglectable for excitation irsigias < 30kW/cn?, which is also the case here.
The isomerization process dominated the shape of the atorelcurve forr < 10us, resulting in an
apparent triplet state population ©f40%.

1 The isomerization as well as the triplet formation are babaiibed by the same model curve, which easily confuses the
attribution of a feature in the measured correlation cuove particular molecular process.
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Figure 3.4: Difusion time assuming a three-dimensional Gaussian PSF.

Figure[ 3.4 shows the lateralfflision timerq measured on apertures with various diameters. The
diffusion time was expected to scale with the aperture areajshat o« 2, up to an upper bound
of ~ 25Qus, which is set by the diameter of the focal spet {00nm). A nearly linear increase was
observed for aperture diameters from 125nm to 520nm. Galounk of the excitation volumes showed
that the sampling volum¥ should scale with at Ieasﬁ/2 because the axial extension of the volume
decreases faster thaviz. This leads to a sampling volume ef30al above 150nm apertures, this is a
16x confinement of the sampling volume compared to the uncansttaconfocal sampling volume.

We measured further the average num¥ef fluorophores in the sampling volume for a Cy5 concen-
tration of 12nM and 30nM. Even thoudh is a direct measure &f, the measured values scattered in a
much broader range due to two major reasons:

1. N is more sensitive to variations in the excitation field peottanty. In fact, without knowledge
of the excitation rate and the detectiadffi@ency in the entire sampling volumi, cannot be nor-
malized accurately. The excitation rate was expected tinkarly proportional to the calculated
excitation intensity, which was far from the saturationelleof the fluorophore. A full theoretical
calculation would take account of the detectidticgency and the fluorescence process as well.

2. N is dfected by the signal to background ratio (SBR) wherggis not. Unfortunately, the gold
layer added a significant background because of electrngair formation and luminescent re-
combination. In addition, fabrication irregularities ledrandomly distributed gold nano-particles
inside the apertures and on the rims. This gold "dust” wasqaarly luminescent, such that the
background rate varied easily an order of magnitude betweediterent apertures.

Despite these issueld,showed a & better confined sampling volume than without the apertursum-
mary, back-illumination of apertures with sub-wavelendigimeter results in a confined near field above
the aperture. This near field excitation is suitable for FESduffers from background luminescence
depending upon the choice of the excitation wavelength hedrtetal. Trans-illumination provides an
improved sample mobility compared to an epi-illuminaticheme, where the flusion of the sample is
much more #ected due to the vicinity of surfaces all around the molecule

The background issue can be better mastered with silvengratiicular with aluminum films (Rigneault

et al. [30]). However, these metals are not inert when inacinwith water, that is corrosion may become
a limiting factor. Ultimately, the aperture could be sealdth a dielectric, i.e. filled with glass, which
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would completely suppress sampldtfdsion inside the aperture. Such a sealing would furtheeasz
the intensity transmitted through the aperture and woutvige a tool for observing the activity of
immobilized enzymes for instance.

3.2 Dual-color total internal reflection fluorescence fluctation spectroscopy

As outlined above, near field excitation with nanoholes ptes confined, individually addressable ex-
citation volumes suitable for FFS. These small volumes telbw the far field diraction limit are a
matter of choice for investigating samples at micromolanimlecule concentrations. However, the fab-
rication and handling needs more improvements before becpanversatile platform for biological ex-
periments. Nevertheless, the demand for smaller samptilugnes motivated by applications demanding
higher concentration persists. Therefore, we investibatditerent approach for achieving small sam-
pling volumes with comparably simple sample preparationti%ted by promising experiments with a
novel total internal reflection FCS setup by Hassler et &}, [2 next generation TIR-FCS instrument for
dual-color investigations was developed and charactéfizé. Leutenegger et al. [4] in the annex).
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Figure 3.5: Current dual-color TIR-FFS and imaging platior

Figure! 3.5 outlines the current state of this next generaitistrument. It is now the platform for
dual-color FFS measurements in the evanescent field crbgt&tR at the coverslip—sample interface.
It provides TIR fluorescence microscopy and dual-color coalf FFS measurements as well. Two ps
diode lasers (Sepia Il PDL 828 system with LDH-D-C-470 andH-D-C-635B laser heads, PicoQuant)
provide linearly polarized beams with 635nm and 467nm centeelengths, respectively. The laser
powers are controlled by neutral density filters in additiothe control setting of the laser driver. The
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beams are passed through polarization maintaining fiberddaning up the lateral beam profile. After
collimation to ane™? diameter of< 2mm (TIRF) or~ 10mm (confocal), they are aligned coaxially to
the microscope objective using two beam steerers. Laserelean-up filters (z4620x and z63R0x,
Chroma) ensure well-defined excitation spectra. A dichmior (z488bcm, Chroma) combines the
beams and an achromatic lerfs£ 130mm) focuses them into the back-focal plane (BFP) of tiga hi
NA oil immersion objective ¢-Plan-Fluar 100< 1.45, Carl Zeiss), which results in circular areas with
e~2 diameters ok 16um (blue) andx 20um (red) at the coverslip-sample interface. In the BFP, adhte
offset of the beam foci of 2.3mm results in a super-critical angle illumination, i.eamevanescent field
excitation as outlined in figure 3.6. The sample is mounted d8Qum thick glass coverslip, which is

Figure 3.6: Excitation field created with a p-polarized plavave incident at a super-critical angle. The
incident wave is reflected back into the glass. The black duiines the glass—water interface. In the
water above the interface, an evanescent rotating fieldliscied.

positioned with axyztranslation stage (ULTRAlign 561D withDrive Controller ESA-C, Newport). In
this epi-illumination setup, the fluorescent light is cotkd with the same high NA objective and focused
directly onto the active areas @f50um of the single photon detectors (PDM 50ct, MPD). A dichroic
mirror (DML625, Omega) splits the green and red fluoresceigte, whereas the combination of the
main dichroic mirror (z47®35rpc, Chroma) and band-pass filters (Chroma H@E# and Omega
520DF40; Chroma HQ6980m and Omega 685DF70) block the back-reflected laser lightdre than
10 orders of magnitude. The fluorescence signals are ratovitle a PicoHarp 300 system (PicoQuant)
and simultaneously correlated with a hardware correl&texQ2-08D, Correlator.com). For TIRF imag-
ing, a flip mirror redirects the fluorescence light on a sarmesilectron-multiplying CCD camera (Luca
DL-658M-TIL, Andor).

The focusing lens and the main dichroic mirror are laterailyveable for positioning the beam foci
off-axis in the BFP of the objective. This allows an independeliistment of the excitation angle while
keeping the beams focused on the BFP of the objective. A cahtmnfiguration is achieved by remov-
ing the focusing lens and by centering the collimated beantee BFP. Due to the chromatic length
aberration of the TIRF objective, a common pinhole cannoinsertec? Therefore, the confocal con-
figuration as well as excitation-independent detectiomgpa required for aligning the single photon
detectors mutually.

A first concept of this next generation instrument was eqeipwith two cw lasers (c.f. Leuteneg-

2 The vendor specifies a chromatic focus drift of 650nm from 540nm to 690nm, which is magnified to 6.5mm in the
pinhole plane.
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ger et al. [4] in the annex). It was tested for single moleadimcidence analysis. A synthetic binding
assay of three fluorescent samples was used for this firgirpeahce check. Dilute solutions of free
Cy5 and Rhodamine Green (RhG) were used as singly labeletenege samples. A mixture of these
two solutions formed then the non-binding two-color refme A 40 base pair double-stranded DNA
labeled with AlexaFluor488 and Cy5 (Carl Zeiss cross-dati@n standard) served as binding two-color
reference. A NaGEDTA/TRIS pH 8.0 biifer prevented denaturation of the DNA sample upon dilution
of all samples to about 10nM concentration. The bindingrezfee was then mixed in parts with the non-
binding reference. These mixtures were measured and &uoklyith two-color global FCS (2CG-FCS,
Eggeling et al. [10]) and two-dimensional fluorescencensity distribution analysis (2D-FIDA, Kask et
al. [56]). The FCS analysis was based on the model equaticFReFCS recently derived by Hassler et
al. [8,22] and model equations for cross-correlation asiglfp7, 10]. The 2D-FIDA analysis was based
on the standard confocal analysis with parameters adapt®@atch the evanescent brightness profile.
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(a) Negative control (9nM RhGOnM Cy5). (b) Positive control (dSDNA).

Figure 3.7: Auto- and cross-correlations and fits on the rhodeves. Circles: green autocorrelation.

Bold points: red autocorrelation. Dots: green-red cragsetation. Inset: fit residualSyj; /G(r) — 1.
Reprinted from Leutenegger et al. [4] with permission byrdaliof Biomedical Optics.

Figure! 3.7 shows auto- and cross-correlation curves foth@)non-binding reference and (b) the
binding reference, respectively, both measured duringBésause the total count rates were only about
50kHz to 100kHz in each channel, the signal to noise ratioRBWNas low in particular at short lag
timest < 5us. The fit residuals clearly show the resulting scatterinthefmeasured correlation curves.
However, this low SNR mainlyféected the estimation of the triplet parameters, which wetecnitical
for obtaining the fraction of bound molecules accurately.

For free difusion, the following model equation was used

Bm Bn\ 2 QmiQniNi Dmni(7)
Gnl) = Gmne + 7’“”(1 lm)(l ln) % Qi -3 QuiN
Here, indicesm andn represent the green and red detection channels; egcandG,, are the auto-
correlations of the signals in the green and red detecti@ammdls, respectively, an@gy the cross-
correlation of both signals. The indéxepresents the fiusing speciesg for RhG,r for Cy5 andc
for the dsDNA.B is the measured background count rate htite total count rateQn,; is the count rate
per molecule (CPM) in channet of species. N; are the number of molecules in thfextive sampling
volume.Gnnt andrmp are the triplet amplitudes and the triplet correlation smespectively.

+ Gmmexp(—L) . (3.3)

Tmnt
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The first termG ~ 1 is the diset at infinite lag timer. The shape factoy, of the observation
volume was assumed to b@&Ior all correlations channels. It turned out later thahitsld be rather /4
as calculated below. However, the following relative corication measurements were ndfegted by
this change in the shape factors. The next two terms cotieatdrrelation amplitudes for the signal to
background ratio (SBR) in each detection channel. Theifractormalizes the correlated intensity fluc-
tuation with the product of the background-free fluoreseesignals in the detection channdBsyni(7)
describes the élusion and is given by (c.f. Hassler et al. [8])

-1
Dmni(7) = (l + %Xy) { %IZ + (1— %z) erfcx( , /%Z)} (3.4)

wheretj; andrixy are the axial and lateral ffliision times of species respectively. The scaled comple-
mentary error function is given by erfcx)(= exp (x2) erfc (X). Finally, the last term accounts for the
triplet blinking at short lag times.

In order to minimize the number of parameters, a perfectlapesf the sampling volumes was as-
sumed, e.g. the flusion times were assumed to be independent of the auto- ass-correlations. The
brightness of free fluorophores was assumed to be equal twititgness of the fluorophores linked to
the dsDNA. Moreover, the triplet blinking of all fluoropharevere fit together for each correlation chan-
nel. A multidimensional least-squares Gauss-Newton #dlgorwas used to fit the experimental data to
these model equations.
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(a) Two-color global FCS analysis. (b) Two-dimensional FIDA analysis.

Figure 3.8: Coincidence analysis of a dual-color DNA sanfptess-correlation standard). The legends
indicate the measurement tim&€sand the statistical significanc of the coincidence analysis. A sig-

nificanceZ’ > 0.5 is considered dficient for high-throughput screening.
Reprinted from Leutenegger et al. [4] with permission byrdaliof Biomedical Optics.

Figurel 3.8 shows the measured fraction of bound sample véhgumixed fraction. The measured
fraction of dsDNA scaled linearly with the mixed fractioroin 1% (non-binding reference) to 25%
(binding reference). The lower measured fraction washalied to an excess of molecules with a single
green label and to non-ideal overlap of the sampling volurResto-bleaching of the red label during
the two-color excitation possibly further enhanced theeszoof green labels (Eggeling et al. [58]). To
reduce its influence, the excitation intensities were l@geén< 10uW/um? such that the concentration
of Cy5 was no longer diminished during the measurement. eeap of the sampling volumes was
estimated to about 60%.
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As figure[ 3.8 shows, the accuracy of the FCS analysis bendfiietincreased measurement times
whereas FIDA did not. For measurement tinfesc 10s per run, the FCS analysis did not track mixed
fractions> 50% but saturated at a value of about 13%. However, thetstatisignificance is still sfli-
cient even fofT = 5s due to the lower variance compared with FIDA. In addit®@G-FCS provided a
net improvement over 2D-FIDA fof > 10s because FCS accounts not only for the intensity disiwitou
but also for the dferent ditusion properties of the biomolecules.
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Figure 3.9: Brightness profilB(r) for TIR-FFS withAex = 470nm, 15 = 525nm and a projected pinhole
of #500nm. The sampling volume has a diameter of 700nm and peeett20nm into the sample. Note
that thez-axis is magnified twice.

Figurel 3.9 shows the brightness profdé) obtained with a 1.45 NA oil immersion objective when
observing RhG near to the coverslip—sample interf&E. was calculated with the detectioffieiency
Qs(P) shown in section 2.6 and the excitation intensityeigr) = lexexp (dk,2). The excitation source
was focused at the edge of the aperture corresponding @ NA.42, which resulted in a super-critical

excitation angle and an evanescent field vkith= 27 \/n3 — NAgx/ﬂex and the excitation wavelength is
Adex = 470nm. According to equations (4—6) by Wohland et al. [3%4,4ampling volume i¥ = 17al and
the efective sampling volume i8¢t = 68al, e.g. the shape factpr= 1/3.95 is close to the theoretical
value of J4. For an excitation wavelength,x = 635nm and a fluorescence wavelengtii gf= 670nm,
the corresponding values ave= 24al,Vet = 103al andy = 1/4.27.

The correlation amplitudes shown in figure 3.7 indicate &gemnd corrected/q¢¢ of 870al in the
green channel and 170al in the red channel. The samplingneofar the red channel is in good agree-
ment with the calculation. The slight discrepancy is presiiyn due to a lower excitation angle (i.e.
1.38-1.40 NAE In contrast, the measuréd ¢ in the green channel is 12 times larger than expected.
Interestingly, the dfusion time of RhG was increased by only 15% compared to Cykhwéuggests
a sampling volume of at most 200al. The large discrepancyabgbly due to an increased RhG con-
centration near to the coverslip surface. In contrast to, @ghsient sticking of RhG was observed even
with oxygen plasma cleaned coverslips. In combination witbw sample concentration and negligible
photo-bleaching, transiently bound RhG can consideratiyease the average number of fluorophores
in the sample volume. If the fluorophores are immobilizedstzonds or longer, their emission increases
the background count rate without leaving a significanteracthe correlation curve. Assuming this
worst case, the background would need to be omlysBonger, which could be caused just by a single
immobilized moleculé.

3 This is partially due to the chromatic aberration of the m$cope objective, which becomes evident when setting the ex
citation angle close to the critical angle, where the bluenbevas already evanescent whilst the red beam was still gabdipg.

4 Here, the fluorescence emission at the surface is taken tinécaverage emission in thective sampling volume. These
values correspond with binding experiments by Hassler. §8Rlsee next footnote.
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We conclude this section with an estimation of the achievablunt rate in TIR-FFS. Estimatingy,
as product of 90% transmission through the dichroic mirrat 85% transmission through the emission
filters and blocking 60% of the fluorescence emission (i.ar e emission), the filter set transmits only
T ~ 30% of the fluorescence emission. The detectidiciencyqy is specified to be 55% in the green
range. Overall the peak detectiofii@ency is estimated at about 4.5%, which would lead to a peaktc
rate of about 4MHz when saturating RhG (c.f. figure 2.5) asdiaséng a quantum yields; = 50% only
(> 94% in methanol). However, when measuring Rhodamine desgydhe count rate never exceeded
2MHz, which suggests a quantum yield of 25% or less in waterisal!® With a guantum vyield close to
100%, a single fluorophore could drive the detectors intoradbn.

In summary, the novel dual-color TIR-FFS instrument presichn excellent platform for binding
studies and enzyme measurements. We characterized thenpanice for dual-color binding studies with
a synthetic binding assay. The measurements are in gooeragne with theoretical predictions outlined
in the previous chapter. Major deviations were assignechtorgatic aberrations of the objective and
immobilization of RhG, respectively.

The current implementation is able to measure the fluorescifietime simultaneously with the cor-
relation curves. Within a few minutes, it can be modified fiogke or dual-color TIRF microscopy and
dual-color or polarization sensitive TIR-FFS or confockiS: The sampling volume achieved with TIR-
FCS is about &x larger than with the nanoholes. But the simple, cost- and-fficient sample han-
dling is a major advantage of this TIR-FFS instrument. Thekgeound and photo-bleaching issues are
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Figure 3.10: Pulsed interleaved excitation and time-kesbldetection. The blue and red laser pulses
are interleaved to avoid simultaneous exposure of the sartrpaddition, corresponding detection win-
dows select photon events within specific delays, such liegtiorescence signal is maximized whereas
background events and detector noise are minimized.

now better mastered with pulsed interleaved excitatiok (BIf. Muller et al. [59]) and time-correlated
single photon counting (TCSPC, c.f. Erdmann et al. [60]wahan figure. 3.10. TCSPC allows to mask
Raman scattered light and "ps-delay” luminescence as wselledector noise by using a well-defined
detection window, which allows optimizing the signal to smiratio (SNR). PIE avoids exposing the
fluorophores to several wavelengths simultaneously, wisiainparticular favorable for reducing photo-
bleaching of red fluorophores. Despite of PIE, combined-doldr detection with a single detector is
no option because of the chromatic length aberration of Hjective. Unfortunately, the beam shaping
with polarization maintaining single mode fibers introddieesignificant astigmatism in the output beam.

5 See Hassler et al. [8]. The count rate per molecule was atrmamwi 1.8MHz including a shape factor of 3.4 due to
the sampling volume. But transiently bound Rhodamine moéscwere observed with a count rate of 500kHz to 800kHz.
Additional confocal measurements confirmed an upper lietiieen 500kHz and 600kHz of the average count rate.
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This issue was diminished by coupling the beam through aeximdatched oil-coverslip arrangement
at the fiber output. However, some astigmatism is still pres&hich deteriors the confocal sampling
volume in particular. Fortunately, TIR-FFS is ledkeated because the excitation volume is defined by
the incidence angle alone. Though, the maximum excitatimieawas slightly lowered because of the
larger beam through the objective.

3.3 Imaging of G protein-coupled receptors in solid-suppaied planar lipid
membranes

Membrane proteins are important in medicine and life s@esad play a fundamental role in cell sig-
naling and trans-membrane transport. However, membranteips such as G protein-coupled receptors
(GPCRs) require a lipid bilayer membrane for a correct faidii.e. a vectorial incorporation for full
receptor functioning is mandatory. The common approactymthesis in a living cell followed by iso-
lation and reincorporation into a model system is comidaif not impossible, because the functional
structure of the protein is likely to be disordered, incoet@lor even destroyed. GPCRs are particularly
difficult to isolate as a functioning protein, as improper fajdaiready &ects their ability of recogniz-
ing ligands. Recent advances in synthetic biology by Rdbeteal. [61, 62] avoid the isolation issue
by anin vitro expression process of membrane proteins in the presenced#ltMmembranes. Thereby,
the proteins are continuously incorporated into the modaiiranes and correctly folded during their
expression.

Robelek et al. [62] observed the vectorial and functionabiporation of OR5 in a solid-supported
tethered lipid membrane (tBLM). ORS5 is an odorant receptomfRattus norvegicubelonging to the
vast GPCR family. The incorporation and orientation of thetgn was shown by immunolabeling in
combination with surface plasmon enhanced fluorescencerepeopy (SPFS) and reversible ligand
binding was shown by surface-enhanced infrared reflectisnration spectroscopy (SEIRAS). Receptor
activation, i.e. upon ligand binding, is of primary inter@s cell signaling and signal transduction. In
general, the activation event itself and the conformatibange of the receptor cannot be measured
because this would very likely inhibit the receptor funati®ut based on induced events in the signaling
cascade, a few methods for measuring the activation of GR@Rsdevelopped. For instance, Heyse et
al. [63] and Bieri et al. [64] observed the dissociation @& & protein from solid-supported membranes
upon photo-activation of incorporated Rhodopsin, whighttea mass change measurable with surface
plasmon resonance. In addition, several investigatioawsti that receptor—ligand binding considerably
slows down the dfusion of these receptors, which is in general attributechtaggregation of GPCRs
(homo- or hetero-polymerization) in the cell membrane tmth the signaling cascade. For instance, Lill
et al. [65] investigated the signaling kinetics of the ndimm 1 receptor (NK1R). Initially, this receptor
was found to dituse either fastly ~ 0.21um?/s) in domains ofg1.1um or slow © ~ 0.011um?/s)
within domains ofz180nm, but to slow down significantly within 1s after signali

In cooperation with R. Robelek and E.-K. Sinner, Max-Plahwtitut fur Polymerforschung, Mainz,
Germany, we quantified the incorporation density and thestational mobility of OR5 using TIRF
imaging and confocal FCS measurements. Whereas SPFS aRéASHieasure the average signal from
an area of a few mf TIRF imaging allows localization and detection of singl&®receptors in the
membrane. The aim of this investigation was to detect receligand binding by monitoring the lateral
mobility of OR5 receptors in these artificial membranes (bé review on FCS studies in model mem-
branes by Kahya and Schwille [66]). The receptor mobilitysuavestigated with FCS and fluorescence
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recovery after photo-bleaching (FRAP) showing that the @RS well immobilized within the reso-
lution limits of our instrumentation. The incorporationndéty in the membrane was further analyzed
with TIRF microscopy and image analysis, which shows that@QR5 density and aggregation increased
steadily with expression time.
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Figure 3.11: Solid-supported planar lipid membrane asgewmith incorporated GCPR. The lipid bilayer
consists of a first DMPE monolayer and a second lipid layenfspread PC vesicles. The VSYhaity
tag was immunolabeled with a fluorescently labeled antibody

Figure[3.11 outlines the solid-supported tBLM assemblyhveih incorporated OR5 receptor. The
tBLM was prepared on a thin chromium—gold layer<f.0nm thickness (see section 3.3.1). The re-
ceptor was expressed with a vesicular stomatitis virus (W&Nhity tag at one terminal. This VSV tag
served as target for immunolabeling with a fluorescentleled antibody. This antibody was labeled
with two Cy5 fluorophores (average, inferred from FCS of a Saiibody solution). In contrast to the
SPFS measurements, no secondary antibody was required dbe higher detection sensitivity. To
probe the orientation of inserted OR5 proteins, cDNA cartssr with alternative positions for the tag
sequence were used: one cDNA coded for a C-terminal Vi&¥ity tag, the other for an N-terminal
VSV affinity tag.

All experiments were performed in a flow-through microflgidell containing a reaction chamber of
about 5@l volume. This chamber was sealed with the metal-coatedrshyweroviding a window for
TIRF measurements. Two inlets at the extremities of thetimachamber allowed to pugtull liquids
through the chamber.

In first control experiments, the background of the metated coverslips and PBS solution was
measured. Without chromium, FCS measurements on 5.0nmfifjokl sufered from an uncorrelated
background count rate of 3MHz, whereas the chromium—gold sandwich legtd50kHz background
at identical conditions. Therefore, all subsequent expents were carried out on combined chromium-—
gold films. Compared to bare coverslips, the coating lowénedobserved brightness of the Cy5 fluo-
rophores by about 50% at identical excitation conditiorfee flelevant detection loss was estimated to be
about 309 The presence of tBLMs lowered the background by as much as 868sibly due to the
lower amount of surface enhanced Raman scattering front watentact with the metal coating. The
quality of the tBLMs was verified by incubation with the amsV-Cy5 (AV—-Cy5) for 10min prior to
the OR5 expression. TIRF images showed that the AV—Cy5 ededmnly at very few nanometric sites,

6 The excitation loss could be compensated by increasingatiea power.
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(&) 15min. (b) 30min. (c) 60min.

(d) 90min. (e) 60min (negative control).

Figure 3.12: Background corrected and normalized membraages versus expression time. The neg-
ative control (e) corresponds to 60min incorporation of QR a VSV tag at the C’ terminus.

in average about one site pen20x 20um area. This association was attributed to defects in th&tBL
assembly, i.e. a missing top layer (imperfect vesicle spingga or a small defect in the underlying metal
coating. As these defects showed up much brighter than dey tgature, they were readily identified
and excluded from further analysis. Finally, it was confidntleat the incorporation of the ORS5 did not
affect the background.

In a next investigation, the vectorial incorporation of OR&s confirmed. Figure 3.12 shows repre-
sentative background corrected and normalized membraageisn Image (a) to (d) show the increase in
the spot density and brightness with increasing expredsimn Image (e) shows the negative control at
60min expression of OR5 with the VSV tag at the C’ terminush# ORS5 is fully incorporated and well
oriented, this terminus is buried between the lipid memé@md the metal-coated coverslip as sketched
in figure/ 3.11. This means, the anti-VSV-Cy5 marker shouldbecable to bind the tag. Indeed, only a
few markers were monitored versus about 150 spots in cage df'tterminal tag. These measurements
confirm the main results by Robelek et al. [62] as they show

1. the vectorial incorporation and

2. the complete incorporation of OR5,

3. the absence of incompletely fused vesicles, and

4. the excellent quality of the artificial membrane, whiclnigct and nearly defect—free,

In a first attempt, we tried to measure the receptor mobilith WCS. The dual-color instrument with
its possibility to measure in a TIRF or confocal configumatigas used in the confocal mode. Thereby,
premature bleaching of neighboring OR5-AV—Cy5 complexas minimized. Figure 3.13a shows the
intensity traces of a sequence 0 20s measurements on incorporated OR5 (90min expressiei dima
a trace amount of AV—Cys5 still present after flushing the tieacchamber. The total intensity was com-
posed of three components: a fast bleaching component (328lgwly bleaching component (35%), and
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Figure 3.13: Intensity traces and FCS correlation curdétglen at the same membrane position.

a "non-bleaching” component (26%) consisting of backgtband difusing AV—Cy5. The fast bleach-
ing fraction had a characteristic bleaching time of aboOs2whereas the slow bleaching occurred at
a time scale of about 36s. The fast component was attribotptdto-bleaching close to the excitation
focus. The slow component was attributed to photo-ble@chiithin a larger area of aboupuin diameter
covered by the first side lobes of the excitation field. A feteisity bursts at ~ 40s were presumably
due to non-specifically binding AV—Cy5. Figure 3.13b sholes torresponding auto-correlation curves.
The strong initial bleaching resulted in a stretched dexsmres the correlation amplitude. The second
correlation curve represents mainly the intensity burstk & characteristic time of 5ms to 10ms. The
remaining curves are all very similar and represent tiffeision of AV—Cy5 in solution with a diiusion
time rqg ~ 0.15ms. Before the last measurement, the excitation wasumpted for 150s. We observed
an almost perfect on-take of the fluorescence intensity #fis interruption. This fect was further
investigated as it could stem (a) fromffdising OR5 in the membrane, (b) an exchange of AV—Cy5
complexes or (c) a small focus drift caused by the piezouetepositioning device. Firstly, the focus
position was verified and a small defocus was tracked aneécted. Indeed, the defocus stretched the
diffusion curves shown in figure 3./13b. Secondly, remaining ssatiiated AV—Cy5 were flushed with
5ml PBS. As a result, except of afterpulsing for lag times 5us, no significant correlation amplitude
was measured anymore. This result was reproduced on vamienrane positions and for several sam-
ples. We concluded that if the ORHidlises, it must be so slow that it is below the detection lintitge
photo-bleaching.

Thirdly, slow diffusion was monitored with fluorescence recovery after pbtgaching (FRAP). First,
the Cy5 was photo-bleached along a few lines and an imageapasred. Later, the same area was im-
aged several times for checking for recovery after bleagHtigure 3.14 shows the result of these FRAP
experiments. Image 3.14a and 3.14b were taken with 6.5miea tapse. The dierence image 3.14c
shows that the receptors along the single line did not mopei@ht corner). The bottom darkened due
to a slight focus drift, which moved the excitation area upmisalnside the "U”, a single spot became
much brighter, whereas two spots at the right just disajgokdtowever, the photo-bleached features did
not recover nor a "edge” moving of the bleached pattern cbeldbserved. This finding was confirmed
with several FRAP measurements on this sample. For an esxpnetime of 90min, we never monitored
moving receptors although hundreds of CCD images were takem several samples. Taking into ac-
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(a) Image at = Omin. (b) Image at = 6.5min. (c) Difference image (a)-(b).

Figure 3.14: FRAP experiment. A line and a "U” were bleached anmediately imaged (a). After
6.5min, a second image was taken (b). THeedénce picture is shown in (c).

count the densely packed, corkscrew-shaped P19 linker bitizing the tBLM and winding up with the
a-helices of the receptor, it would have been surprisingaf@R5 difused above the resolution limit of
our instrumentation. Constrainedigision within small domains was monitored, in particularost bx-
pression levels favoring OR5 monomers, but tHeudion was typically limited to domains gf 2200nm
(data not shown). These findings are supported by receriestod GPCRs in living cells and in sup-
ported membranes. For instance, Jacquier et al. [67] igetst the tréicking of the human odorant
receptor OR17-40 in living cells and analyzed their mopiliith single particle tracking. The OR17-40
was found to dfuse with a difusion constant in the order of@um?/s. About 40% were found im-
mobile or constrained within domains sf 190nm, 49% were €iusing within domains ofz300nm

to #550nm and about 11% were freelyffdising. Moreover, Perez et al. [68] showed that GPCRs im-
mobilize upon preparation of supported membranes. Thesebna@es were prepared by detaching the
upper part of a cell membrane using a poly-L-lysine substiathereas FRAP experiments performed on
living cell membranes showed fast and complete recoveryesidhed domains, no recovery was found
on supported membranes stating that nearly all GPCRs wenelnifized.

We would like to point out that single particle tracking baise TIRF images may be deceptive be-
cause the orientation of the observed fluorophdfects the shape of the PSF. When imaging partially
immobilized fluorophores as the AV—Cy5, the fluorophoretiotais constrained (just slow afat lim-
ited angular distribution), such that its image appears iggle around if the fluorophore changes its
orientation. Wiggling was frequently observed at low eggren levels, but limited to an area compa-
rable to the PSF size (see section 3.3.4). The mobility ofaR& requires further investigation, as the
preliminary analysis did not flierentiate between translational and rotational mobility.

Furthermore, the OR5 incorporation density and aggregatias analyzed. Two methods were ap-
plied: image segmentation to calculate the spot density ISBirg density AD and ICS to retrieve the
cluster density CD. These methods are briefly introduce@dtian 3.3.2 and 3.3.3. In a first approach,
image segmentation was applied as outlined in figure 3.16. Aity density AD (an improved esti-
mate of the spot density) was then readily obtained with Boug3.18). Figure 3.16 shows the AD
monitored at dierent expression levels obtained by varying the expredsimin steps from 15min to
90min. The data points fitted in excellent agreement on angkoader polynomial function of the form
AD(t) = AD1(t —to) + AD(t — tg)2. Whether it should fit to this model curve or not is questidaabut it
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Figure 3.15: Image segmentation analysis.

allowed at least to extract the initial increase and to @xate the leadtime. A leadtintg of 8.0min was
estimated from the fit, e.g. OR5 were fully expressed andrparated within about 8min. With increas-
ing expression time, the OR5 density increased linearlg wib; = 0.019um~2min~ up to about 30min.

In the time window of 20min to 30min, the AD variations weretpalarly low as a result of a homo-
geneous ORS5 distribution in combination with an optimalg@aontrast and low noise. For even longer
expression times, the increase of the AD slowed down withreature AD, = —7.6 - 10-°um—2min2.

At t = 130min, the AD would achieve a maximum of abou®dn~2. Taking into account that the
evaluation method limits the AD to about@A ~ 2.5um~?, a saturating model curve given by

’ ’ (t - tO)tS

(3.5)
was tested. This model curve matched equally well to the uredsADY for AD’, = 0.02Qum~?min~!
andts = 135min. Hence, the upper bound of AB 2.7um™2 was a pure artifact introduced by the
evaluation method.

We concluded that the amount of expressed and incorpora®di@reased linearly with expression
time by about M2Qum~2min~1. The expression and incorporation of a single OR5 lastedtzhomin,
which is in good agreement with our expectations.

In a second approach, the membrane images were evaluatediG&itas described in section 3.3.2.
The results are shown in figure 3.17a, whereas figure 3.1th@ifees a spatial auto-correlation and the
corresponding fit on a 2D Gaussian model curve. The measiusigicdensity CD was abouk3arger
than the AD. As the cluster density accounts not only for thelber of spots but also for the distribu-
tion of the spot brightness, CB AD was expected. Excluding the data points at 15min and 60anin
linear regression on the data was performed (outlined asstilid line). The leadtime was estimated to
be 7.6min, which is in good agreement with the image segrtientanalysis. The CD increased with
time by OOGEMm‘zmin‘l, that is about 2 x AD7. However, the relative scattering of the CD data is
significantly larger than for the AD data. The evaluation &inin expression time was strongly biased
by the low signal to noise ratio (see figure 3.12a). Therefibve estimation of the CD is about an order
of magnitude larger than expected. The evaluation at 22oMBinin expression time was much more re-
liable due to good image contrast and a low number of brigbtssg\t 60min, nearly all images showed

7 Not shown because hardly discernable from the polynomial fit
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Figure 3.16: Airy density versus expression titn&hin solid curve: fit on second order polynomial. The
black dotted line indicates a linear increase estimatel thi first three data points.

large-scale aggregates which led to auto-correlationesuith large waistv. As the contribution to the
auto-correlation amplitude is proportional to the squdrhe feature brightness, these bright large-scale
aggregates were the only detectable feature. The res@lingt 60min represents therefore the density
of large-scale aggregates instead of the protein dengit9Ofin, large aggregates were also monitored
but they were organized rather in beads than clouds, whietms¢o be well mastered with the ICS fits.

Taking into account only well-defined data points at 20mird%onin, a linear increase in CD of
0.11um~?min~! was monitored. Extrapolation to CB 0 would indicate a leadtime of 17min, which
is clearly disproved by the presence of many spots in imagentafter 15min OR5 expression (fig-
ure 3.12a). The introduction of a transient up to about 20amid a limited processivity around 60min
would correct for the overestimation of the leadtime as \aslthe overestimation of the CD at 90min.
An improved ICS analysis and a more robust estimation of thea® required to investigate this point
further.

In summary, the vectorial and complete insertion of OR5ptars into an artificial tethered membrane
assembly was shown. Fluorescence spectroscopy (FCS anB)FERAwed that the incorporated recep-
tors were immobilized. The incorporation density was naneitl with ICS and image segmentation. It
was shown that the amount or OR5 increased with expressi@mup to a few receptors or aggregates
per um? within 90min. Moreover, the mean time for expressing andiporating a single receptor was
estimated to about 8min. Comparing ORS5 distributions fé¢tgnt expression times revealed that the first
ORS5 were incorporated at random positions. Thereaftemdetecy of incorporating several OR5 side-
by-side was observed, presumably due to Ribosomes stayicgntact with the membrane in between
two expression cycles.

Image segmentation and spot analysis were very robust thslydiematically underestimate the OR5
density. The ICS analysis provides, at least in principreuabiased estimation of the receptor density.
Despite these first results, a more detailed study is neededlér to get a robust analysis with a relative
scatter of 10% or less instead of about 50%. Preliminary FE&snarements were performed in order to
monitor receptor—ligand binding. Due to the immobilizedagtors, these measurementfened from
rapid photo-bleaching of the Cy5 labels. Future experisiehbuld benefit from the dual-color perfor-
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Figure 3.17: Measured cluster density. (a) Thin solid liireear regression on data points at 22min to
45min and 90min. Thin dotted line: linear regression on gaiats at 22min to 45min with suggested
on-set transition and processivity limit. (b) Mesh: fit on @aussian model curve.

mance of our TIR-FFS instrument. For instance, FOrstesnast energy transfer in combination with
dual-color TIRF imaging should enable monitoring the aggten of receptors or the receptor-G pro-
tein interaction upon ligand binding.

In order to achieve translationalfflision of incorporated GPCRs, future investigations arerépg-
ration to render the artificial membrane more fluid. The dgreand nature of the attachment layer is of
particular interest for achieving an optimal compromisedeen lateral mobility and axial immobility.
Using a small amount of fluorescently labeled lipid molesulie lateral membrane mobility will be
monitored with FCS. The axial mobility of the membrane igatly subject of investigation with optical
coherence tomography (OCT) and spectral interferometry.

3.3.1 Sample preparation

Preparation of chromium—gold layer Standard glass coverslips (168 thick, Menzel-Glaser, Braunschweig,
Germany) were cleaned and sonicated for 20min in 2% HellmHr{elelima, MillheinyBaden, Gemany), rinsed
with bidistilled water, dried and oxygen plasma cleaned@nBf gold surfaces were prepared by evaporating a
1.5nm thick chromium adhesion layer (99.99%, cerlikon bralzeating, Briigg, Switzerland) and a 3.5nm thick
gold layer & 99.99%, Metalor technologies SA, Neuchatel, SwitzerlandymnEdwards Auto 306 evaporation
system at 5 10-®mbar. The evaporation rate was kept below 0.5nim. A thin chromium adhesion layer was
required to obtain a hard gold coating (pale gray-browneiad of porous and granulous gold deposits (brilliant
blue appearance). Adding the chromium layer also lowereth#itkground luminescence of the gold film by more
than an order of magnitude.

Preparation of tBLM  The tBLM were then prepared in a flow cell following the pratbloy Robelek et al! [62].
This preparation of the tBLM was recently monitored withfage plasmon resonance spectroscopy by Wiltschi et

al. [69].
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In vitro expression of OR5-VSV A "T7 TNT Quick in vitro expression system” (Promega, USA) was used. The
reactions were prepared according to the supplier’s iostmi. The incubation was performed in a thermoblock at
30.3°C+ 0.3°C for 15min to 90min.

Labeling of the OR5-VSV The OR5-VSV was immunolabeldd situ by incubating with Cy5 labeled anti-
VSV primary antibodies. After 10min, the excess labels wineed with PBS solution while monitoring the
content of free labels with confocal FCS measurements. B $lution was then exchanged against a Gloxy
antioxidantPBS solution, which reduced the photo-bleaching to ab81a4 compared to PBS.

3.3.2 Image correlation spectroscopy

The random spatial distribution of the incorporated OR5 amalyzed with image correlation spectroscopy (ICS).
This method and its limitations were discussed in detail&tgfen et al. in reference [70]. ICS analyzes the spatial
auto- or cross-correlation of the imadgeandJ. The spatial cross-correlati@of | andJ is defined by

+00
Cax 49) = 1x3) % 30ey) = [ [ 10+ Axy+ ay)I(x ) dxdy (36)
whereAx and Ay are the lag distances. As usual, the spatial auto-comaléiobtained by setting = 1. For

digital images, the fast Fourier transform can be used floutating the correlation as a convolutionIgfx, —y)
andJ(x,y). Similar to equation (3.1) for FCS, the normalized spatialss-correlation is given by denotes the
spatial average)

IxJ  (I(xX+AX Y+ Ay)I(XY))
(D) (dx+ A%y +Ay) (A% Y)

With this equation, "infinitely” large images of homogensbuexcited samples can be treated as the lateral ex-
tent is unbounded. For treating images of finite extensiarsymmetric normalization should be applied. This
normalization was introduced in equation (3.1) to deal whiort measurements. For ICS, a general nviistan

be introduced for defining a weighted average with welgfix, y) € [0, 1] at point ,y). Equation[(3.7) is then
generalized for images of finite size and arbitrary shapgnee byW = 0), e.g.

G(AX, Ay) =

(3.7)

I %xJ
(I *» W)(W x J)

with AP = (Ax, Ay). The prefactor corresponds to the factdr{7) in equation/(3.11), as it stands for the cumulated
weight at lag distanceSx andAy, whereas the denominator is the product of the weightedagesuf the images

I andJ. The performance of this normalization is outlined in fig8r&8. The correlation amplitude, of about
0.2 is reproduced to less than 5%fdrence independently of the choice of the m@skAt large lag distances, the
differenceAG is dominated by stochastic noise with zero mean and abolitzBrplitude.

The correlation amplitud€y is defined by

G(AP) = (W x W) (3.8)

Go = lim (G(Ar) - lim (G(Ar) = lim (G(AF)) - Ge (3.9)

where the ffsetG,, ~ 1 is the correlation amplitude at large lag distances. Thelinde Gy equals the variance

of the normalized intensity fluctuations. If the intensisyan accurate representation of the sample density, its
variance is also the variance of the density fluctuationglaquals the inverse of the average occupation number
Np:

| —(1))?
w = var (6,1 (7)) = var ¢.c(7)) = S (3.10)

AT Np
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Figure 3.18: Invariance of the auto-correlati®fir) for different mask8V(x, y). The images were 256256 pixels
in size. In order to emphasize the correlation amplitude treacoordinate originGG(Ar) is represented in polar
coordinates with logarithmic radiusr. The correlation is represented for lag distantes< 100pixel. The black
curve represents the average amplitude along the radius.

The occupation numbeN,, gives the number of receptors (particles) in the obsematume, which is defined
by the PSF of the TIRF microscope. Considering the EMCCD carfendor Luca, monochrome) as an array
of square sized pixels (@ x 9um, 80% fill factor) in a 1@m grid, the PSF for a single active element can be
calculated as described in chapter 2. In this study, itfissent to calculate a cross-section for a fluorophore 10nm
above the glass interface as this is approximately the-g@$5—-AV—-Cy5) distance. According to Petersen et al.
[7Q], the receptor density is therefore given by the cludersity
1 Np

CDh=

whereA is the area of this PSF cross-section:
1
A=——— | PSFQ)dr 3.12
PSF(O)f Oar (3.12)
If the cross-section is approximately Gaussian with waisthe area can be estimated by fittiGgAr) on a 2D
Gaussian centered near the origin. The model function tordithe spatial image correlation is therefore given by

|AF— Wolz)

G(AP) = G + Go exp(— w: (3.13)
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wherery accounts for small image drifts in cross-correlation measents. The waist of the fitted Gaussian is
defined by the PSF. Hence, the arfesan be estimated b ~ 7w?.

Fitting Images of single receptors or small receptor aggregates ishensity spots of the size of the PSF. This
size can be measured independently for unspecifically bgnaiolecules. If the fitted waist differs by more than
about 30%, the data should be rejected as the image probaihigics features similar or larger in size than the
PSF. Alternatively, these features can be masked by defaimgtching windoww. Due to the limited size of
the images, theftsetG,, shows variations in the order 6fNa/Na, whereNy, is the number of PSF areas in the
window W. It was shown that the fit should include only data in the dati@n functionG(AF) for Ar < 3w [71].
Using proper normalization this constraint can be relaxefirt < s/2, wheres is the smallest dimension in the
window W.

Corrections In general, the intensity fluctuations are due to severaicgs,li.e. the sample of interest (s), hon-
specific fluorescence (ns), auto-fluorescence (a) and bawkd(wn). Except the background, these sources show
fluctuations with the characteristic dimension of the PSte Background has the characteristics of white noise
and contributes not to the correlation except at the oridiens it can be dominant. Therefore, the amplitGge)

at the origin was excluded from the fits. Assuming that theseces are independent as they are froffedent
components, the measured correlation is given by

g(Ar) = > G (AN (1) (3.14)

whereg;(Ar) = Gi(Ar) — 1 is the correlation ofli(x,y) = li(x,y) — (li), that isgi. ~ 0 andgy = Go. The fitted
correlation amplitud&, can be corrected according to
_ Go(1)? = G (Ing® ~ Gao (la)?
(1) = (Ins) = (la) = (lwn))?

(3.15)

Analysis The instrument background, the auto-luminescence of thalroeated coverslip and the auto-fluores-
cence of the bare tBLM was measured a priori. This combinekidraundl (X, y) had white-noise characteristics
as the auto-correlation confirmed (see figure 3.19). The géiation stems from the envelope of the background
intensity as outlined in figure 3.20a. Instead of correctimgbackground contribution with equation (3.15), the
background was subtracted from the image intensity a pfiibis was required for normalizing the image intensity
with the inhomogeneous excitation intendigy(x, y). The excitation intensity was estimated by fitting the ager
background corrected intensity of a large number of imagesmodel distribution (modulated 2D Gaussian). The
correlation was then performed on the homogenized imhggisen by

I — lwn
lc = 3.16
"7 e (316)
wherePey is the fitted excitation intensity profile but normalized twttamplitude. Figure 3.20 outlines the applied
correction.

The contribution from non-specific fluorescence and autorfiscence was estimated by measuring a sample
prepared according to the protocol given in sedtion 3.3i1iwith no coding DNA added to thia vitro expression
Ansatz. Thereby, the membrane was exposed to the expressgatz as well as the labeled antibody. However,
these contributions turned out to be negligible, such that®R5 cluster density was estimated directly with
equation[(3.11).

3.3.3 Image segmentation

If the cluster density CD is lower than aboytAl whereA is the PSF cross-section (see sedtion 3.3.4), individual
spots can be resolved. In this case, image segmentatiodsethn estimate the CD based on a spot analysis.
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Figure 3.19: Background correlati@y,n(Ar). The projected CCD pixel size is 100nm.

(a) Background . (b) Excitation profilePey.

(c) Measured image (d) Corrected imagé..

Figure 3.20: Applied image correction. The background (@3 ¥irst subtracted from the measured image (c). The
result was then divided by the excitation profile (b). Therelation was performed on the corrected image (d),
where the windowV covers the region wher@.«(x,y) > 0.2, that is an elliptical area of 28n x 15um extension

on the membrane.

Spot density For calculating the spot density SD, the images were firgréitt with a Laplacian-of-Gaussian
filter of width 3 (LoG(3), see figure 3.21) to remove noise antiance the edges [72]. A threshold was then
applied and the resulting segments were analyzed in shablerigitness. The spot density is readily given by

Ns
SD=—
Aex

whereN;s is the number of spots (segments) identified in the excitai®@afex Of the image.

As figurd 3.15¢ shows, the applied segmentation method fthenohajority of spots but with areas proportional
to the spot brightness. The spot density yields a lower badide OR5 density as it accounts large aggregates

(3.17)
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Figure 3.22: Imaging point spread function and its auta-aation.

exactly like a single receptor. Therefore, at least a firdeororrection should be applied to account for the area
of large aggregates.

Airy density Given the spot areds, the number of spotbls can be estimated with the cumulated spot area
normalized by the PSF cross-sectianTherewith,Ng accounts foAs and would be biased by the spot brightness
if no further correction were applied. For instance, dimtspeere identified as small spots of a few image pixels
only as exemplified in figurle 3.15c. This bias can be correitditst order by taking the maximum brightness
Is of each spot into account. For a given LoG filter and thresiselting, the relatiorAs(ls) can be estimated
by calculating the segment aréasyls) obtained for the measured PSF image with identical peaihbress

ls. Taking the peak brightness as parameter is justified asioist likely included in the segmented spot area.
Therefore, an improved estimation of the receptor densighien by

1 As

which we called area or Airy density &k is estimated based on the PSF cross-section. The Airy gepsitoves
the bias caused by large-scale aggregation, but removengi#fs due to micro-aggregation within an aread
requires further investigation.

A second order correction would consist in breaking larggsimto segments of an aréa ~ A. Thereby, large
intensity fluctuations within a spot could be taken into asttoThis correction was not required as the few very
large spots had a quite narrow intensity distribution, sttt the correction factors for sub-segments would not
scatter much.
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3.3.4 Point spread function

The detection PSF was measured by averaging the image obbright spots. Figurie 3.22a shows the measured
PSF, which was in good agreement with an Airy pattern exagpatri asymmetry in the Airy rings. This asymmetry
might be due to a partially polarized fluorescence emisgianvever, the bright spots used for this measurement
were attributed to a large number of Cy5, such that the praidn should be neglectable. The PSF cross-section
was evaluated with equation (3/12) aAd= 0.26um? was obtained. This corresponds to a waist 0.29um,
which is in excellent agreement with the calculated Airyiuadf 028um for a wavelength of 670nm. The auto-
correlation of the measured PSF served as reference faifgiag the ICS fits {psrp = 0.47um).
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List of articles

The results of this thesis have been partially publishea@isated in the author’s publication list. Some
of the publications are only indirectly related to FFS, lerved for several experimental and theoretical
details.

Articles [10,9] In cooperation with B. Karamata, a fast Monte-Carlo simatafor calculating mul-
tiple scattering in optical coherence tomography (OCT) deseloped. This simulation tool allowed
predicting wide-field OCT measurements with high accur&cjpsequently, a similar Monte-Carlo sim-
ulation tool for predicting FFS measurements was devel@pepublished work). This fast FFS simula-
tion integrates the entire FFS process outlined in chaptBr@vnian difusion of the sample molecules
as well as activpassive transport or flow. The result of a simulated experinsdhe raw detected photon
trace, which exhibits stochastic fluctuations as real exptal FFS data.

Patent [5] The fast focus field calculation algorithm developed anddiesd in [3] was used for the
Bessel beam simulation and analysis.
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Chapter 6

Conclusions and outlook

Two novel methods for performing fluorescence fluctuatioecgpscopy (FFS) and fluorescence imag-
ing on surfaces were developed. For the first concept, the fredds of sub-wavelength sized nano-

apertures were used for exciting fluorophores in stronghfined volumes. For the second method, the
evanescent field created by total internal reflection (TR glass—water interface was used for two-
color excitation of fluorophores in the vicinity of the costp. These methods were characterized by
calculating the observation volumes and by measuring tt& gafformance with test samples. Finally,

TIR excitation was applied for investigating odorant reoepin solid-supported planar lipid membranes.

Inspired by scanning near field optical microscopy (SNOMj,imvestigated the confinement of the
observation volume in the near field of nano-apertures tiir@an opaque gold film. Back-illumination
of these sub-wavelength sized apertures resulted in agbfraonfined excitation field near the distal
aperture exit. For apertures with a diameter & @f the free space wavelength, observation volumes
as small as 30al were achieved, which is less thaf of state of the art confocal far field observation
volumes. These observation volumes had a lateral exterfiaft&200nmx 250nm and an axial extent
of less than 100nm. The performance of this excitation ntetlvas characterized with fluorescence
correlation spectroscopy (FCS). These FCS measurementedta substantial reduction of théfdsion
time 74, e.g. the average transit time of fluorophores through trsemfation volume, which was in
good agreement with theory. A significant reduction of therage numbeN of fluorophores within the
observation volume was measured. The reductioN @fas less pronounced than the estimation based
onty and calculations becausekis strongly dfected by the signal to background ratio (SBR) whergas
is not. Auto-luminescence of the gold mask as well as Ramaitesing added a significant background,
which varied up to an order of magnitude due to hole-to-hali€ation irregularities. Although is a
direct measure of the observation volume, the variatiohefSBR significantly lowered the accuracy
for the precise determination &f. Nevertheless, a SBR of 5 was achieved for nanoholes aitsOnm,
which is as good as or even better than currently achievegdiill@mination nanohole experiments by
Levene and Rigneault.

Future work should first focus on a further decrease of thiedraand as well as its variation. This can
be achieved to a large extent by selecting other materialsaluminum masks on fused silica substrates
as used by Rigneault and Webb. The major advantage of gdisl aslistanding corrosion resistance in
biological environments and its excellent biocompatijilivhich can be of decisive advantage for long-
term studies. Combined with microfluidic chips, the apertunasks will allow automated batch investi-
gations of a full sequence of samples per nanohole. In addithese nanohole masks are a promising
platform for monitoring biological process&s vivo with unprecedented spatio-temporal resolution as
for instance trans-membrane transport or cell signalingthier, a suitable FCS model curve should be
developed for improving the accuracy and persistence dfitteel parameters. The development of this
FCS model curve will include the entire FFS process outlimedhapter 2, e.g. the calculation of the
excitation field, the absorption and fluorescence re-eomsas well as the detectiorfieiency. Option-
ally, the apertures could be filled and sealed with a digeotaterial to provide a flat surface, which
would also completely suppresdidision inside the apertures and probably simplify the modeliVe
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are convinced that a SNOM-type near field excitation is bletédor FFS measurements with solutions
of micromolar fluorophore concentration. Currently, saeripdndling and mask fabrication are still not-
so-simple issues for routine application. The choice otmpatible, non-corrosive, low-background
materials will be crucial for a future multi-color multi-epFFS platform foiin vitro andin vivo studies
at natural sample concentrations and with high spatio-teatpesolution.

In the ongoing search for improved confinement of the exoitafield, a novel dual-color TIR-FFS
setup was developed and characterized. Two cw lasers pbgidual-color TIR excitation at 488nm and
633nm wavelength, respectively. The induced fluoresceraessparated into a green channel (500nm
to 540nm) and a red channel (650nm to 720nm) for single phadtection. The proposed setup features
a common observation volume that is confined to the proximitihe coverslip surface. A theoretical
analysis of the complete FFS process including the exaitdteld, the response of the fluorophore and
its interaction with the surface, as well as the collectiod detection ficiency was performed. These
numerical calculations yielded an observation volume @fl i the green channel and 103al in the red
channel, which penetrate only about 120nm into the sample.tD the high numerical aperture of the
collection optics (1.45 NA), the system provides outstagdietection fiiciency close to the coverslip
surface. Very high photon count rates up to 650kHz per mtgdewere achieved for freely flusing
fluorophores. These count rates were approximately twebH@her than obtained with state of the art
confocal FCS instruments.

Dual-color TIR-FFS measurements were performed using dldesiranded doubly labeled DNA
strand as dual-color sample and standard fluorophores gls-siolor samples. A two-color global FCS
(2CG-FCS) analysis revealed an excellent performancediocicience studies, e.g. the measured frac-
tion of a dual-color sample scaled linearly with the fractibat was present in solution. Based on this
analysis, the overlap of the observation volume was estithiat be 60%, which is close to the theoreti-
cal maximum. However, the measured observation volumes sudystantially larger than the theoretical
calculations. In the red channel, the measured observabiome was about 60% larger than predicted,
which is presumably due to a lower excitation angle regglltma significantly deeper penetration of the
evanescent excitation field. In the green channel, the medsibservation volume was % 2arger than
expected, whereas thefidision timery was in good agreement with the predictions. This substantia
discrepancy was attributed to fluorophores immobilizinghat coverslip and contributing a significant
background. This unspecific binding at the coverslip is lyasdppressed completely. Hence, a SBR
was achieved with 10nM sample concentration as this TIRiREBument was designed for higher con-
centrations. Indeed, samples with 100nM to 200nM concgotrgield an optimal SBR> 25, whereas
standard far field confocal instrumentation is better sugtenanomolar sample concentration.

In addition, a two-dimensional fluorescence intensityritigtion analysis (2D-FIDA) was performed.
The 2D-FIDA results confirmed the suitability for coincidenstudies and led to equivalent results as
the 2CG-FCS analysis. For measurement times of 10s or 102G&-FCS provided a superior statistical
significance for coincidence studies. For shorter measemetimes however, 2D-FIDA outperformed
2CG-FCS mainly because 2CG-FCS did not track fractions gertitan 50% of the dual-color sample
in this case.

The dual-color TIR-FFS set-up allows a TIR mode as well ag¥omal configuration. This possibility
proved to be helpful for specific demands, for instance wihenbleaching aspects are of importance.
This modification of the excitation mode is relatively simplut still prone to slight misalignments in the
excitation paths. Ideally, a simple shutter for selectiagfocal or TIR mode could switch the excitation,
such that the alignment is no longefected.
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A further extension of this setup was introduced recentlging ps pulsed laser excitation, time-
resolved single photon detection and adding a fast andtsenSICD array, image correlation microscopy
can be performed. The ps pulsed laser excitation and ther@swved single photon detection provide
an excellent tool for lifetime measurements, as well asifoumventing excessive photo-bleaching and
background. Photo-bleaching is diminished using pulségtlgaved excitation (PIE) to avoid simulta-
neous dual-color exposure of fluorophores, which genetdéaxhing of red fluorophores in particular.
The background is better mastered by introducing a time igaiééning only delayed photons (fluores-
cence). Benefiting from the very high photon count rate, tReCED camera is able of imaging single
fluorophores at video rate.

With this new instrument, thin vitro expression of an odorant receptor (OR5) and its incorpmrati
into a solid-supported planar lipid membrane were invastid. Complete vectorial insertion of OR5
receptors into an artificial tethered membrane assemblyaslaieved. FCS and FRAP showed that the
incorporated receptors were immobilized within the resofulimit of our instrument. Preliminary FCS
measurements were performed in order to monitor recefgard binding. Due to the immobilized re-
ceptors, these measurementfened from rapid photo-bleaching of the Cy5 labels. The ipowation
density was monitored with ICS and image analysis and foonddrease with expression time up to
a few receptors or aggregates pen® within 90min. An average time of 8min for expressing and in-
corporating a single receptor was measured. Comparing @Rbdtions at diferent expression times
revealed that the first OR5 were incorporated at randomipnositThereafter, a tendency of incorporat-
ing several OR5 side-by-side was observed, presumablyalRe#bsomes staying in contact with the
membrane in between two expression cycles.

Image segmentation and spot analysis proved to be robusdtd a systematic underestimation of
the ORS5 density. Their major advantage is the localizatibreceptors and aggregates, which allows
investigating their mutual organization. On the other hahé ICS analysis provides in principle an
unbiased estimation of the receptor density. Despite &ssilts, a more detailed study is needed in order
to achieve a robust ICS analysis with a relative scatter & &0 better. If performed with confocal laser
scanning microscopy (LSM), ICS is yet a robust tool for eating cluster densities and colocalization
probabilities.

To our knowledge, this is the first successful investigatibthein vitro expression and incorporation
into artificial membranes at the single molecule level. Tins$ achievement relied on our dual-color TIR-
FFS and TIRF imaging instrument, which provides a uniquéqila for detailed membrane studies. In
order to achieve translationalfflision of incorporated GPCRs, future investigations areeparation to
render the artificial membrane more fluid. The density andreaif the attachment layer is of particular
interest for achieving an optimal compromise between dteobility and axial immobility. The axial
mobility of the membrane is already subject of investigatrgdth optical coherence tomography (OCT)
and spectral interferometry. Future experiments are pldno benefit from the dual-color performance
of our TIR-FFS instrument. For instance, Forster resomgigrgy transfer in combination with dual-
color TIRF imaging should enable monitoring the aggregatd receptors or the receptor—G protein
interaction upon ligand binding.

In summary, new concepts for confining the observation velimFFS experiments were developed
and characterized. For this purpose, the calculation ajltiservation volume was outlined and a versatile
dual-color TIR-FFS instrument was build. This instrumemtnis now the base platform for single- or
dual-color FFS investigations on surfaces as well as forFTifcroscopy. Finally, this novel platform
was successfully applied to study the incorporation of aorak receptor in a planar lipid membrane.
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Appendix A

Rate equations governing fluorescence

Here, then-state model is approximated with a three-state model gakito account the ground state
So, the excited stat&; and the triplet statd;. Pss denotes the occupation probability of the electronic
statessandRyyx = Ps¢/7xx the transition rate per molecule. The following rate equegidescribe then
the evolution of the occupation probabilities.

d P P P P
_Sozi_'_j_'_i_ﬁ (Al)
dt Tfl Tnr Ty Tex
d PSO PS;L
Py =X _ 2 A.2
dt Sl Te)( TSl ( )
d Ps, Pm,
—py =t __1 A.3
dt E Tisc ™ ( )
D Pss=1 (A.4)
SS
The singlet lifetimers, is
1 1 1\1?
Tg, = (— + —+ —) . (A.5)
71l Tnr Tisc

In a dynamic equilibrium at constant excitation rate, theateons of the occupation probabilities vanish.
Solving for the occupation probabilifys, yields the average rate of fluorescence emissions per nielecu

1 T Tex -1 Qfl
Rfj = — (l+ — + —) = (A.G)
Tfl Tisc TS, Tex + T3, + QiscTT,

gs1 = 7s, /711 IS the fluorescence quantum yield aggd = 7s, /7isc IS the intersystem crossing probability.
The denominatorey + 7s, + Oisc7T, COrresponds to the average cycle time. The occupation pildpa
of the triplet state is given by

Pr, = (1 4 Jsc (1 + E))_1 = ATy (A7)
' LRE TSy Text Ts; + UiscTT, . .
The limits of (A.6) and[(A.7) for strong excitation (egpx — 0) are

-1
. 1
lim Rf = RfLmaX: — (1+ l) and (A.8)
ex—00 THl Tisc
Tisc\
lim m1=anM=(1+JE) : (A.9)
lex—00 Ty

The saturation limit is defined bffs, = 50% whereR¢ = R max/2, Which corresponds toex =
Ts, + QiscTT, and

L - _
loxsat = — (1+ E) , respectively. (A.10)
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Fluorescence fluctuation spectroscopy based on an evamdidd excitation
scheme leads to an alternative concept for single moleetézton with interest-
ing experimental features. This concept is described aatyaed regarding the
total fluorescence process including excitation, fluonese@mission and collec-
tion close to a dielectric interface. The realized expentakscheme showed su-
perior performance of this concept with substantially erdeal molecular bright-
ness when compared to the classical confocal setup basecten iwmmersion
objectives. Selected applications in life sciences incgdiual-color surface flu-
orescence correlation spectroscopy, enzyme kineticseargghtor—ligand binding
are underlining the interest of this experimental approach

Introduction

Fluorescence fluctuation spectroscopy (FFS) is a genesirttion for the observation of the fluo-
rescence process at the single molecule level. A well-krteaimique for single molecule detection
is fluorescence correlation spectroscopy (FCS), which waseaived to study kinetic and dynamic
processes through the statistical analysis of fluctuatadrthermodynamic equilibriungl). The
temporal correlation of the photon emission trace of a mdécsystem (generally a biomolecule
specifically labeled with a fluorophore) allows accessimgdaracteristic rates and velocities of the
underlying molecular system. With an appropriate modehefrholecular system, these character-
istic rates and velocities can be extracted. For exampleufgions in the number of few fluorescent
particles unravel the ffusion dynamics within a highly confined sampling volume.
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The principal concept was already described in the earlg B@'the first paper on this topic
by Magde et al(2). A real renaissance arrived in 1993 with the introductiothefconfocal illumi-
nation scheme for FCS by Rigler et &B). Since then FCS has been developed towards probably
the most important technique for single molecule deteqt®8vD). FCS allows measuring rates of
bindingunbinding reaction§4, 5), codficients of translational and rotationahdision(6, 7, 8, 9)
conformational states and a manifold of photophysicalpatarg10, 11, 12)of the induced fluo-
rescent process.

For FFS the confocal illumination scheme led to a highly auedi excitation and detection
volume. Alternative optical schemes for confining the ext@in volume, for instance evanescent
field excitation, were demonstrated already in the 03, 14) However, they did not show a
performance comparable to confocal FFS for single moledetection.

In this contribution, we summarize and present numerowentaesults of total internal reflec-
tion FCS, i.e. single molecule detection in the proximitylaflectric surfaces, emphasizing interest-
ing features which overcome the past limitations of evameisiteld FCS15, 16) First, we outline
the general aspects of FFS for SMD and describe the esssteji of a FFS measurement. In the
following, a novel dual-color setup for SMD at surfaces isganted17). This setup enables high
photon count rates per molecule well beyond count rates krioam classical excitation schemes.
Finally, we demonstrate this concept on selected bioldgjmalications, such as enzymatic catalysis
and monitoring of membrane embedded proteins.

The fluorescence fluctuation process

FFS applied to SMD involves recording and analyzing tra¢esritted fluorescence photons ema-
nating from a tiny probe volume. Figure 1 outlines the instemtal chain including the molecular
fluorescence process as happening in a typical SMD expetifiea excitation light at wavelength
Aexlis tightly focused into the sample and generates a highlfimed excitation volume as indicated
in figure 1d in solid-line ellipse. Fluorescently labeledriolecules difusing through this confined
light field are excited and emit photons at a wavelengith> 1ex. These fluorescence photons are
partly gathered by the collection optics. A dielectric bavass filter rejects residual excitation light
and suppresses Raman scattered light contributions.

The fluorescence photons are focused onto the pinholeirgesttay and out-of-focus light.
The pinhole and the collection optics determine the deiactblume as indicated in figure 1d in
dashed-line ellipse. For optimum FFS measurements, thagzn and detection volume must be
perfectly matched, i.e. the pinhole must be in a conjugatssitipn to the excitation volume. The
diameter of the pinhole determines the lateral extent ofifiection volume and is chosen according
to the criteria of difraction-limited imaging.

The single photon detector — typically an avalanche photaeliAPD) driven in counting
mode — detects the arrival of fluorescence photons. Thededgshoton trace is finally evaluated
according to the chosen FFS method, i.e. the sequence atidetevents is numerically processed
for yielding information about the investigated sample.

FFS retrieves essential information about biomoleculesuiglyzing the fluctuations of the
fluorescence intensity(t) during a short time interval . Typical sources for these fluctuations are
particle motions through the sampling volume vigusion and flow, the stochastic nature of the

1 Raman scattering of individual particles is many orders afynitude weaker than fluorescence. However, the high
solvent concentration (55M for water) largely compenséies low dficiency, making Raman scattering one of the most
important background sources.

ISBN 0841274371 Received 29 September 2006; published 1 June 2007
© 2007 ACS books New Approaches in Biomedical Spectrosc@py



excitation optics  fluorescence collection optics  single photon detectic

@ ) () S Eem (9 )

evaluation photon trace

Figure 1: Overview of FFS methods for single molecule daBactOP: object plane, PP: conju-
gated pinhole plane. (a) Excitation light, (b) excitatioarul-pass filter, (c) focusing op-
tics, (d) excitation (solid line) and detection (dashec)inolumes, (e) collection optics,
(f) emission band-pass filter, (g) tube lens, (h) pinholesiigle photon detector.

photophysical response of the fluorophores, for instanmagedi or triplet transitions, and variations
of the quantum yield with the molecular environment or bingfinbinding reactions.

A low number of particles within the sampling volume causighielative fluctuations of the
fluorescence intensity rendering FFS measurements maustratherefore, a very small excitation
volume is required, which is normally achieved with a highmauical aperture (NA) objective.
Excitation volumes as low a%:x ~ 0.3fl are not uncommon for measuring particle concentrations
in the range up te: 100nM.

The fluorescence emission of individual fluorophores is wargk. Consequently, the collection
optics should capture as much fluorescence photons as lggsdilich demands the use of high NA
optics. Furthermore, since the fluorescence intensitypis&ly 8 to 10 orders of magnitude weaker
than the excitation intensity, dichroic filters must blobk excitation light by at least 9 to 11 orders
of magnitude for obtaining a good signal to noise ratio (SNR) excitation band-pass filter is
used in front of the focusing optics for achieving a spebtialire excitation, which is subsequently
blocked dficiently by a complementary emission band-pass filter.

In summary, FFS relies on instrumental features, such agaheration of a confined sampling
volume, the high collectionficiency of the observation system, the detection of singtsqis,
the processing of these photon events as well as the stacbhatacteristics of the investigated
molecular system.

In the following sub-section, we describe, compare andyaeah detail the sampling volume,
in particular for an evanescent field excitation. The dipelgponse and its interaction with a di-
electric substrate within the framework of the moleculeedébn dficiency will be considered in
detail as a relevant model for the overall FFS process. lyjtillorescence correlation spectroscopy
(FCS) as a prominent member of FFS techniques will be desttiibthe context of SMD.
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Molecule detection dficiency and confined sampling volume

The analysis and interpretation of the fluctuation stastbtained with FFS measurements requires
knowledge of the excitation and detection volume and thealetl fluorescence brightness profile,
i.e. the molecule detectiorficiency (MDE) of the fluorescent particle at positioThe brightness
Q(r) of a single fluorophore is determined by its photophysicapprties, the excitation intensity
®(Mhc/ex (Where®(F) is the excitation photon fluxy Planck’s constant the speed of light and
Aex the excitation wavelength), the collectiofiieiencyC(r) and the pinhole transmissioffieiency
T(P).2

The fluorophore’s brightness is given by
Q(r) = qaReI(NC(NT(M) 1)

with gq being the detection quantum yieldRy (F) describes the average fluorescence emission rate
and is expressed as

ai(F)
Tex(F) + 7s(P) + Gisc(F) 771 (F)

whereqy is the fluorescence quantum yiekdy the average excitation timeg the excited state
lifetime, gjisc the transition probability of the singlet-triplet intestgm crossing, andr the triplet
state lifetime. Assuming fast rotation of the fluorophohe, &bsorption atey is isotropic and the
excitation rate readsg)% = 0ap<D(F), with oaps representing the absorption cross-section at wave-
lengtheyx. It is worth mentioning that the fluorophore’s brightn€Xs) saturates for high excitation
intensities. Usually, the excitation intensity is keptlie finear regime (well below saturation); oth-
erwise, saturationfiects would introduce artifacts in the recorded photon sace

In general, the fluorophore’s brightned§’) varies with position. Particularly, the fluorophore’s
photophysical parameters become distance-dependerd sedace, as the presence of the surface
modifies the local density of states, and consequently &lsdransition rates between the fluo-
rophore’s electronic stat€48, 19) Additionally, the proximity of the fluorophore to the dietec
surface, modeled as a dipole emitter close to a dielecthistsate(20, 21, 22) results in a defor-
mation of the angular power density of the dipole emissibastaltering essentially the collection
efficiencyCEF(F).

Figure 2 depicts the calculated radiation profile of a flubiane at the coverslip—sample inter-
facez= 0. The fluorophore is located at the origin of the coordingttesn with a dipole moment
o |l (1,0,1). The polar plot indicates the anisotropic and asymmaeatngular power density. Thin
straight lines represent the critical angle of refractiothie coverslip£ < 0) and thick lines show
the radiated power density in the= 0 andy = 0 planes. For comparison, the power density of an
identical dipoleip in an isotropic environment is shown in thin lines.

In close vicinity to the coverslip, the dipole "senses” thighter refraction index of the coverslip
and radiates power into the coverslip not only at sub-@iitmgles but also at super-critical angles.
This efect stems from the evanescent coupling of the dipole’s neldrtth propagating waves in the
coverslip. The power radiated at super-critical anglesiaantly enhances the total power radiated
into the coverslip. However, wave propagation in the sarapée is diminished due to destructive
interference between the direct radiation and the backatifin at the interface.

Ru(P) =

(2)

2 The pinhole transmissionfliciency is frequently approximated by convolving the pragecpinhole with the point-
spread function of the collection optics. However, a coitgpleave-optical calculation has to account for the anigitro
emission of fluorophores close to a surface.

3 The producC(P)T(P) is the so-called collectionfiéciency functionCE F(F).
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Figure 2: Anisotropic dipole radiation profile modeling a diwphore at a glass—water interface.
The critical angle is indicated by straight lines. Deperglon distance and dipole orien-
tation, this radiation profile shows a pronounced anisojrgmd asymmetry.

Figure 3 compares the power collectioffi@ency of two optical collection schemes, system
I, a trans-illumination scheme and system Il, an epi-illoation scheme. The power collection

3.0'\‘ p2 / Pl 3 3

25
a° 3 3
a 20 < (IN145NA (h1.20NA (0) 1.20NA |

5 . T==TT
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Figure 3: Collected power versus fluorophore position. Ttesg coverslip (z 0) has a refraction
index of 1.520 and the water sample 1.335, respectivelhdrré¢gion of an evanescent
excitation field (x 1ex/3), the trans-illumination setup | with a NA of 1.20 colleats$
power (dotted curve) than the epi-illumination referengstem (B = 1), whereas the
epi-illumination setup Il with a NA of 1.45 collects two tisnmore power (solid curve).
The enhanced power collection of system Il compared torsyste represented by the
dashed curve.

efficiency is computed with respect to system 0 gathering theepBwfrom a randomly oriented
fluorophore located at a distarze 0 from a glass—water interface using a 1.20NA water immarsio
objective positioned at < 0. The dotted line describes the fluorescence pdiecollected by
system |, consisting of a 1.20NA water immersion objectiesifioned atz > 0. The observed
undulation stems from interference of direct and reflectedréscence radiation at the interface.
Note that this optical collection configuration is commoelyployed in prism-based evanescent
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field excitation setup@3). The solid curve shows the fluorescence poRecollected by system Il
comprising a 1.45NA oil immersion objective positionedat0. The exponential decrease (up to
z=~ Ay)) results from the reduced coupling of the fluorophore emiskicated far from the interface.
Finally, the enhancement fact®/P; is plotted in dashed line. It is notable that fok Aey/3,
the epi-illumination setup Il achieves a two-fold increas@ower collection &iciency compared
to the trans-illumination setup I. Thisfirence is caused by the increased radiation towards the
coverslip and the high collectiorffciency of the high NA objective collecting the substantight
contribution beyond the critical angle.

Figure 4 depicts brightness profil€Xr) of an evanescent field epi-illumination scheme em-
ploying a 1.45NA oil immersion objective focused at the glagater interface at = 0 (system
I1). Using Equation (1), the brightness calculations weeef@rmed assuming excitation and aver-

z[pm]

oo o
D =

04 04

Figure 4: Brightness profiles @) at the coverslip—sample interface. The iso-surfacég @qual
e !, e?, e 3 and e of the maximum brightness.

age emission wavelengths afx = 488nm andis; = 525nm, respectively, and a projected pinhole
diameter of (Gbum at the glass—water interface. Figure 4a is computed forvanescent field ex-
citation on a circular area of 16n diameter (c.f. figure 5a). This results in a cylindrical géing
volume of approximately(0.3um)?0.1um. Figure 4b shows the calculations for a linearly polarized
field focused to a diraction-limited spot at the glass—water interface (c.lufggbb), resulting in a
hemi-ellipsoidal sampling volume of4um and 03um semi-axes andaaxis dimension of 2um,
respectively.

The dfective sampling volum¥®e¢+ is determined by integratinQ(r) over the entire volume

(24, 25) thatis
vor={ [ s [ iewra

yielding 39al for total internal reflection (TIR) excitati@and 22al for confocal excitatiof26, 27,
28). For comparison, confocal excitation with a 1.20NA watemiarsion objective yields a sam-
pling volumeVest ~ 250al in liquid. Therefore, FFS at the surface measuregfgaconcentrations
in the range up te: 1uM instead of~ 100nM in liquid with state-of-the-art instrumentation.

Fluorescence correlation spectroscopy

In this sub-section, we introduce an important member of,Fie@nely fluorescence correlation
spectroscopy (FCS). FCS is based on the temporal intengity ar cross-correlation analyses of
the photon tracefl). Whereas auto-correlations obtained from single photees yield informa-

tion about particle mobility, particle concentration, aslivas kinetics of other fluorescence fluc-
tuation sources, cross-correlations computed using tvadophtraces provide information mainly
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about correlated particle motions and binding kineticdimcidence studies, the auto- and cross-
correlations are simultaneously measured, enabling, ¥amele, the evaluation of the fraction of
bound particles in bindingnbinding experiments. The temporal correlation funct@yxn(r) is
given by

T-1
Im(t)In(t+7) dt
InOln(t+7) o J IOt @
(Im(t)) (In(t)) Tor T
[ Im®)dt- [1n(t)dt
0 T

Gmxn(7) =

with 7 being the lag timeT the measurement interval, ahglandl, the count rates (intensities) in
the detection channets andn, respectively. For exampl&axa is the temporal auto-correlation of
a single channel A, an@axg is the temporal cross-correlation between channels A and B.

It is important to point out that FFS methods assume that tiserwed process is stationary in
time and position, i.e. at steady statelowever, FFS experiments are usually carried out assuming
that the process syficientlystationary in time that is the sample does not alter sigmiflgaiuring
the measurement. Position stationarity is requested piinifithe observation point is scanned
during the measurement.

Typically, parameterized model equations are used forribésg the temporal correlations
Gmxn(7). For instance, model equations of temporal auto-coioglatare usually given by

G(7) = Goo + GoD(DK (1) (1+ i exp(—l)) (5)
1- Pt Tt
whereG., ~ 1 is the correlation amplitude at infinite lag time a@g the amplitude of the particle
motion.D(7) represents dliusiorflow processes and(r) reads for kinetic processes (e.g. chemical
reactions). FinallyP; andr; are the triplet probability and the correlation time of thiplet state,
respectively.

Dual-color total internal reflection FCS setup

Total internal reflection FCS proved to be a versatile toolsiudying particle motion and pho-
tophysics on a single molecule level near a substrate. ltstanding performance due to the
fluorophore-substrate interaction makes epi-illumimafitR-FCS a method of choice for biolog-
ically driven applications at the surface, for instanceprtheane studies and enzymatic reactions.
Very recently, we proposed a new setup for dual-color TIRSELB, 17)

Figure 5 outlines the dual-color epi-fluorescence setugwatig both TIR and confocal exci-
tation. A 18mW HeNe laser (633nm: LHRP-1701, Laser 2000, lifvg[3Germany) and a 22mW
solid-state laser (488nm: Prot&/a488-15, Novalux, Sunnyvale, CA) provided two linearly pela
ized beams with 633nm and 488nm wavelength, respectivelysd beams were expanded to an
e 2 diameter of~ 2mm and collinearly aligned to the microscope objective @BS: 2.5x beam
expanders & periscope beam steerers). The laser powercommlled by neutral density filters.
Laser-line clean-up filters (CF: ChromZ48810x (blue); Chroma Z6320x (red)) assured spec-
trally pure excitations, which were combined by a dichroicrar (BC: Chroma Z488bcm). An

4 Itis assumed that the investigated sample is ergodichieetemporal average equals the ensemble (spatial) average.
5 Chroma Technology Corp., Brattleboro, VT
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Figure 5: Dual-color TIR-FFS setup with confocal and evar@¥ epi-illumination at the
coverslip—sample surface.

achromatic lens (FCf = 130mm) focused the beams into the back-focal plane (BFR)eohigh
NA oil immersion objective ¢-Plan-Fluar 10& 1.45 with Immersdi™ 518F, Carl Zeiss Jena, Jena,
Germany), which resulted in circular areas wétf diameters of 16um (blue) andx 20um (red)

at the coverslip—sample interface, respectively. In the,BHateral beam focudtset of~ 2.3mm
resulted in a super-critical angle illumination, i.e. in@ranescent field excitation. The sample was
a droplet (containing biomolecules in low concentratiompal 5@um thick glass coverslip mounted
on axyztranslation stage (ULTRAIlign 561D witlDrive Controller ESA-C, Newport Corp., Darm-
stadt, Germany).

In this epi-illumination setup, the fluorescent light wadlected with the same high NA ob-
jective, focused onto the pinholes and detected via thdespigpton detectors. The pinholes were
realized by two multimode fibers with a core diameter aiBQASY5Q105 silica fibers, Thorlabs
Inc., Grilnberg, Germany). A dichroic mirror (BS: OmédgML625) separated the green and red
fluorescence light, whereas the combination of the mainrdictmirror and band-pass filters (BF:
Chroma HQ54B0m and Omega 520DF40 (green); Chroma HQ@80th and Omega 685DF70

6 Omega Optical Inc., Brattleboro, V
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(red)) blocked the back-reflected laser light by more thanrti@ers of magnitude. The fluorescence
light was detected by fiber-coupled single photon countimglutes (APD: SPCM-AQR-14-FC,
PerkinElmer Optoelectronics, Wiesbaden, Germany), wk@g®ls were recorded and correlated
with a USB hardware correlator (Flex02-08D, Correlatanc®ridgewater, NJ) linked to a stan-
dard PC. Within this setup, the focusing lens, thid plate (PL: OWIS, Staufen, Germany) and
the main dichroic mirror (DM: Omega DM43&33) combination was laterally shifted by a linear
translator, thereby positioning the beam fodiaxis in the BFP of the objective. This allows an
independent excitation angle adjustment while keepindp&zens focused on the BFP of the objec-
tive. As already mentioned, the configuration can easilyH@ged to a confocal epi-illumination
by removing the focusing lens and by centering the collimhéams in the BFP.

Applications from photophysics to life sciences
Single molecule coincidence assay measured with dual-colBR-FCS

A synthetic binding assay based on free Rhodamine Green)(Rlyanine5 (Cy5) fluorophores and
a 40mer double-stranded desoxyribonucleic acid (dsDNB@led with Alexa488 and Cy5 (Zeiss
cross-correlation standard) was investigated using tlaé-chlor TIR-FCS systenil7). The laser
settings were optimized with the dsDNA sample, whereas #ukdround was measured using a
NaCl/EDTA/TRIS pH 8.0 bdter. Different mixtures of the double-labeled dsDNA solution with a
solution of 9nM RhG 50nM Cy5 were investigated and measured during 20s. Plalsaaicg of
the coverslips was found to be a necessary processing siemaroved the SNR due to a strong
suppression of unspecific binding at the glass surface.

The amplitudes of the experimental auto-correlation caiwvere corrected for afterpulsing and
for background to avoid systematic biag28). The following model equation was used for the FCS
analysis of these threeftlising species:

1( Bm)( Bn)ZQmiQniNiDmni(T)

Gmn(7) = Gmnw + 5 (1= |1~ 7~ 2, QmiNi - X OniN; ©

2 Im In

+ Gmmexp(—L)
Tmnt

Here, indicesn andn represent the green and red detection channels; h€ggandG;, are the
auto-correlations an@g; the cross-correlatiorB is the average background count rate arite
average total count rat® and| were used for background correction of th&usion amplitude.
The indexi represents the filising speciesg for RhG, r for Cy5 andc for the dsDNA.Qp is
the average brightness in channebf specied, N; are the average number of molecules in the
sampling volumesQmiQniN; is the joint count rate of specieéf both detection channels, whereas
QmiN; and QpiN; are the count rates in either chanr®},,; and tmnt are the amplitudes and the
correlation times of photophysical relaxations, such gdetr state population or isomerization. It
was assumed thatynt is much shorter than the félision times, which allows writing the triplet
contribution as an additional term, thus simplifying thedab Dy, describes the ¢liusion and is

given by
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whererti; andriyxy are the axial and lateralftlision times of species respectively, and the scaled
complementary error function reads as erfgx exp(x?) erfc(x). A multidimensional least-squares
Gauss-Newton algorithm was used to fit the experimentaltdatee above model equations.
Figure 6 demonstrates the auto- and cross-correlatioreswbtained for the dsDNA sample.
With a mixture of free fluorophores, the cross-correlatimpbtude Gy, ~ 1) was very small com-

1.355

- R'R
1.30r . B B
1.25 ° o * B R

1.20¢
©1.18, e
110E > %

1.08, <

1.007

0- = ” s L L L L L
g.lus 1.0us 10us O0.1ms 1.0ms 10ms 0.1s
T

Figure 6: 2C-TIR-FCCS correlation curves and fits; 35pp and G,y > 1 were measured with dou-
bly labeled dsDNA. & ~ 1 was measured with a solution of RhG and Cy5 fluorophores.

pared to the auto-correlation amplitudes. Thin solid liskew the fits with the model equations
(6).

For r > 10us, the fit residuals were lower than %0 For smaller lag times, shot noise and
afterpulsing reduced the signal to noise ratio. The medsfreztion of dsDNA scaled linearly
with the mixed fraction fromr 1% (no dsDNA) to~ 28% (only dsDNA) with a relative scatter
of ~ £15%. The measured fraction was at best one third of the miseediéon due to an excess
of molecules with a single green label, possibly furtheramed by photobleaching of the red
label during the two-color excitatiof29). The overlap of the sampling volumes was estimated to
be ~ 60%, which is close to the theoretical maximum. To reducedrtfieence of photobleaching,
we used excitation intensities @flOpLW/mmz. The molecular brightness was about two times
higher compared to a confocal epi-illumination employinty20NA water immersion objective at
identical excitation intensitie€l6). The difusion times of the dsDNA werg, ~ 51us axially and
Tyy & 2.3mslaterally. With an evanescent field depth of 160nm and a waiius of 370nm, the
diffusion constant was calculated to Bex 1.5-10 “cn?/s, which is about 22% of the estimated
diffusion constanDpna ~ 6.8- 10 7cn?/s for a rod-like molecule with 24A diameter and 140A
length. We attribute the fierences mainly to an increased hydrodynamic drag near tedaoe
and unspecific binding (ionic interaction between DNA andezslip).

This study demonstrated dual-color single molecule FCC&smements based on epi-
illumination TIR. This TIR-FCCS conceptfiers distinct advantages to confocal FCCS for co-
incidence assays at sqfiduid surfaces, in particular by virtue of the much higheroflescence
collection dficiency and the high confinement of the excitation field at théase.
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Single enzyme reaction kinetics measured with TIR-FFS

We investigated the kinetics of the catalytic cycle of singbrseradish peroxidase enzymes when
hydrogen peroxideH»>0) as an electron donor is processed for oxidizing (dihydnmdamine
123, thereby generating Rhodamine 123 (Rhi28)and references therein)

Horseradish peroxidase is a 44kDa heme protein, whiibiently catalyses the decompo-
sition of H>,O5 in the presence of hydrogen donors. For these experimeetsised the fluoro-
genic substrate (dihydro)Rh123 as hydrogen donor. Aftatation, it yields the highly fluorescing
Rh123. The enzyme, the substrate and the enzyme-substrafdex are non-fluorescent. How-
ever, the product and the enzyme-product complex are floen¢sFor each catalytic cycle, two
(dihydro)Rh123 are bound to the horseradish peroxidaséuandd over into Rh123, which finally
dissociate from the enzyme. Edman and Ri@B€) suggested that the enzyme retains some confor-
mation memory resulting in a fluctuating enzyme activityjetthis non-Markovian by nature. In a
simplified model, the enzyme processes the substrate ay&iggdr rate if it runs along a precondi-
tioned reaction pathway, which is supposed to correspoad tactive conformation”. In contrast,
the enzyme processes the substrate at a very low rate ifMiolipa sub-optimal reaction pathway
i.e. the "inactive conformation”. It is supposed that ongeathway is adopted it favors the substrate
processing due to some persistent structural informationformation memory) retained between
consecutive catalytic cycles. Overall, this leads to a flatihg processing rate whenever the en-
zyme is changing the pathway i.e. the catalytic cycle. Thoglpction rate of a single enzyme can
be observed by detecting the Rh123 emission at the singlgrensingle molecule level. As the
evanescent excitation confines the excitation to the sedifacobilized enzyme, the background
is efficiently reduced, which translates in an increased SNR whessaring the enzyme activity.
For illustration, figure 7 shows a typical photon trace dgrinshort interval. Fluorescence bursts

|
18.2 18.3 18.4 18.5 %?516 18.7 18.8 18.9 19.0

Figure 7: Photon trace of a single horseradish peroxidasadpicing Rh123.

indicate periods of high enzyme activity. Interruptions due to inactive period81, 32)

Membrane protein detection by image correlation microscoy

Sinner et al. recently published a novel method for in vitmoteesis of complex mammalian mem-
brane proteins into artificial planar lipid membrane stuues. The cellular extract of rabbit reticulo-
cytes contains the protein synthesis machinery for de ngnvihesis of an olfactory receptor species
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starting from the mere DNA from the receptor. We are invediig the density of the inserted re-
ceptor proteins by image correlation microsc¢®$) using evanescent excitation at the surface. For
instance, figure 8 shows the fluorescently labeled antilsadigging &inity labels of the individ-
ual membrane proteins. The excitation area has a diame#danit 2gum. High-resolution image

Figure 8: Image of labeled membrane proteins inserted imtaificial planar membrane surface.

correlation microscopy, i.e. the spatio-temporal autorelation of the membrane proteins, yields
information about the spatial protein distribution (ingoration density) as well as the protein mo-
bility (diffusion in the membrané34).

Conclusions

Dual-color total internal reflection fluorescence fluctoatspectroscopy provides substantial im-
provements compared to other existing confocal or evanésibemination FFS setups used for
single molecule studies at surfaces. Evanescent fieldagixxcitby total internal reflection at the
coverslip—sample interface and the enhanced fluorescegteetin déiciency within the evanes-
cent field are major benefits for investigating biologicabqesses and materials immobilized on
glass slides. Fluorescent labeling of molecules in contlanavith very eficient fluorescence de-
tection features a high signal to noise ratio for single rmole detection and imaging. In addition,
dual-color excitation and detection improve the selettivi coincidence measurements.
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Fast focus field calculations
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Abstract: We present a fast calculation of the electromagnetic field ne
the focus of an objective with a high numerical aperture (NA¥tead of
direct integration, the vectorial Debyeflilaction integral is evaluated with
the fast Fourier transform for calculating the electronegnfield in the
entire focal region. We generalize this concept with thepchitransform
for obtaining a flexible sampling grid and an additional gaicomputation
speed. Under the conditions for the validity of the Debyegnal repre-
sentation, our method yields the amplitude, phase and ipataon of the
focus field for an arbitrary paraxial input field on the objeet We present
two case studies by calculating the focus fields of a«4®0 NA water
immersion objective for dierent amplitude distributions of the input field,
and a 10 1.45 NA oil immersion objective containing evanescent field
contributions for both linearly and radially polarized inigields.
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diffraction theory; (070.2580) Fourier optics and optical algprocessing, Fourier optics;
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1. Introduction

The plane wave spectrum (PWS) method is a well-known #icdent technique for calculating
the propagation and fiiraction of electromagnetic (EM) fields. Itéieiency lies in the ability
to propagate EM fields from one plane to another using theé-@mstier transform (FFT).

In microscopy this concept is the essence of the Debye appation and is often used for
the calculation of the EM field [1, 2, 3] near the focus of highmerical aperture (NA) objec-
tives. Torok et al. considerably expanded this concepstiadying the focal field distribution
and its distortions in stratified media commonly encourdéneoptical microscopy [5]. For a
general and historical review onfftaction theory the reader is referred to Stamnes [6].

However, for focal field calculations in microscopy, in peutar for optical systems with
high NA, this classical problem turns into a computatior@ltenge due to the highly oscil-
latory behavior of the involved functions. In addition, @ozation éfects cannot be neglected
rendering this calculation long and tedious. Recent teghes in microscopy and tomography
such as the extended focus field [7], microscopy beyond tHeeAbsolution limit and point-
spread function engineering as advanced by S. Hell and bigpgfi8], or rigorous ab initio
calculations for fluorescence fluctuation spectroscopyaf@plify the demand for fast focal
field calculations.

In this paper we revisit the Debye approximation and propasevel and flexible implemen-
tation of the Debye integral incorporating thigeets of amplitude, phase and polarization in an
overall manner. This new implementation is particularlitesdifor rapid numerical evaluation
and requires substantially les§at for calculating the amplitude, phase and polarizaticamo
EM field distribution generated by a high NA microscope obyec

The organization of this paper is as follows: Section 2 idtrces the Debye approximation,
i.e. the general framework and formulae used in the remaifdéis work. Section 3 outlines
the implementation based on the fast Fourier transform Y@Rd establishes the sampling and
border conditions for obtaining accurate numerical resiinally, section 4 presents selected
examples, firstly the calculation of the EM field for ax40.20 NA water immersion microscope
objective, and secondly, for a 18QL.45 NA oil immersion objective taking into account the
evanescent field contribution.

2. The Debye dffraction integral as Fourier transform

This section establishes the basic formalism based on thgedDéifraction integral and the
formulation of this integral as a Fourier transform. Theibagptical layout and the respective
coordinate systems are shown in Fig. 1. We assume that thisabpetup, i.e. the imaging
system obeys Abbe’s sine condition (as usually fulfilledrfocroscope objectives).

A coherent, monochromatic wave field parallel to the optéoat crosses the aperture stop
A, propagates towards the principal pldfieand is transferred to the principal plaie At
P,, the wave field is refracted and focused towards the focaitpei. The pointP lies on the
principal planeP, and illustrates the focusing of a ray &t towards the focal poinE,. The
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Fig. 1. Optical setup. The objective is represented by tleetape stopA with radiusR, the
principal plane$, andP, with vertex pointsv; andV», and the focF1 andF,. The focal
length f is given asf = F1V1. The pointP is the intersection point of a ray witky and
shows the relation of the positioratP; of the incident wavé; to the propagation ange
atP, of the transmitted wave;.

spherical surfac&; is centered af, and the deflection angteat the positiorP is given by

sing = R (1)
wherer is the df-axis coordinate of the incident wavR,the aperture stop radiublA the
numerical aperture of the objective andhe index of refraction behind thi& surface. In our
setup, the apertur& is placed in the back focal plane, which results in a tele@eithaging
system.

Instead of the principal planes, pupils are frequently dsechodeling the wave propagation
through the objective. However fitiaction at the aperture stapside the objectives not obvi-
ous if the incident wave is transferred directly from therante pupil to the exit pupil. Within
our representation, the wave propagation from the apepiaresA to the principal plané;
is easily calculated with the PWS method or in most casesdbaseclassical Fourier optics
principles.

The incident fieldE;(r, ) atP1 is decomposed into a radial component (p-polarized) and a
tangential component (s-polarized). The unit vectors fana s-polarization are

cosp —sing
& = [sin¢] and &= [ cosp ] (2)
0 0

where¢ is the azimuth angle around tzeaxis. Upon transmission, the unit vec&y is de-

flected by and becomes
coSsp cos
& =|singcosd | . 3

sing
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Hence, the amplitude, phase and polarization of the trateshfield atP; is

Et(e"ﬁ) = tp(éi 'ép)é' +ts(§i 'és)és 4)

wheretp(6, ¢) andts(6, ¢) are the transmission cfiients (viz pupil function, apodization) for
p- and s-polarization, respectively. Accumulated phastdions, i.e. aberrationss, as well

as attenuations, i.e. amplitude factors, are integratedercomplex parametets andts. As

we assume the incident field to be paraxial, the axial compidggis small against the lateral
componentgiyy and can be neglected even if the incident phase is not canBidhe Debye
approximation, the transmitted field is the plane wave spectrurof the focus fieldE near

F». Hence, the electric fielff at a point &y, 2) is obtained by integrating the propagated plane
waves, viz

E(X, Y, Z) = —% f ét (9’ ¢)ei(kzz—kxx—kyy) do

Q

. 2 (5)
= _'ﬂ— f sing f Ey(6.¢)g k) g lg
0
0 0

The phase facto#®”Z accounts for the phase accumulation when propagating éherraxis,
whereas the terra ' &+k¥) represents the phaseférence of the wave front affeaxis points
(%Y, 2) with respect to the on-axis point,@2). The integration extends over the solid angle
under whichP; is observed aE,, i.e. sin® = NA/n.. The wave vectok; is given in spherical
coordinate® and¢ by

Ki(6,9) = kony

—singsing
cosd

where ko =

21
e (6)

—COoSp sine]

The evaluation of Eq. (5) is usually performed with a dirastnerical integration taking into
account the coordinate transformations, which resulteénRichard-Wolf integral representa-
tion [2, 3]. Instead of the common ansatz@ap)-sampling keeping @ = sinfddd¢ constant is
obtained by using c@s, = 1 - mA® with me N. Forme {1...M} andn € {1...N}, the sampling

grid is defined by
1- /1-NA2/n?
S i and én = ( 1) 21 (7)

N _Z

6m=arcco$l—-m >

N -

At 0 = 0, a sampling point with a weight of (= n0§/4 is added. Besides minimizing the
number of sampling points alorgy the calculation of the integrand and its integration can be
merged in a single matrix product resulting in a further iettun of the computation time [4].

The outlined evaluation of the Debyefldaction integral (5) is quite fast, but still much
slower than the conventional computation of a Fraunhof@radition integral. However, Eq.
(5) can be easily rewritten as a Fourier transform by spijtthe phase factor into a lateral and
an axial term, and by performing the integration o¥gelinstead ofP,. Using Eq. (1) and (6),
the integration step @ for a sampling oveP; is projected ont@®,, which yields

2 2 dky dk
dQ:(N—A) rdrdqs:(NA) dxdy _ 1 OkxdKy (8)

Rn) co®y \Rn) cos k2 cowd

#75759 - $15.00 USD Received 3 October 2006; accepted 28 October 26@8ected 26 April 2007
(C) 2006 OSA 13 November 2006Vol. 14, No. 23/ OPTICS EXPRESS 11280



Insertion of this sampling step into Eq. (5) results in

E’(x,y,z)=—%ktz f f (Ex(6.9)"?/ cosp) e t+)) gk, dky . 9)
r<R

Extending now the integration ove ky) € R? by setting Ei| = 0forr > Rallows to rewrite the
Debye difraction integral as a Fourier transform of the weighted fi&ldvhich finally results
in
it _
E(xY,2) = ——— 7 (E:(6,¢)é"?/ coss) . 10
(x.y.2) loktz(tw)/ ) (10)

This is the main result of this work. The Debye integral is reoypressed as a Fourier transform
of the field distribution in the apertuge. The similarity of this expression with the conventional

Fraunhofer dfraction integral is obvious. For a low NA imaging system, Weighting factor
is approximated by /icosf ~ 1 and Eq. (10) is equivalent to the Fraunhofefrdiction integral.

3. Numerical implementation

The numerical implementation is straightforward. A fastufter transform (FFT) of the
weighted field at?; is used for the numerical evaluation of Eqg. (10). For an egtadt sam-
pling kx = MAK andky = nAK with AK = kbNA/M, viz M sampling points over the aperture
radius, the sampling points @ are

Omn = arcsir(% Vime + n2) and dmn = arctar(%) for |ml,|n| < M. (12)

Multiplication of the integration step\K)? with the prefactor of Eq. (10) yields the numerical
implementation of Eq. (10) as

iR?
AofM2
Typically, the FFT is more than 180faster than the direct integration of Eq. (5) with matrix
multiplication. A good accuracy is achieved fov4 > 100x 100 sampling points ove®, but

care has to be taken in order to avoid artifacts due to samplua aliasing. Subsequently, the
necessary conditions for obtaining accurate results asstigated [10].

E(Xi» ki 2) = — FFT(eikzm”Z E:(6mm émn)/ COS@mn) : (12)

3.1. Sampling condition

The propagation factag?? in Eq. (10) has to be calculated with high resolution for aate
results [11]. This imposes a condition on the phase dis@tdin, i.e. the phasiez must not
change by more tham between neighboring sampling points in the aperture pkan®/ith

k, = /k? —Kk2,, the sampling condition can be expressed as

d(k.2)

£
kxy

Z

= max|ztand| < T (23)

= max|
AK

m ax'

whereAK = kgNA/M and ma)tand| = NA/ nt2— NAZ. This immediately leads to a condition
for the minimum number of sampling points

2NAZ |7

Jnz—Npe o
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solely determined by the system parameters. For the nuatevaluation, an oversampling
of about X is suficient for improving the accuracy of the result. In additianlower limit
of M > 50 reveals necessary for an accurate sampling. @eviations from these sampling
conditions result in granular artifacts as seen in Fig..3a)a typical value foM, we have
chosenM = 125 for the focus field calculation of a 1.20 NA water immensabjective (see
the example 4.1). A high accuracy is obtained |k 2519, corresponding te- 12 um at a
wavelength of 488 nm.

Fig. 2. Two-dimensional fast Fourier transform F(FET/ COSH) = E(x,y,0) limited to the

region of interest (dotted square). Left: Fi&lg aperture matrix padded with zeros (dotted
rectangle). Center: FFT along the first dimension, croppetipadded with zeros. Right:
FFT along the second dimension. The arrows indicate thefwemed dimension.

3.2. Sampling step

The focus fielcE is obtained for the sampling positions4x, nAy, z). With Ak = 27/NAr and
Ar = fAK/k;, the sampling step in they-plane is

Ak M Ag
= = _— = — — 1
Ax=Ay=f - NNA (15)
whereN > 4M is the number of FFT sampling points per transformed dinten&ee also Fig.
2, where the arrows span ovelvi2- 1 samples and the padded dimension dveamples). For
optimal FFT performance, it is best to ¢t 25 with s€ N. Respecting the condition (14y

can be adjusted to fikx andAy. Along thez-direction, the sampling can be chosen arbitrarily

by respecting the limits given above.

3.3. Aliasing suppression

Due to the Debye diraction integral expressed in Eq. (10), the fisldis the plane wave
spectrum of the focus field. Usually, the smallest area (aperture matrix) contailﬁng Ois
transformed (see Fig. 2). The spectral procict x E;/ cos in Eq. (10) represents a spatial
convolutionE = T(eikzz) * T(E’dcosﬁ). In general, the result of the convolution is non-zero
on an area larger than the aperture size, which may causingligl2]. Therefore, the aper-
ture matrix is enlarged by zero padding to at least twiceiitsetisions before performing the
transform. In a final step, simple cropping of the transfoutpat removes the padding.
Because we are only interested in the field near the focugahypover a range of several
wavelengths, we limit the computation of the FFT to this oegif interest (Fig. 2). The trans-
mitted field E; is padded with zeros along the first dimension. In this dirieemghe FFT is
calculated and the result cropped. Along the second diraengie same procedure is applied
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on the intermediate result. Zero padding simultaneoushpsesses aliasing and refines the
sampling grid for the focus field. Using two one-dimensidfial's with intermediate cropping
and zero padding minimizes the numerical processing cost.

3.4. Aperture rim smoothing

(a) Sharp, binary sampling (b) Smooth sampling

Fig. 3. Spectrum (logarithmic scale) with binary samplirigh® aperture rim (a), respec-
tively with smoothing as given by Eq. (16) (b). Binary samglileads to discretization
errors at the aperture rim, which results in granular artifat high frequencies. Therefore,
(a) is only accurate at low frequencies oye20% of the focal field. In (b) these artifacts
are almost suppressed fo170% of the focal field.

10 :
— smooth
|- sharp
3
10 ¢
=
Q10 |
=)
=g X IR
LLlO1 Foo & a® Y . “t'
T il :
| . il :
0 IR : Y
10*

—160 ‘ —éO 6 1(")0
ky [277/256AR]

Fig. 4. Comparison of cross-sections through the 'sharg”smooth’ focal fields.

Figure 3 shows the spectra Idg=T(U)| for a circular aperture with radiuB. As already
stated, the fieldJ vanishes outside the aperture for R, whereas inside the aperture for
r <R, the field is given a8l = Ug. This discretization leads to a serrated aperture rim iimduc
granular artifacts at higher frequencies. Hence, the @gpe&iry function is only seen at low
frequencies (central region in Fig. 3(a), please note tharithmic scale). A smooth sampling
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of the aperture rim improves the accuracy of the spectrurh [23ig. (Fig. 3(b)) the rim was
sampled with the hyperbolic tangent as

u()= %(1+tan|—(i;§(R—r))) Uo (16)

whereAR = R/30 was the sampling step. The granular artifacts &teiently reduced and the
FFT approximates the Airy function with a good accuracy av@nuch larger area. Figure 4
shows a comparison of cross-sections of the spectra on ttidiamek, = 0. Overall, for values
lkx| > 60x 271 /256AR, the 'sharp’ spectrum shows granular artifacts, whereasthooth’ spec-
trum approximates well the Airy function.

3.5. Generalization based on the chirp z transform

We demonstrated the importance of zero padding while réisgetbe sampling condition (14).
These constraints led to a minimal number of sampling pdints2s for the FFT € N). The
corresponding number of sampling poirNs over the aperture radius often exceeds the ini-
tial guess based Eq. (14). In such cases, the chirp z trangforT) is computationally faster
than the FFT. In summary, the CZT (a) allows breaking theticeiahip betweeiM andN, (b)
allows an implicit frequencyféset, and (c) internalizes the zero padding. Applying thisege
alization, we adapted the sampling step in the focus fieldpeddently of the sampling step in
the input field, introduced an additional shift of the regadrinterest, and finally improved the
computational fiiciency.

Letz, ¥ me[0,M—1]be a discrete representation of a spatial sigfrat mAr). The discrete
Fourier transform (DFT) at a frequenky= nAk VY n€ [0,N — 1] is then obtained with

M-1
Fn= Z Zme Mk (17)
m=0

The FFT is a particular case of the DFT wittk = 2r/MAr andN = M. For Ak < 27/MAr, a
zero padding is implicitly contained in Eq. (17). Comparihg DFT with the CZT defined by

M-1
Zn= Z Zma Mwmn (18)
m=0

yieldsa= 1 andw = e K for obtaining the DFT as a particular case of the general G&fting
a = &0 shifts the frequency domain Ik (see above). Furthermore, Eq. (18) can be rewritten
as a convolution

Zn = W2 ’\Sllzmc':l_mvvmz/2 o (=m?2 ((zma‘mvvmz/z) * (W‘mz/z))vv”z/2 (19)
m=0

that can be evaluated using twid ¢- N — 1) point FFTs (a third one can be precomputed) [14].
Z = CZTaw(d = W I2FFTH(FFT(zna "™ 2). FET(w ™ 2)) (20)

Based on the CZT, our computation method can be extendealfdiA systems or for focus
fields with a large axial span. In such cases, the samplinigogrtomes distorted over the focus
depth [15, 16]. But within the framework of the CZT, this digton can be compensated by a
non-linear scaling proportional to thé&ective NA under which the apertukeis observed &>
from a point (Q0, 2) on the axis. As a result, the sampling depends upon the axial position
z, i.e. Ak(2) = Ak(0)f /(f + 2) with Ak(O) = Ak as defined before. Using the CZT, the additional
calculations remain restricted to the repeated compmtaﬂd:FT(W‘mz/z) becausev varies
now with z
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4. Selected examples

This section presents example calculations for two high Néroscope objectives. In the first
example of a 1.20 NA water immersion objective, the varrmtbdifferent amplitude distribu-
tions (apodization) in the aperture are discussed. For the second example, a 1.45 NA oil
immersion objective was chosen as used in total internaatidin microscopy. The refraction
at a cover glass-water interface at the focus is added andfiihe of diferent polarization
distributions in the aperture plareare discussed.

Before presenting these specific examples, the transmissiéficientst, andts between
the principal plane®; andP» need to be defined. We present the microscope objective as an
optical system of only 2 optical interfaces and a convexfate into the immersion medium
n;. To this end, the three interfaces provide a physical maated&flection angle8 € [0,7/2).

The amplitude transmissiotffeiency, i.e. apodization, and the polarization are obthbeesed
on the Fresnel equations.

If the glass lens has an index of refractiopand the immersion medium, the Fresnel
transmission cdcients are calculated for the succession of thengiglassig)—air(na)—
immersion(y) interfaces. The corresponding deflection arigleat each interface was chosen
proportional to the dference of the index of refraction, véj o [ —nj|. With ny = 1, the
Fresnel transmission cfieients are then

2

co X 2ng— (NG + 1) COFag 2— 2N coYat 1)

Py (ng— 1) coag 2n; — (n? + 1) coat
for p-polarization and
2
N — 2Ng COSAag + 1 2 2n COStyt
tS =|1- 2 2 (22)
ng— 1 Nf — 2N CoOSat + 1

for s-polarization, respectively.

4.1. 1.20 NA water immersion objective

Figure 5 shows the focus intensity for a nearly uniform andaaugsian illumination in the
back aperture of a 1.20 NA water immersion objective. AoE Ay = 20 nm,Az= 50 nm and
M =100, a 2.0 GHz Pentium 4 processor computed the field witholnve of 3umx 3 umx
5 um i.e. 150x 150x 100 sampling points in less than 40 seconds. Taking the syrpiiméo
account, the volume was further extended {016x 6 umx 10 um.

In Fig. 5(a), the aperture was overfilled and the resultiray$ofield shows the well-known
symmetry break of vectorial focus fields, for comparisonAliiy profile was added. In Fig.
5(b), the aperture was underfilled to about 60% and the fietdibes approximately gaussian.
Figure 6 shows the electric fields along two major axes thnahe focus. For an overfilled
aperture, the Airy profile (based on a scalar, paraxial appration) is a good estimation of
the electric field along the-axis. For an underfilled aperture, the diameter of the e¢lube is
~ 25% larger but the side lobes vanish quickly. In both casespblarization leads to a larger
x-extension compared to tlyeextension.

Figure 7 and 8 show the intensity on the major planes throhghdcus. The polarization
dependent extensions of the lobes along the majoragesly creates a transition zone where
the fringe contrast is diminished.
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Fig. 5. Intensity distribution at the focus of a 1.20 NA wateimersion objective for a
x-polarized laser beam with a wavelengthgf= 488 nm. The aperture had a diameter
of 6.5 mm and thes2 beam diameter was 10 mm (a) and 4 mm (b), respectively. The
iso-intensity surfaces show the surfatgs, ;) = e +-~#max().
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—— abs(airy)
—o— X! W =2mmy]
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Fig. 6. Electric field profiles along the- andy-axes, respectively, for the 401.20 NA
water immersion objective with overfilled and underfilleceetpre. The full laser beam
power was 1 mW. The Airy profile is given for comparison.
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Fig. 7. Cross-sections through the focus intensity digtidm of Fig. 5(a). The full laser
beam power was 1 mW.
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Fig. 8. Cross-sections through the focus intensity distiém of Fig. 5(b). The full laser
beam power was 1 mW.
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4.2. 1.45 NA oil immersion objective

As a second example, we calculate the focus field of an obgedtsigned for total internal
reflection fluorescence (TIRF). The objective uses immarsibwith an index of refraction
matching the cover slip. Its NA of 1.45 is higher than the dé refraction of the sample
(ns = 1.33, aqueous solution). This generates a partially evane$oeus field at the cover
slip—sample interface. Depending upon the illuminatiothef aperture, the focus field can be
fully propagating or fully evanescent. A fully propagatifigld can be calculated easily with
the procedure outlined above. However, the evanescentciglttibution needs an additional
consideration for obtaining the total focus field.

First we determine the plane wave spectrEpat the immersion oil-cover slip interface.
Next, the refraction at this interface and the cover slipysle interface is calculated in or-
der to obtain the plane wave spectrllfmin the sample (water). Finally, applying the Fourier
transform on the weighted and propagated speci#fEs/ coss yields the focus field. As
before, the anglé and the weighting factor/lcosd are calculated in the immersion oil. But
concerning the sampling condition, a specific issue relegdtle cover slip—sample interface
(14) needs to be considered. The highest angtesult in total internal reflection at the cover
slip—sample interface. At the critical angle= arcsin fs/n), k; vanishes. For higher angles,
k, takes an imaginary value and the sampling condition (143laxed because*zZ becomes
just an amplitude factor. The problem arise§aavhere the sampling condition (13) results in a
singularity. LetM’ be the number of sampling points ovkex 6.. For avoiding this singularity
at 6, the sampling is chosen such thd’(+ 1/2)AK = kg, i.e. 6. falls between two sampling
points. Insertingl = (M’ + 1/2)NA/ng,

M’ M +1/4
=Kg—— k; = ke———— 2
by =k 12 and SRR VI Y @3)
into Eq. (13) then yields a generalized sampling condition
zZ
M > 4nsNA? . (24)

0

A 7x oversampling is used for improving the accuracy of the tegulparticular at &-axis
points. In addition, a lower limit oM > 100 was used fog — 0.
Because the field is calculated in the sample srjécie,replaced by

cospsing’ C(_)S¢s_in9
Ks(6,¢) = kons{sinqssine'] —kony| Singsing (25)

cost \Jn3/n¢ —sirf g

wherenssing’ = n;sind. The unit vectog for p-polarization becomes

cospcosy’
& =|singcosy
sing’

: (26)

Figure 9 shows the focus field of a 1¥@.45 NA oil immersion objective. The aperture of the
objective was overfilled, resulting in a partially evanegdeeld at the focus, where the cover
slip—sample (water) interface was placed. As for the forexample, the central lobe extends
less in they- than thex-direction for linear polarization (Fig. 9(a)). The focalume is reduced
to about 18 compared to the former water immersion objective. Selgaiiradially polarized
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Fig. 9. Intensity distribution near the focus of a 1.45 NAinimersion objective for a laser
beam with a wavelength af = 488 nm. The aperture had a diameter of 5.5 mm andthe
beam diameter was 10 mm. The iso-intensity surfaces shosutfeced (. » = e +~%1q)

in the sample space.
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Fig. 10. Cross-sections through the focus intensity digtion of Fig. 9(a). The full laser
beam power was 1 mW.

input field results in a rotationally symmetric focus fieldsh®wn in Fig. 9(b). On the optical
axis, the electric field becomes puretpolarized. For a distances 0.3 um, thisz-component
is dominant. Further away from the cover slip—sample iatsf thexy-components prevail,
which results in an annular field distribution.

The fine structure at the interface is due to the evanescesmt @antribution with incidence
angles above the critical angle. For instance, Fig. 12 shievs/eighted fieldEs/ cosd for the
linear polarization. At the critical angI&(A= 1.33), the field amplitude approximately doubles,
hence marking the abrupt transition from propagating tmeseent fields.

5. Conclusions

We showed a fast and simple implementation of the vectoil@ integral for calculating the
focus field of high NA objectives for arbitrary amplitude,gse and polarization distributions
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Fig. 11. Cross-sections through the focus intensity diistidon of Fig. 9(b). The full laser
beam power was 1 mW.
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Fig. 12. FieldEs/ cosd of Fig. 9(a). FoMNA < 1.33, the field corresponds to a free propaga-
tion in the sample space, whereas foA > 1.33 an evanescent field is induced.

of the input field. The numerical evaluation with the fast feutransform is extremely fast and
allows a high flexibility of the input field. The result is acate under the conditions for the
validity of the Debye integral representation of focusettifig17, 18] and the given sampling
conditions. For low NA, it converges quite naturally to adedield given by the Fraunhofer
approximation. With the chirp z transform, we extended aaiculations to low NA focus
fields requesting a non-linear scaling as shown by Li and #SuJ6]. Table 1 summarizes the
performance of the dierent calculation methods on a personal computer.

In addition, we used a generalized pupil function (apodirgtof high NA objectives taking
into account amplitude and polarization distributionseTupil function incorporates wave
front aberrations as contained in real objectives as weHlrasnel transmission cfigients.
Based on these Fresnel ¢eents, it is straightforward to include wave propagatiomtigh
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Method | Input fields, Integration Output Computation time
constraints (for 100® points)

Classic | Analytic functions Quadrature of Points 20 min to hours
(rotational symmetry) | Bessel functions

Direct Any, high NA Matrix product | Lines ~ 30 min
(polar sampling)

FFT Any, high NA FFT xyplanes | ~ 1 min
(carteesian sampling)

CZT Any czT xyplanes | 30s
(carteesian sampling)

Table 1. Performance of flierent calculation methods.

stratified media.

In summary, our method allows fast and accurate calculatidithe focus field in the entire
focal region, which opens the path to fast simulations fanpspread function engineering and

image deconvolution in three-dimensional light microscop

Acknowledgements

We are grateful to Herbert Gross, Carl Zeiss Oberkochen famynvaluable comments and
discussions. The support of the Swiss National Science dadion (SNSF) (contract number

200021-103333) is greatly acknowledged.

#75759 - $15.00 USD Received 3 October 2006; accepted 28 October 26@8ected 26 April 2007
13 November 2006Vol. 14, No. 23/ OPTICS EXPRESS 11291

(C) 2006 OSA







JBO LETTERS

Dual-color total internal
reflection fluorescence
cross-correlation
spectroscopy

Marcel Leutenegger,”* Hans Blom,” Jerker Widengren,”

Christian Eggeling,” Michael Gosch,” Rainer A. Leitgeb,”
and Theo Lasser®

“Laboratoire d'Optique Biomédicale

Ecole Polytechnique Fédérale de Lausanne

1015 Lausanne, Switzerland

PBiomolekylir Fysik

Kungliga Tekniska Hogskolan

10691 Stockholm, Sweden

“‘Max-Planck-Institut fiir Biophysikalische Chemie
37077 Gottingen, Germany

Abstract. We present the development and first applica-
tion of a novel dual-color total internal reflection (TIR)
fluorescence system for single-molecule coincidence
analysis and fluorescence cross-correlation spectroscopy
(FCCS). As a performance analysis, we measured a syn-
thetic DNA-binding assay, demonstrating this dual-color
TIR-FCCS approach to be a suitable method for measuring
coincidence assays such as biochemical binding, fusion,
or signal transduction at solid/liquid interfaces. Due to the
very high numerical aperture of the epi-illumination con-
figuration, our setup provides a very high fluorescence
collection efficiency resulting in a two- to three-fold in-
crease in molecular brightness compared to conventional
confocal FCCS. Further improvements have been
achieved through global analysis of the spectroscopic

data. © 2006 Society of Photo-Optical Instrumentation Engineers.
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Total internal reflection fluorescence microscopy (TIR-
FM) is an important tool in life science. Taking advantage of
a very thin (<100 nm) optical excitation depth formed by an
evanescent wave above a glass substrate, TIR fluorescence
detection achieves an exceptional axial resolution and allows
for the study of important cellular processes, in particular at
or near the cellular membrane.' Prominent biological applica-
tions of TIR-FM include real-time in vivo observations of
dynamics of molecular m0t01rs,2’3 or of various membrane
trafficking events, such as vesicle fusion or signal transduc-
tion after receptor binding.4‘5 To extend the sensitivity and
observation of such cellular assays, it is important to combine
TIR-FM with fluorescence measurement and single-molecule
fluctuation analysis. Fluorescence correlation spectroscopy
enables to expose biological reactivity such as binding events
on the basis of temporal fluctuations in the fluorescence emis-
sion of single molecules.*” Dual-color fluorescence cross-

*Tel: +41 21 693 78 21; E-mail: marcel.leutenegger@epfl.ch
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correlation spectroscopy (FCCS) represents a further develop-
ment of fluctuation spectroscopy, which achieves a
significantly improved selectivity and applicability.8 FCCS in-
stitutes two differently colored labels and realizes the distinc-
tion between coinciding and separated occurrence of these
labels. It thus introduces a useful tool to monitor various bio-
logical assays including molecular binding between two dif-
ferently labeled binding partners. Typically, FCCS is based on
a confocal epi-illumination microscope with multicolor laser
excitation and single-photon detection. Nonetheless, for sev-
eral applications, TIR illumination can provide further ben-
efits, for instance when ligands interacting with receptors im-
mobilized onto a surface are to be studied.” ' First, in TIR-
FCCS the molecules are only excited near the glass-sample
interface, which simplifies the discrimination between freely
diffusing and immobilized particles. Second, the most impor-
tant prerequisite for efficient single-molecule detection is a
high fluorescence count rate per molecule (CPM). Using TIR
excitation and exploiting the anisotropic emission of the fluo-
rescence generated at the glass-sample interface, much higher
CPM can be extracted from the investigated molecules."

In this work, we present for the first time a dual-color
excitation scheme for TIR single-molecule detection, which
enables us to perform FCCS at glass-sample interfaces with
high sensitivity. The improved performance of TIR-FCCS was
verified on a synthetic binding assay, including dual-labeled
double-stranded DNA molecules in aqueous solution, demon-
strating its potential for biological and cellular applications.

Figure 1 shows our dual-color TIR-FCCS setup. Two lin-
ear polarized laser beams were expanded to an e~> diameter of
~2 mm and collinearly aligned to the microscope objective
(BE & BS; beam expansion 2.5X). The laser powers were
controlled by neutral density filters. An achromatic lens fo-
cused the beams into the back-focal plane (BFP) of the
high numerical aperture (NA) oil immersion objective
(a-Plan-Fluar 100 X 1.45 with Immersoil™ 518F, Carl Zeiss
Jena, Jena, Germany), which resulted in circular spots with
e~? diameters at the cover slide-sample interface of =16 um
(blue) and =20 pm (red), respectively. In the BFP, a beam
foci offset of =2.3 mm from the optical axis resulted in a
super-critical angle illumination, i.e., a z-confinement below
100 nm resulting from the evanescent field excitation.

Due to the epi-illumination, the fluorescent light was col-
lected with the same high NA objective toward the pinholes
and the single-photon detectors. The pinholes were realized
by two multimode fibers with a core diameter of 50 um. Di-
chroic mirrors and bandpass filters blocked the back-reflected
laser light by more than OD10 and provided an excellent fil-
tering of the green and red fluorescence. The fluorescence
photons were detected by fiber-coupled single photon count-
ing modules (SPCM-AQR-14-FC, PerkinElmer Optoelectron-
ics, Wiesbaden, Germany; ASY50/105 silica fibers, Thorlabs
Inc., Griinberg, Germany), whose signals (number of photons
over time) were recorded and correlated with a USB hardware
correlator (Flex02-08D, Correlator.com, Bridgewater, New
Jersey). A focusing lens, a N/4 plate, and a dichroic mirror
were moved in one block by a linear translator for adjusting
the position of the beam foci in the BFP of the objective. In
this way, the excitation angle could be adjusted without alter-

1083-3668/2006/11(4)/040502/3/$22.00 © 2006 SPIE
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Fig. 1 Dual-color TIR-FCCS setup. HeNe 633: 18-mW HeNe gas laser
(LHRP-1701, Laser 2000, Welling, Germany). Pr 488: 22-mW solid-
state laser (Protera™ 488-15, Novalux, Sunnyvale, CA). BE & BS:
2.5 X beam expanders and beam steerers. CF: laser-line cleanup filters
[Chroma Z488/10x (blue); Chroma Z633/10x (red); Chroma Technol-
ogy Corp., Brattleboro, VT]. BC: dichroic beam combiner (Chroma
Z488bcm). FL: focusing lens (achromat f=130 mm). L4: \/4 plate
oriented for maximum fluorescence (OWIS, Staufen, Germany). DM:
dual-band dichroic mirror (Omega DM488/633, Omega Optical Inc.,
Brattleboro, VT). Sample: droplet on a 150-um-thick glass cover slide
mounted on a xyz-translation stage (ULTRAlign 561D with uDrive
Controller ESA-C, Newport Corp., Darmstadt, Germany). BS: dichroic
beam splitter (Omega DML625). BF: emission band-pass filters
[Chroma HQ540/80m and Omega 520DF40 (green); Chroma
HQ690/80m and Omega 685DF70 (red)]. APD: detectors (Color
online).

ing the optical path length between the focusing lens and the
objective. The configuration can easily be changed to a con-
ventional confocal epi-illumination by removing the focusing
lens and by centering the collimated beams in the BFP.

As a synthetic binding assay, we used free rhodamine
green (RhG) and Cy5 fluophores, and a 40 base pair double-
stranded DNA labeled with Alexa488 and Cy5 (Zeiss cross-
correlation standard). The laser powers were optimized with
the dsDNA sample and the background was measured with a
NaCI/EDTA/TRIS pH 8.0 buffer. The cross talk between the
detection channels was calibrated with free 10-nM RhG and
50-nM Cy5, respectively. For cross-correlation measure-
ments, different mixtures of the double-labeled dsDNA

. .
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Fig. 2 Negative control (9-nM RhG/50-nM Cy5). Circles: green auto-
correlation. Bold points: red autocorrelation. Dots: green-red cross-
correlation. Inset: fit residuals Gg/ G(;—1 (Color online).
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Fig. 3 Positive control (dsDNA). Circles: green autocorrelation. Bold
points: red autocorrelation. Dots: green-red cross-correlation. Inset: fit
residuals (Color online).

sample and free 9-nM RhG/50-nM CyS5 solutions were used
and investigated with identical laser powers during a time
interval of 20 s. Plasma cleaning of the cover slides improved
the results due to a strong suppression of unspecific binding at
the glass surface.

Folr3 free diffusion the following model equation was
used:

1(1 @)<1 &)2 QiQuiNiDoi(s

L L, E OV, iE 0,;N;
r
+ G exp(— —) .
Tinnt

Here, indices m and n represent the green and red detection
channels; hence G,, and G,, are the autocorrelations of the
signals in the green and red detection channels, respectively,
and G,, is the cross-correlation of both signals. The index i
represents the diffusing species: g for RhG, r for Cy5, and ¢
for the dsDNA. Also, B is the measured background count
rate, [ is the total count rate, Q,,; is the CPM in channel m of
species i, N; are the number of molecules in the effective
sampling volume, G,,,; and 7,,,; are the triplet amplitudes and
the triplet correlation times, respectively, G,,,.=1 are the
offsets at infinite lag time 7, and D,,,; describes the diffusion
and is given by"

e A RE(EF SRRy
mni(7) Tiay — 5 x ericx A7

1

where 7;; and 7;,, are the axial and lateral diffusion times of
species i, respectively, and the scaled complementary error
function is erfex(x)=exp(x?) X erfc(x). A multidimensional
least-squares Gaussian-Newtonion algorithm was used to fit
the experimental data to these model equations.

For these first experiments, only relative concentrations of
the species were of interest. Therefore, a unique diffusion
time was used, neglecting channel differences due to an im-
perfect overlap of the excitation and detection volumes. The
triplet term accounts for the triplet contribution in the initial
correlation amplitude G g).
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Fig. 4 Measured fraction of dsDNA versus mixed fraction

The measured background signals were B,=7.54 kHz and
B,=19.6 kHz, respectively. Typically, autofluorescence from
the immersion oil as well as from the glass slide were the
main contributions to B, and B,, respectively. The crosstalk
CPM of RhG in the red channel was found to be Q,,
=0.032X Q,, and assumed constant during the following
evaluations. Cy5 did not show any crosstalk in the green
channel, hence Qgr=0. Therefore, the CPM were replaced by
the crosstalk factor Q,,/Q,,=0.032 for simplification.

Figure 2 shows the correlation results for a mixture of the
free fluorophores (negative control). The count rates of this
control sample were /,=40.2 kHz and /,=66.0 kHz. The
CPMs were Q,,=(I,—B,)/N,=13.1 kHz and Q,=[I,-B,
-0.032X(I,-B,)]/N,=18.9 kHz, respectively. Figure 3
shows the results for the Cy5 and Alexa488 labeled dsDNA
correlation (positive control). We measured /, =39.3 kHz and
I,=44.2 kHz, from which Q,=133kHz and Q,.
=27.0 kHz were extracted. The increased count rate for
bound Cy5 is attributed to a reduction of conformational
changes leading to higher fluorescence emission.'*'* For 7
> 10 us, the fit residuals were lower than 1072, For smaller
lag times, shot noise and afterpulsing reduced the signal-to-
noise ratio.

Figure 4 summarizes the TIR-FCCS measurements on a
titration series of double-labeled dsDNA in a mixture of free
9-nM RhG/50-nM Cy35, such that the total fluorophore con-
centration was approximately constant. The measured fraction
of dsDNA scaled linearly with the mixed fraction from =~1%
(negative control) to =28% (positive control). The measure-
ments showed a relative scatter of ==+15%. The measured
fraction was at best one-third of the mixed fraction. This can
be explained by an excess of molecules with a single green
label, possibly further enhanced by photobleaching of the red
label during the two-color excitation.”” The overlap of the
sampling volumes was estimated to =60%, which is close to
the theoretical maximum. To reduce the influence of pho-
tobleaching, we used excitation intensities of =10 wW/um?.
The measured CPM were about two times higher than with a
confocal epi-illumination and a 1.20 NA water immersion ob-
jective at identical excitation intensities.'>'°

The diffusion times of the dsDNA were 7,=51 us axially
and 7,,=2.3 ms laterally, respectively. Given a penetration
depth of 80 nm and a waist radius of 370 nm, the diffusion
constant was calculated to D~1.5X 107 cm?/s, which is
about 22% of the estimation Dpys=~6.8 X 1077 cm?/s for a
rodlike molecule with a diameter of 24 A and a length of
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140 A. We attribute this to an increased hydrodynamic drag
near the interface and weak unspecific binding, respectively.

This study demonstrates for the first time single-molecule
FCCS measurements based on an epi-illumination TIR con-
cept. This TIR-FCCS concept offers distinct advantages to
confocal FCCS for coincidence assays at solid/liquid surfaces,
in particular by virtue of the much higher fluorescence collec-
tion efficiencies and the confinement of the excitation field to
the surface of interest.
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Abstract:  For the observation of single molecule dynamics with fluores
cence fluctuation spectroscopy (FFS) very low fluorophoreentrations
are necessary. For in vitro measurements, this requireismieasy to fulfill.
In biology however, micromolar concentrations are oftencemtered and
may pose a real challenge to conventional FFS methods baseahéocal
instrumentation. We show a higher confinement of the samplolume
in the near-field of sub-wavelength sized apertures in agbid film. The
gold apertures have been measured and characterized wattestence
correlation spectroscopy (FCS), indicating light confiesmbeyond the
far-field diffraction limit. We measured a reduction of théeetive sampling
volume by an order of magnitude compared to confocal instntation.

© 2006 Optical Society of America

OCIS codes:(050.1220) Apertures; (160.3900) Metals; (170.6280) 8pscopy, fluorescence
and luminescence; (240.6490) Spectroscopy, surface;2380) Fluorescence, laser induced.
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1. Introduction

In the last decade, fluorescence fluctuation spectroscéS) @merged as a powerful screening
tool in pharmaceutical industry and in biomedical resedfch FFS, a high numerical aperture
objective focuses a laser beam into a sample containintgldb®olecules at low concentration.
The fluorescence is collected by the same objective ancefiliey a dielectric band-pass filter
to suppress reflected excitation and Raman scattered Tigetfluorescence is focused onto
a pinhole rejecting stray and out of focus light and keeplmg Raman scattered light to a
minimum. A single photon detector is used to count the phgtand the recorded photon trace
is then evaluated according to the chosen FFS method [1-6].

The confocal setup provides a small sampling volume, anlliextesignal to noise ratio
(SNR), and good statistical accuracy. In vitro, the samplecentration is chosen to maximize
the SNR [7, 8]. For instance, typical sampling volumes of @68nhd nanomolar concentrations
of the analyte are mostly used. However, many reactionsalodpy or biochemistry demand
measurements at micromolar concentrations. This resudtiigh number of labeled molecules
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in the confocal volume, with in consequence a small fluctiatimplitude or a high photon
number beyond the linear range of single photon detectors.

In order to perform these experiments, the size of the sagpiblume needs a further re-
duction. Webb et al. addressed the problem by limiting thepdieng volume in their setup
to far less than 1 al by using nano-wells in an aluminium m&kA potential drawback is
the background from direct-reflected excitation light. Michannels in fused silica have been
used as well and sampling volumes of less than 2 al were ahig®]. Another approach
took advantage of a parabolic mirror in a total internal ieften fluorescence correlation spec-
troscopy (TIR-FCS) setup, which resulted in a sampling n@wof about 5 al [11]. Hassler et
al. reported small sampling volumes of 60 al by taking adagetof a high numerical aperture
objective (NA= 1.45) and an evanescent field excitation [12]. They showedha3NR as well
as high count rates per molecule (CPM) and used their setuprfding-unbinding studies as
well as for investigations of enzyme reactions [13].

In this project, we fabricated sub-wavelength sized cacalpertures in a thin gold film in
order to reduce the sampling volume. Back-illuminationwdtsan aperture results in a highly
confined excitation field. With the Green’s tensor technifji4g, we calculated an excitation
volume of about 7 al for an aperture with 150 nm diameter in@rirs thick gold film on top
of a glass cover slip. This results in a reduction of the aticib volume by more than an order
of magnitude. The detection volume is as for a conventioppt@ach given by the confocal
setup. The fluorescence is recorded from the volume in andhave the aperture while the
metal mask shields most of the excitation light. Finallg @valuation of the fluorescence signal
provides information about the size of the excitation vadum

Fluorescence in the presence of a structured metal film jsdeggendent on the local excita-
tion field, the local emission pattern, and the local fluoeese lifetime. Recently, Rigneault et
al. reported an increased excitation intensity and a deetefiuorescence lifetime enhancing
the CPM in circular aluminium nano-holes [15]. Using recfalar aluminium nano-apertures,
Wenger et al. demonstrated that the enhancement is maielyoda strong evanescent exci-
tation field [16]. Here, we report on trans-illumination rseeements collecting fluorescence
within but mainly behind a circular nano-aperture. The Idlteorescence emission would de-
serve further investigation but is out of the scope of thipgralnstead, we concentrate on
the three-dimensional excitation field, which can also b@med in detail with the help of a
photoresist [17].

2. Experiment

2.1. Aperture masks

The circular apertures were fabricated with a focused mladieam lithography process [18].
A 170 um glass cover slide was plasma cleaned and covered with 10ntimaay doped
tin oxide. The aperture structures were written into a spiated high contrast negative tone
resist. The resist was developed resulting in freestarréisigt structures. These structures were
coated with a titanium layer (5 nm) and with a 150 nm thick gdid. A final lift-o ff process
resulted in the apertures shown in Fig. 1. Figure 2 outliheddyout of the entire gold mask.
Within six fields, we fabricated a total of 144 arrays of 6 apertures. Each field was located
and oriented with the help of triangular marks. We verifiegldimensions of selected apertures
by scanning electron microscopy (SEM). In addition, we &leecall aperture arrays with an
optical trans-illumination microscope (Carl Zeiss Axio/200m with Carl Zeiss AxioCam
HRm). The inset in Fig. 2 shows the image of a homogeneouyg ased for measurements.
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Fig. 1. Left: SEM image of a 420 nm aperture after evaporatibiine 150 nm thick gold
film. We noticed small gold particles around the apertureeed¢anoscale particles and
fibers were also found at the border of the gold cap. Right: $fa&ye of a single 230 nm
aperture within a & 6 array. This aperture was exempt of nearby gold particles.
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Fig. 2. Mask layout with orientation triangles and apertamays. Every square represents
an array with 6<6 apertures of identical diameter. In each array, the appytare located
on a square grid with im period. We selected 21 array pairs in order to cover apertur
diameters between 115 nm and 520 nm. Inset: Trans-illumimanage and scheme of an
array pair with 2<6x 6 apertures of 300 nm diameter in the 150 nm gold film. The aéntr
apertures in the selected arrays were measured with FCS.
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2.2. Experimental setup and measurements

Figure 3 outlines our confocal trans-illumination setuphva piezaxyztranslation stage (New-
port ULTRAlign 561D withuDrive Controller ESA-C) for the sample positioning. A 12 mW
HeNe gas laser (Laser 2000 LHRP-1201, linearly polarized) & laser-line clean-up filter
(Chroma Z63RL0x) provided a spectrally pure 633 nm excitation. The bea® @xpanded to
fill the aperture of a Carl Zeiss 40x0.90 NA water immersiofeotive. The beam waist in the
focus was 350 nm. Neutral density filters (Thorlabs NDKO1jevesed to adjust the power in
the excitation volume. The fluorescent light was collectetth\& 40x1.20 NA water immer-
sion objective (Carl Zeiss) and filtered by a dichroic mir(@hroma Q660LP), a band-pass
filter (Chroma HQ71100m) and a pinhole (Thorlabs ASH%25Y step-index fibers: 37m,

50 um or 100um core diameter). The pinhole provided a spatial filterirgnde contributing
to the background rejection as well as to the limitation &f detection volume. A single pho-
ton counting module (PerkinElmer SPCM-AQR-14-FC) detethe fluorescence photons. The
signal (number of photons over time) was correlated with 8 U&rdware correlator (Correla-
tor.com Flex990EM-12C) attached to a standard PC. Thedigample, sandwiched between
the aperture mask and a microscope slide, was positionéddtmask in the focal plane.

Step-index
multimode
”””””””””””””””””””” glass fiber
‘ ‘ Cover slide
* » Fluorescent liquid

© Aperture mask

Emission filter

Eyepiece ND filter - e Tube lens

3

Dichroic mirror

40x1.2 objectivt

! Aperture mask

40x0.9 objective
Excitation filter

3

HeNe laser ><
’

’

Beam expander and neutral density filters

Fig. 3. Confocal trans-illumination setup. The 40x0.9 chje and the multimode fiber
were mounted oxyztranslation stages. The aperture mask was aligned witbzogiyz
translation stage.

3. Theory

The FCS and FFS theory was recently reviewed by Krichevsély Elt9]. Following the general
ideas, the fluorescence intensigy is correlated during a time interval The symmetrically
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normalized auto-correlation function is defined as

Tf‘r
I(t)l(t+‘r) dt
(Il ) 0
S VG SO VA S (P S 1
O = To) (I T @)

f |(t)dtf|(t) dt
0 T

The auto-correlatio ) allows to extract essential single molecule parameters fre fluc-
tuating fluorescence intensity. Typical fluctuation soaraee difusion (Brownian motion) of
fluorescent particles through the detection volume; emssharacteristics like triplet state oc-
cupation; or changes of the molecular conformation inflimnthe emission characteristics.
The correlation amplitude is inversely proportional to thenber of fluctuation sources (parti-
cles) in the detection volume. The shape of the correlatiomecencodes all these processes,
whereas the time dependencies modify the correspondirgytiimdows.

3.1. Excitation field

Figure 4 shows the excited fields for threefelient aperture diameters calculated with the
Green'’s tensor technique [14]. We simulated the transonissi a Gaussian beam through the
apertures in the gold film. The Gaussian beam had a wavel@fi@B3 nm and was linearly
polarized along the-axis corresponding to the HeNe laser. In the glass substiétt a refrac-
tive index of 1.52, it was focused and centered on the bottiotmecaperture. The transmission
for an incident beam waisty = 350 nm was simulated. In the aperture and on top of the gold
film, we set the refractive index to 1.33 for water. The rektilielectric constant of the gold
film was—-116+ 1.26i.

0

x - x -200
Fig. 4. Simulated excitation fields for aperture diametérs5® nm (left), 250 nm (center)
and 400 nm (right) in a gold film of thickne$s= 150 nm. All dimensions are given in
nanometers. The coordinate origins are located in the icahtiee bottom of each aperture.
A Gaussian beam with 633 nm wavelength was focused with animg@ngle equivalent
to a numerical aperture of 0.6 on the apertures. The graphs 8iree surfaces of equal
intensity ate 1 max (inner surfaces)e™%1max (Middle surfaces) and 2Imax (outer sur-
faces).Imaxis the maximal excitation intensity at h. On top of the apertures, the average
intensity was reduced to 22%, 73% respectively 87% of thielémt intensity at the bottom.

For the 400 nm aperture, the excitation field is similar tofthais of the Gaussian beam.
The aperture mainly truncates the tails of the Gaussian eadifraction shrinks the vertical
extension to 330 nm after the hole. In the close vicinity &f Hperture, the excitation field
shows a fine structure reflecting thigoolarization of the incident beam and the wave modes
in the aperture. With the 250 nm aperture, Yhextension of the excitation volume is slightly
smaller, whereas thedimension is reduced significantly. Thiffext is even more important
for the 150 nm aperture, where the excitation field extendis @5 nm into the liquid. Table 1
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compares the extensions of the ellipsoid-like excitatieldf and the estimated volumes. We
estimated the excitation volumé&y with Wy [22] and the &ective sampling volum®ce¢ ¢ for

FCS withW?2/W,, where
wnzlr;gxfff%df @)

Here, we approximated the product of the excitation intgrasid the detectionficiency by the
excitation intensity alone. This is valid because the @ticih intensity drops much faster than
the detection ficiency, if — oo . In both cases, we added the aperture volMzye= rhd?/4,
whereh = 150 nm is the aperture depth atithe diameter.

Table 1. Calculated extensions of the excitation fields@tbex, y andz axes, respectively
excitation volumes/ex = Wy + Vap and dfective sampling volume¥ett = W]2_/W2 +Vap
for different aperture diameteds The extensions are understoodead "half-axes” for
comparison with the 2 xy-waistwg = 350 nm of the incident beam.

[d [150nm[250nm[400nm| o [ o° [ o° |
Wy 140nm| 240 nm| 230 nm| 350 nm| 250 nm| 180 nm
Wy 100 nm| 140 nm| 200 nm | 350 nm | 250 nm | 180 nm
W, 80nm | 160nm| 330 nm| 2.0um | 1.0um | 700 nm

Vex 6.7 al 17 al 38 al 130al | 130al 55 al
Vett 27 al 64 al 130al | 480al | 590al | 250al
* Atthe glass surface without aperture. In free liqidy= 260 al andVe st = 960 al.

¢ State-of-the-art in free liquid for 633 nm wavelength [20].
° State-of-the-art in free liquid for 488 nm wavelength [20]

We would like to emphasize thatfttiaction and interference generate these highly confined
excitation fields. Irk-space, diraction creates a transverse comporigpparallel to thexy-
plane. Because the length of the wave vektisrconstantk; has to adopt according to

kS = K- kg, (3)

Sub-wavelength sized apertures enfokge> k resulting in an imaginary,. This gives the
transmitted field a dominant evanescent field charactergatlloaz-axis. The vertical exten-
sion w;, decreases with the aperture diameter. Moreover, the lagtansions decrease due
to destructive interference of many surface waves witfedéntk. A simulation at identical
conditions but at a wavelength of 488 nm showed that the ati@it fieldgrowsalong thez-
axis. Using sub-wavelength sized apertures, we took adgartf difraction to obtain highly
confined excitation fields below the far-fieldfdaction limit.

3.2. Auto-correlation model equation

As an approximation, we used the standard model equatidindferdifusion of a single fluo-
rescent species through a sampling volume with a 3D Gauskape [21, 22]. We modeled the
normalized auto-correlatidB) by

G =G +1—'—821 1+l_1 1+ — _1/2+ Pt expf- T (4)
@ =P ) N q KZrg T

G =~ 1 is the correlation amplitude in the long lag time limi> co, N is the average number
of molecules in the sampling volums is the lateral dfusion time K is the ratio of axial over
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lateral extension of the sampling voluntg,is the probability of molecules in the triplet state
andr is the correlation time of this triplet state populatibgis the background count rate and
(I is the mean count rate (fluorescence intensity and backdjolmour case, we assumed
v to be 12 because the mask cuts half of the sampling volume [12].rEi§ushows typical
correlation amplitudes for fferent aperture diameters. For apertures larger than 25&qm,
(4) yielded good results. For smaller apertures, the aateetations had a significant tail for lag
timest between 0.1 ms and 1 ms. We attribute the tail to constrairfagstbn in the aperture,

1.6 :
— 125nm
W 230nm
1504 -~ 340nm |
al L — - 490nm
1.4
E 13¢
O]
1.2f
11f
1.0¢

0.1us 1.0us 10us 0.1ms 1.0ms 10ms 0.1s
T

Fig. 5. Afterpulsing corrected auto-correlatioBg,) versus lag timer for aperture diam-
eters of 125 nm, 230 nm, 340 nm and 490 nm at a Cy5 concentrafid? nM. The
correlation amplitude for the 490 nm aperture was multiply 3. For the 125 nm and
the 230 nm aperture, the correlation amplitudes showfarént slope for delays between
0.1 ms and 1 ms. We interpret this as constrainddisipn of molecules entering into the
150 nm deep aperture.

i.e. molecules entering into the 150 nm deep aperture wéeeally captured for some time
interval. Therefore, they needed more time tidudie out of the sampling volume. The boundary
conditions for Eq. (4) are not taking into account this tiag@dnside the aperture. This leads
to a mismatch if the fit is based on Eq. (4). Figure 6 shows fitsrasiduals for measurements
at a Cy5 concentration of 30 nM. In free liquid and for the 490 aperture, Eq. (4) fits well
with low residuals. For the 125 nm aperture, Eq. (4) leadsgoificant residuals and even a
bias at large lag times. Nevertheless, the extract&dsion timerq is a good approximation
because it accounts only for theffdision in thexy-plane. Also, the number of moleculés
depends mainly on the correlation amplitu@ig) and the triplet probability. Therefore, it does
not change significantly for fferent difusion models.

3.3. Evaluation of the auto-correlation

For analyzing the experimental auto-correlation curves,carrected the correlation ampli-
tude for afterpulsing to avoid a systematic bias on shatusiion times. Figure 7 shows how
afterpulsing &ected the auto-correlation amplitude up to a lag time10 us. According to
Bismuto et al. [23], we estimated the afterpulsing contitouby averaging auto-correlations
Gyc for an uncorrelated source (daylight). For minimizing tieccepancies between the curves,
we introduced an exponent for the mean count ¢gfg.

Gantr) = ((Gua) — D {luety)™ %) (5)
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Fig. 6. Auto-correlations and fi(;) versus lag timer for aperture diameters of 125 nm
(blue circles), 490 nm (red points) and for free liquid (I@otted) at a Cy5 concentration
of 30 nM. Inset: Fit residualgy) = Gyit /Gy — 1.

Subtracting the estimated afterpulsing contributﬁba[p/(I)l'02 prior to parameter extraction
allowed to analyze diusion times shorter than 23 accurately. The model parameters were
extracted by fitting the curves with Eq. (4) on the measured-aarrelations. For fitting, we
used a non-linear least-squares algorithm (multidimersiGauss-Newton algorithm). The
background count ratie; and the mean count rate) were measured directly.

2.2

90

2.0

1.8f

I(t) [kHZ]

161

G

ANk, 15 207

1.2F
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T

Fig. 7. Auto-correlation$s(;) versus lag timer measured on a 125 nm aperture at a Cy5
concentration of 12 nM. The blue dotted line is the measurgd-eorrelation. The solid
line shows the afterpulsing corrected amplitude. The efr¢tace a second measurement
on the same aperture. Inset: intensity trace.

3.4. Prediction of FCS results

In case of free dfusion, the difusion timery is given byw§/4D wherewy is the lateral beam
waist andD the difusion constant [22]. In our case, the extension of the sagpolume is
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limited by the excitation field, which in turn is restricteg the diameted of the aperture.
Figure 5 suggests proportionality of thetfdision time and the aperture diameter. Based on our
calculations, we expect to fingy o d? for small apertures. For large apertures, the sampling
volume is given by the beam waist and the diftusion time levels fi to some value-,, which
might be diferent fromry due to surfaceféects. Overall, we assume to get a behavior as
d2
Td ~ Too Zr (6)

whered, marks the transition between the small and the large ageregime. Equation (6) is
understood as a first approximation of theeetive relationship betweery andd.

The number of moleculeN is determined by theffective sampling volum&es and the
fluorophore concentratia@.

N=C NAVeff (7)

Here, Na = 6.022x 107 mol? is the Avogadro number. For small apertures, the sampling
volume increases with the aperture diameter as shown ia falifor large apertures, the sam-
pling volume gets constant because the excitation field lemger constrained by the aperture.
Therefore, we expect a relationship similar to Eg. (6) betné andd.

4. Results and discussion

For the mask layout shown in Fig. 2, we selected 21 array pacsver 21 aperture diameters
from 115 nm to 520 nm. Figures 8-11 summarize the results fsCanm gold mask on a
150um glass substrate. A 12 nM respectively 30 nM solution of Gyblécular Probes) was
excited at 633 nm. We kept the laser power constant at 0.3 neilfént onto the apertures.

4.1. Difusion time

For a concentration of 12 nM, we measured with a88 a 50um and a 10@um pinhole diam-
eter. Figure 8 shows theftlision time versus the aperture diameter. For the 115 nmuapsyt
the diffusion time was around 1. It increased with the aperture diameter and reached440
for the 500 nm apertures. On the 400 nm apertures, we meaguretiOOus against 2Qus on
the 150 nm apertures. This ratio gblis in good agreement with the calculated ratio @f fbr
these aperture diameters.

The pinhole diameter had no significant influence on the nredsdifusion time. With the
40x objective and the 38m pinhole, we got a projected pinhole diameter of roughiyniin
the mask plane, which was still much larger than the largesttare. Our measurements show
that the excitation volume wagfectively smaller than the detection volume, which undesin
the insensitivity to pinhole diameter variations. Also, se that an increase of the fluorophore
concentration to 30 nM did not significantly change the messswifusion time. Only for
aperture diameters above 300 nm, a slight increase was nedaS\e attribute this to detector
saturation leading to a virtually increased sampling vaufigure 10 shows that the detector
was driven at more than 1.0 MHz for apertures larger than 300At these count rates, the
detector death time of 50 ns started to become significantticplarly during photon bursts —
and biased the FCS results [24].

Overall, Eq. (6) is well reproduced with a transition diaeret, of 450 nm and a diusion
time limit 7o, of 240us. Including the lateral penetration of the excitation ligito the aperture
walls, the excitation field had a diameter of about 500 nmhatn agreement with Eq. (63,
marked the aperture diameter yieldin{f bf the beam cross-sectionwg. In free liquid, we
measured a €liusion timeryg ~ 160us. When the confocal volume was placed at the cover slide
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Fig. 8. Diffusion timerq versus aperture diametér The data points show the average and
the error bars the standard deviation of 10 measuremengppeture diameter. For clarity,
the standard deviation is shown for one case only (12 nM C§mnd pinhole). The black
dotted line was calculated with Eq. (6) fax, = 240us andd; = 450 nm. In free liquid, the
diffusion time was 16@s to 170us. Inset: concentration of Cy5 and pinhole diameter of
all cases.

surface;rg reached 25@s to 300us, which is consistent with,,. For the smallest apertures,
74 was less than/10 of the value measured in free liquid. We conclude thatttr@duction
of the 115 nm apertures reduced the lateral extension ofitiagon volume to less thana.
Hence, the measuredfllision times indicate a reduction of the sampling volume $s khan
1/10 of the conventional confocal volume.

4.2. Number of molecules

For a Cy5 concentration of 30 nM, we show the number of motescobtained by fitting the
afterpulsing corrected auto-correlations in Fig. 9. Foaperture diameter of 115 nm, we meas-
ured about 3 molecules in average in the sampling volumee#ising the aperture diameter to
350 nm increased the number of molecules to about 12. Thenuimber of molecules leveled
off between 14 and 18 for larger apertures, which was rougHlyhk value in free liquid. The
measured ratios of the number of molecules for the 150 nmnpgband 400 nm apertures are
close to the calculated ratios of the sampling voluigs in table 1.

In contrast to the diusion time, the number of molecules ifexted by the background
contribution of each individual aperture. Therefore, weameed first the background on each
aperture with pure water. With the Cy5 solution, we meastirese apertures again. However, it
was virtually impossible to mutually realign the confocalume and the apertures identically.
Therefore, the excitation intensitiedigired by as much as 20% resulting in a 40% variance in
the background corrected number of molecules. This madéiitwt to measure the sampling
volume for an individual aperture.

4.3. Signal to noise ratio

Figure 10 shows the background, the mean intensity and tier8&asured during the experi-
ment described in subsection 4.2. The mean intensity iseteaithd? from about 90 kHz on
the 115 nm apertures to 1.8 MHz on the largest apertures. ©atkter hand, the background
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Fig. 9. Number of moleculeX versus aperture diametfor a Cy5 concentration of 30 nM
and a 50um pinhole. The data points show the average and the errortharstandard
deviation of 10 measurements per aperture diameter. Theddbihe is for guiding the
eyes. In free liquid, we measured about 72 molecules in théocal volume.

depended very much upon the state of individual apertutestdndard deviation was particu-
larly low for apertures smaller than 200 nm. Thereby, degpi¢ small signal, we were able to

predict and correct background accurately for these agsrtu
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Fig. 10. Background count ratég, mean intensityl) andS NR=(l) /g — 1 versus aper-
ture diameten for a Cy5 concentration of 30 nM and a fén pinhole. The data points
show the average and the error bars the standard deviatidhroéasurements per aperture
diameter. In free liquid, we measured an intensity of 4.7 Midd a background of 6 kHz.

For aperture diameters up to 200 nm, we measured SNRs begvgamnd 6. The best re-
sults were obtained with aperture diameters of 300 nm, 34@mard30 nm with correspond-
ing SNRs of 16, 19, respectively 25. Typically, conventidnatruments provide a SNR 50
(2 kHz background, 100 kHz to 500 kHz mean intensity). By éasing the Cy5 concentration,
we could reach a SNR 10 for aperture diameters up to 200 nm. In our experimentStie
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was limited by the large background, which was mainly duehtotp-luminescence of the gold
[25] and the glass slide; surface enhanced Raman scat{@6hg@f water molecules, partic-
ularly at the aperture edge; and fluorescence of phototiresiglues if any. By mastering the
lithography process, we could remove any photo-resistlvesiFor reducing the background
further, we compared the photo-luminescence dfiedént materials. For instance, we meas-
ured the photo-luminescence of silver and found it an orfleragnitude lower than for gold.
Nevertheless, we kept using gold for greater compatibalith biological applications (surface
chemistry).

4.4. Countrate per molecule

Figure 11 shows the CPM obtained from the experiment de=tiib subsection 4.2. Starting
at about 23 kHz for the 115 nm apertures, the CPM increasezkigiuio about 61 kHz for
the 250 nm apertures. Then, there was only a slight increaabdut 82 kHz for the 400 nm
apertures. This behavior qualitatively follows the cadtad excitation intensities. The intensity
on top of the 250 nm aperture is about 3.3 times the intensitlyeo150 nm aperture, but only
about 12% lower than for the 400 nm aperture.
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Fig. 11. Background corrected count rate per mole€RM versus aperture diametdr
for a Cy5 concentration of 30 nM and a hfh pinhole. The data points show the average
and the error bars the standard deviation of 10 measurerpengperture diameter. The
dotted line is for guiding the eyes. In free liquid, we ob&iraCPM ~ 65 kHz for this

experiment.

If we compare the values for the large apertures, we noteetlie count rates per molecule
exceed the values measured in free liquid. We interpretithithe mirror dfect of the gold
film, which reflects a significant part of the fluorescent lightitted towards the aperture and
the gold film. In particular, the emission under high incidemngles falls onto the gold film
surrounding the aperture and iffieiently reflected back into the objective. For instance, we
measured a CPM of 103 kHz in case of the 500 nm apertures eérgebd CPM in free liquid
by 60%.

5. Conclusions

We demonstrated that FCS on single apertures is an integesgtiproach for molecular inves-
tigations at 10 nM to 100 nM concentration. Using apertufegaoious sizes, we calculated
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and engineered the excitation field. For small aperturesasified that the dfusion time and
the number of molecules are proportional to the apertunmelier. We measured a reduction
of the dfective sampling volume by an order of magnitude compareldddytpical volume in
confocal FCS.

The background on individual apertures was hard to prepliatjcularly for the large aper-
tures. Therefore, we encountered sont&dilties measuring the number of molecules and the
count rate per molecule accurately. Nevertheless, theageevalues confirmed our calcula-
tions. In particular, we could report comparable or eveméigount rates per molecule than in
confocal FCS. Using homogeneous aperture arrays and anapmombination of materials,
excitation wavelength and power, we expect to measure &8l fgameters accurately.

We would like to point out that confocal trans-illuminatiBi€S performs nearly as well as
confocal epi-illumination FCS. With trans-illuminatiotihe excitation light falls directly onto
the detection pinhole. Therefore, the emission filter haslack the full excitation power in-
stead of the small fraction of backscattered light. Thisiitesn a somewhat higher background
but can be compensated by using two microscope objectivestwar side of the sample, there-
with doubling the detectionficiency. Finally, the alignment of the excitation and detect
volumes is more precise since the small aperture serves@amman pinhole.
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