FISHER’S DISCRIMINANT AND RELEVANT COMPONENT ANALYSIS FOR
STATIC FACIAL EXPRESSION CLASSIFICATION

ABSTRACT borders over multiple scales and different orientations: A
tive Appearance Models (AAM) have been successfully used
For face representation and relevant information extoacti
9, 10, 11, 12]. AAM is the feature extractor method we de-

This paper addresses the issue of automatic classific
tion of the six universal emotional categories (joy, Suspri
fear, anger, disgust, sadness) in the case of static image

Appearance parameters are extracted by an active appea “ided to use in our work. This technique elegantly combines
PP P . ) Dy PPEALHape and texture models, in a statistical-based framework
ance model(AAM) representing the input for the classifi-

cation step. We show how Relevant Component Anal SStatistical analysis is performed through consecutive #CA
(RCA) in Ebmbination with Eisher’s LinearpDiscriminan)t/ }aspective_ly on shape, texture and the combination of both.
(FLD) provides a good "plug-&-play” classifier in the con- The combined model allows the AAM to have simultaneous

text of facial expression recognition framework. We teist th control of shape and texture by a single vector of parameters

method against several other classification techniques, inrepresentmg our features. Details on AAM will be part of the

. subjects tackled in Section 2. Once a proper face represen-
cluding LDA, GDA and SVM, on the Cohn-Kanade d"’m’"b""seration has been defined, the recognition step will decide to

which class the represented face belongs to. Facial expres-
1. INTRODUCTION sion analysis can be preformed from static images [13, 11]
In the recent years there has been an increasing interest 1 video sequences [13, 14, 15]. Cohen et al.[13] introduced
-ent year ; . 9 ahd tested different Bayesian network classifiers and aheur

computational facial expression analysis, above all asya Wa, o\ anproach. Abboud et al.[11] projected the AAM co-
E)agglngxgrggs?oﬁnesagi gﬁg’rg‘fl t?}%mrﬁg'srngwgffdrtrirea;rtgréfficier)ts in the Iinear.discriminant analysis(LDA) spaoda

i motions and governing the wav we relate t [%assmed the tested image to the closest expression cluste
convey emotions and governing the way we relate (o eacg, , ;g dynamic approach Cohen [13] proposed a multi-level

other. Indeed Blum [1] states that "The face is the most “Xhidden markov model classifier for automatically segment-

traordinary communicator, capable of accurately sigmalin ., "oy recognizing human facial expression from video se-

gmgﬂgﬂ :an ﬁakﬁar\?veﬁ:!'nlcvg;‘ls ngx&diz?z’;?r%gg Ozﬁggr?iizlén%uences. A manifold based dynamic approach for facial ex-
qually ! y pression analysis has been recently proposed by Changbo et

e . sy . 141, Changoo propose  probabisc expresson s
P sification method, integrating expression tracking andgec

parate cultures, mapping the most m'nUte.tW'tCheS In .thouﬁition in a cooperative system. We present here the use of
sands of expressions. From these, they distilled the six pr

mary emotions carrying each a distinctive content, togeth Relevant Component Analysis(RCA) [16] as a metric learner
y ying  10GEMNE, 1he task of expression classification only for static iesg

with a unique facial expression. The six universally recogdyne will compare the results obtained with the RCA and the
RCA combined with dimensionality reduction techniques to
%e ones using Abboud [11] approach and the ones given by
some other linear and nonlinear classifiers. The remairfder o
this paper is organized as follows: in Section 2 we shortly
review AAM and RCA. Section 3 describes the framework

and the database used for the experiments which are reported

years share the same structure: they first extract featureg, s ion 4. Conclusions and future works are reported in
then these facial features are used as inputs of a Class'f'cg'ection 5

tion system, giving one of the preselected facial emotions

as outcome. A proper face detection is fundamental in or-

der to achieve good recognition performance. Facial featur 2. BACKGROUND OVERVIEW
extraction methods can be categorized according to wheth@r
they focus on motion or deformation of faces. Lien et al. [5]™
analyzed holistic face motion with the aid of wavelet-basedThe AAM is a statistical-based method for matching a com-
multi-resolution dense optical flow, while Mase and Pertlan bined model of shape and texture to unseen faces. Stdtistica
[6] use a region based optical flow in order to estimate theppearance models are generated by the combination of a
activity of 12 of the 44 facial muscles. Gabor wavelet baseanodel of shape variation with a model of texture variation.
filters have been largely used [7, 8] to detect line and edg&he setting-up of the model relies on a set of annotated im-

cessing, machine learning and pattern recognition, automa
facial expression recognition has become an active rdsear
topic in the statistical learning community. All the autdina
facial expression recognition systems developed in thentec

1 Active Facial Appearance Model



ages. The annotation consists of a group of landmark pointhat it can be used as a preprocessing step for unsupervised
around the main facial features, marked in each examplelustering or nearest neighbor classification.

The shape is represented by a veddrought into a com- The RCA procedure can be summerised as follow:

mon normalized frame -w.r.t. position, scale and rotation-

to which all shapes are aligned. After having computed they, For each chunklet, subtract the chunklet’s mean from all
mean shapg and aligned all the shapes from the training set  the points it contains and compute the within chunklet
by means of a Procrustes transformation [17], it is possible  covariance matrix.

to warp textures from the training set onto the mean sisape

in order to obtain shape-free patches. Similarly to the shap . 1.
after computing the mean shape-free textgyrall the tex- C= N z
tures in the training set can be normalized with respect to j=1i
it by scaling and offset of luminance values. Eigen-analysi i
(PCA) is applied to build the statistical shape and textures Wherem; denotes the mean of the j-th chunklet aggd

3

(x5 — my) (x5 —my)' (3)

models: the i-th vector element of the j-th chunklet.
2. If needed apply dimensionality reduction to the data us-
ing C [16].
si=s+®b;; and g;=g-+ Piby; (1) 3. Compute the whitening transformation associated with

~ A1 . . . .
wheres; andg; are, respectively, the synthesized shape and C: W=C"2 and apply it to the data pointnew—WX,

. > h X refers to the dat ints after di i lity re-
shape-free textur&s and®; are the matrices describing the \cljvutiggn vrvehggsagpligab?ea points atter dimensionality e
modes of variation derived from the training se;, and by o o . .
the vectors controlling the synthesized shape and shage-fr | € Whitening transformation plays an essential role in un-
texture. The unification of the presented shape and textuf@eling the structure of the data. W assigns lower weight to

concatenating the vectobs; andby and learning the corre- 1 Which the data variability is mainly due to within class
lations between them by means of a further PCA. The statig/aiability, in other terms the "irrelevant” variabilityof the
tical model is then given by: task of classification.

3. RCA FOR FACIAL EXPRESSION
s; = 5+ Qsci and g; =g+ Q:c; (2) CLASSIFICATION
The task here is to define and evaluate the performance
modes of the combined variations in the training set and of a facial expressions recognition system using a nearest

is th i t lowing t ol neighbor classifier based on the RCA distance. We give a
IS the appearance parameters vector, allowing o CoNHol Skt oyerview on the classifiers we used to benchmark our
multaneously both shape and texture. Fixing the paramete oposed system

¢i we derive the shape and the shape-free texture vectors fe block-scherﬁe of the framework is showed in Fig.1
ing equations (2). A full reconstruction is given by warping | “the scheme we consider the setting-up of an active

the generated texture into the generated shape. In order to %gpearance model as pre-processing step. The model has

low pose displacement of the model, other parameters MUBLen built on a set of manually landmarked images. The
be added to the appearance parameterthe pose param- pper half of Fig.1 represents the learning phase of the

?;g;sggnggetgggg'g% g;tget%ﬁ’igg?igannc?omg?na r&:)in"’i‘nﬁ?zrﬁ]egrocess: a training'set of facial expressions (differeonfr
the difference between the P thesi dp del in dt hat of the AAM) is presented to our feature extractor.
! synthesized model image an bﬁ’]e appearance vectas, corresponding to the matched
target face [10]. appearance mask of the i-th training image, represents the
feature on which our expression recognition system will
rely on. The effective expression recognition training set
Relevant Component Analysis (RCA) is a simple andis represented by the collected matrix C of appearance
efficient algorithm for learning a Mahalanobis distance.parameters. The goal of the remaining part of the training
Many learning algorithms use a distance function overchain is to learn a discriminative manifold of expressions.
the input data as a principal tool and their performanceéBefore applying RCA on the training data we perform a
critically depends on the quality of the metric. It follows reduction in dimensionality.
that learning a good metric from the examples is an essentidls Bar-Hillel et al. states in the context of face recogmitio
step to a successful application of these algorithms. RCAL8], RCA can be viewed as an augmentation of the stan-
is a method that seeks to identify and down-scale globadard, fully supervised Fisher’s Linear Discriminant (FL.D)
unwanted variability within the data. The method performswhich whitens the output of FLD w.r.t. the within class
a projection of the input data into a feature space by meansovariance. In the same paper the authors show how the use
of a linear transformation which assigns a large weighof FLD in combination with RCA dramatically improves
to "relevant dimensions” and small weight to "irrelevant the performance of the RCA. As mentioned in 2.2, the
dimensions”. The algorithm is based on the usetafnklets ~ RCA algorithm requires the use of chunklets. There are two
A chunkletis a container of elements in equivalence relationpossible uses of chunklets, in the first one all data poirgs ar
among each others, meaning that they belong to the sanassigned to chunklets, while in the other only part of the
although unknown class. The RCA aims to reveal thedata is assigned to chunklets. Clearly the fully supervised
inherent structure of the data in the new feature space facheme gives better results then the partially labeled lone.

where Qs and Q; are the matrices describing the principal

2.2 Relevant Component Analysis Algorithm
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Figure 1: Our proposed facial expression recognition syste

our work we use the fully supervised scheme. At the output
of the RCA block we obtain a new feature representation
of the data space, the expressions manifold, in which
Euclidean distance is less affected by irrelevant vaiitgbil

It can be shown [16] that the nearest neighbor classification
based on the Euclidean distance in the transformed space i
statistically optimal.
In classification, an unseen face is presented to the featurgis
extractor. The matched appearance vector is first projected
into the low dimensional space and then to the RCA feature
space by means of projection matrices learned in the tigainin
step. Expressions are classified in one of the 6+1 basic
emotional categories. The supplementary class is added to

take into account neutral expressions. The expressioreof th Figure 2: Facial landmarks (55 points)
unseen face is assigned to the class of the nearest neighbor

in the Euclidean distance sense chosen among the training

examples. . L _expression. There are 104 subjects in the database, but only
The RCA-based expressions classifier is compared Withyr few of them the six expressions are available. Our frame-
some other linear and nonlinear methods. work requires a training set to build the AAM model, a train-

In particular we compare our approach to the one proposegq set to learn the expressions manifold and a set of unseen
by Abboud et al. [11], in which the recognition is performed ,ces to test its performance. The classifiers used in the com
in the Fisherspace. They use linear discriminant a“a|ys'6arison study will all share the same training and test sets.
in order to extract the 6 most discriminating features whichag mentioned in Section 3 the fundamental pre-processing
maximize class separability and compute the mean vegtor siep in the described framework consists in building an ac-
for each class. The tested face is assigned to the clasgghavige appearance model. The appearance model is built using
the nearest mean. . 300 images from 11 different subjects chosen in the database
Concerning the. nonlmear anSS|f|ers, we test our methoghe AAM training set is composed by 48 neutral images and
against a nonlinear variation to the Abboud approachimages for each of the 6 primary emotions. The latest ones
replacing the FLD with a generalized discriminant haye been chosen considering emotions at different le¥els o
analysis(GDA)[19]. The GDA is a kernel-based methodmagnitude. In order to build the model we have manually
for nonlinear classification based on a mapping of the inpufandmarked the images of the training set using the facial
space into a high dimensional feature space with lineamoge| showed in Fig.2. The model is built using 49 shapes
properties. In the new space, one can solve the problem wihodel, 140 texture modes and 84 appearance modes, thus
the classical FLD method. We finally compare with a well retaining the 98% of the combined shape and texture varia-
tuned c-SVM[20]. tion. The shape-free texture vectgris compose of 38310
pixels and the shape vector dimension is 55. Concerning the
4 EXPERIMENTS implement_ation, we use the C++ code of Active Appearance
Model available on the AAM web pade
In order to test the algorithms described above we use thEhe classification training and test set consist respdgtofe
Cohn-Kanade Database[21]. The database consists of ek43 and 115 appearance masks. Table 4 shows the number
pression sequences of subjects, starting from a neutral ex-
pression and ending most of the time in the peak of the facial *http://www2.imm.dtu.dk/ aam/




FLD+RCA | HAPPINESS| SURPRISE| FEAR | ANGER | DISGUST | SADNESS| NEUTRAL | Overall(%)
HAPPINESS 18 0 0 0 0 0 0 100.00
SURPRISE 0 19 0 0 1 0 0 95.00
FEAR 1 0 8 0 1 0 1 72.72
ANGER 0 0 0 8 7 0 2 47.06
DISGUST 0 0 0 0 17 0 0 100.00
SADNESS 0 0 0 1 0 16 0 94.12
NEUTRAL 0 0 0 1 0 0 14 93.33
Table 2: Confusion matrix for the FLD+RCA classifier
Classifiers | Correct Classification Rate(%) classifier is not affected by this time consuming step, while
FLD+RCA 86.957 keeping a good recognition rate.
SVM 85.217 Another remarkable observation comes from the gap in the
LDA 85.217 recognition rate between FLD and FLD+RCA. This result
GDA+RCA 82.609 is coherent with what Bar-Hillel et al.[18] obtained apply-
GDA 82.609 ing RCA to facial recognition. As in the face recognition
RCA 76.522 application, the use of RCA dramatically enhances the per-

formance of FLD.
Table 1: Classification rate for 6 different classifiers Finally Tables 2 and 3 show the confusion matrices for the
two best performing classifiers, FLD+RCA and SVM. We

Expressions| Training images | Testimages note that anger is the most confused expression. The expla-
Neutral 26 15 nation to this comes from the subtle appearance differenti-
Happiness 20 18 ation between anger and its corresponding misclassified ex-
Surprise 21 20 pressions.

Eear 18 11 In this paper we presented and tested a facial expression
Anger 18 17 recognition framework, using RCA as a mathematical tool to
Disgust 27 17 learn a good metric from the input data. The proposed system
Sadness 18 17 has been tested against some state of the art linear and non-

linear classification methods. Our second task, in this work
Table 4: Number of images in the classification training and@s been to benchmark some state of the art linear and non-
test set linear classifiers. Our results indicate that, though ahea-
well tuned SVM still gives slightly better recognition rate
the good performance and the "plug-&-play” nature of our
of images for each expression in the expression training an@PProach make it a good trade-off between complexity and
test set. classification rate. _
Table 1 shows the results on applying the different classil? the future work we will address the problem of the dy-
fiers. We used the standard c-SVM implementation fronf}@mic classification. The use of video sequences will cer-

li bsvi?. We experimented with a range of polyomial tainly add a more discriminative power to the classification

gaussian radial basis function (RBF) and sigmoid kernads an@Sk- At the same time we will quantify the recognition per-

found that RBF kernels outperform the others. The tuning o of:manmlas OJ Bumans (()jn thedsame teste(rj] vigeo and incwja%es.
the SVM has been performed initially by a cross-validation' "€ 90al Wil be to study and compare the human and the
and afterwards by means of manual search. The RCA e ._achln.e m|schSS|f|cat|on d!strlbuthn. A hybﬂd of classi
try in Table 1 refers to the framework of Fig.1 omitting the iers using static and dynamic classification will also be par
dimensionality reduction step. The LDA classifier follows °f OUr future research.

the framework described in [11], projecting features irhFis

erspace of dimensionality 6. The GDA classifier, as men- 5. ACNOWLEDGMENTS
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