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MFACE: A Multicast Backbone-Assisted
Face Traversal Algorithm for Arbitrary Planar
Ad Hoc and Sensor Network Topologies

Hannes Frey and Francois Ingelrest

Abstract— Face is a well-known localized routing protocol for low-powered devices. Once deployed, a sensor network ghoul
ad hoc and sensor networks which guarantees delivery of the |gst many years providing measurements on some physical

message as long as a path exists between the source and the de ; ; ; T
tination. This is achieved by employing a left/right hand rule to phenomenon like vibration, temperature, or humidity.

route the message along the faces of a planar topology. Although  In this paper, we are interested in multicast routing, where
face was developed for the unicast case, it has recently beeng source host decides to send a message to a set of several
used in combination with multicasting protocols, where there destination nodes. In wireless ad hoc and sensor networks
are multiple destinations. Some of the proposed solutions handle s ) o )
each destination separately and lead thus to increased energycommun!cat!on ranges are limited duelto the pa_th loss obradi
consumption. Extensions of face recovery to the multicast case COmmunications, and thus many other intermediate nodet mus
described so far are either limited to certain planar graphs or participate in the multicasting, enabling the message dclre

do not provide delivery guarantees. A recently described scheme g|| destination nodes. The simplest algorithm to achieve th
employs multicast face recovery based on a so called multicastmay be to use the well-knowhlind floodingmethod, where
backbone. A multicast backbone is a Euclidean spanning tree . . .

which contains at least the source and the destination nodes. The .each. nodg that receives t.he packet for .the first time forwards
idea of backbone assisted routing it to follow the edges of the it to its neighborhood. This method obviously ensures 4 tota
backbone in order to deliver a multicast message to all spanned coverage of the network, provided that the latter is corewct
destination nodes. The existing backbone face routing scheme isand thus a coverage of all destination nodes. Unfortunaitely
however limited to a certain planar graph type and a certain o, iressverynode to participate, leading to a lot of duplicated

backbone construction. One of the key aspects of the multicast . .
face algorithm MFACE we propose in this work is that it may packets and wasted energy: as nodes rely on limited onboard

be applied on top of any planar topology. Moreover, our solution POWer supply, other protocols, more energy aware, must be
may be used as a generic framework since it is able to work with designed.

any arbitrary multicast backbone. In MFACE, any edge of the . lqorith be classified i | lized d
backbone originated at the source node will generate a new copy ~ Routing algorithms may be classified into localized an
of the message which will be routed toward the set of destination centralized ones. The latter require information about the

nodes spanned by the corresponding edge. Whenever the messagglobal network structure to be acquired and maintainedhSuc
arrives at a face edge intersected by a backbone edge differentschemes are obviously not scalable, since the control eaérh

from the initial edge, the message is split into two copies, both ;05565 with the number of network nodes. Moreover, the en
handling a disjoint subset of the multicast destinations which are

defined by splitting the multicast backbone at that intersection €@y consumption needed for that gathering is generallyerig
point. than the savings obtained thanks to the centralized kngeled

Localized algorithms are a promising approach to provide
networks of any size. In these schemes, a global objective
|. INTRODUCTION is achieved by using only local neighborhood information.

. . . . A special class of localized routing schemes, referred to as
Ad hoc networks consist of independent wireless devices : : . .
eographic routing, requires nodes to be able to determine

which are communicating without a predefined network infra%] . . . . .
eir own location. Incorporating geographic information

tructure. Such technology may be useful, for instance, deor : o A S
. SN S routing decisions enables novel communication paradigms:
to rapidly setup a communication infrastructure in disaste

. ! . geocastmg communication, for instance, rather than elefig
recovery scenarios. Moreover, ad hoc networking may peovi o . o
g ) s a message to a specific network address, all nodes in a specific
electronic data exchange at conferences, universitiespae

. . . . : : eographic area are addressed.
nies, or any public area like train stations or airports. #ym geograp
also be used in order to extend the coverage of wirelesssiccesAll localized multicast routing algorithms described so fa
points providing a link to the internet. Sensor networks areemploy a greedy heuristic in order to forward a message using
special class of ad hoc networks, which received significaifformation about the destinations and théiop neighbors
attention in recent years. The idea is to combine small sgnsiof the current forwarding node. The next hop nodes are
computation, and wireless communication capabilitiesiials Selected according to a local objective function which has

o o to be maximized or minimized. In order to provide loop-
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As a consequence, a message might get dropped although

there exists a path from the source node to the destinations.

Face traversal is a recovery mechanism which maintains the (wv) € B = |uv| <rmax

localized nature of greedy routing schemes. However, such a luv] <rmin = (wv) €FE

scheme can not be applied on the underlying network graph

directly. The latter must be planarized to be able to use FaceMe assume that nodes are able to retrieve their absolute
routing on it. or relative location, by any hardware or software means, and

Face routing which is well-studied for the unicast Canglamtam 1-hop neighborhood information thanks to regular

has recently been used in combination with multicast gree acon messages. For Instance, absolute locations may be

schemes as well. Some multicast algorithms described eg/mpt .a|l?jblt<)a tha?tks toa GPls,t.whHe re(ljguv;a one.':, ma?)/ bedob—
traditional unicast face recovery in order to recover from qined Dy setling up a relative coordinate system based on

greedy routing failure for each destination node individua signal strength measurements [1]. As for any other geograph

Thus multicast forwarding “degenerates” to individual _unirouting scheme, the Iocatlor_1 of destination nodes is needed
henever such a scheme is used as a replacement for non

cast tasks as soon a greedy routing failure occurs. Multtic hi " th tion . de add
extensions to face routing are addressing this problem gee,ograp IC Touting, the posilion for a given node address
IS required. This information may be acquired thanks to a

handling several destinations in a single planar grapletsal. location datab . t work ice [2
All existing multicast extensions to face recovery are egith ocation database running as a separate network service [2]

limited by the fact that they sacrifice the delivery guaraste A planar graph is a graph in which no edges intersect.
of the unicast case, or they are limited to a specific planahe known localized planar graph construction methods are
graph construction method. In this paper, we describe fGabriel graph (GG), relative neighborhood graph (RNG) and
the first time MFACE, a multicast extension which bothocalized Delaunay triangulation (LDT). Without any addi-
guarantees delivery and works on any planar network togologional provision, planar graph construction accordinghese
Our generic framework does not suffer from the limitatioschemes requires the unit disk graph assumption. For Gabrie
encountered in existing solutions, and is able to use argngivgraph construction, however, a localized extension has bee
underlying multicast backbone to decide how face travergégscribed in [3], [4] which works also under quasi unit disk
should be done, and when a message should be split igtaphs.

multiple packets in an efficient way. The Gabriel graph, described in [5], is constructed as

The remainder of this paper is organized as follows. li@llows. Starting from a unit disk grapfi = (V, E), each edge
the next section, we give the needed preliminaries, whi(e,v) € E is considered and removed if there exists a vertex
Sec. Il proposes a literature review of the related work. hw located inside the circlé/(u, v) of diameter|uv| centered
Sec. IV, we describe MFACE, our generic face multicastt the midpoint of the segmeftv]. The relative neighborhood
routing framework. This section is followed by Sec. V whictgraph (see Fig. 1(b)), described in [6], uses a similar rexhov
provides a proof of correctness of MFACE in terms of looptrategy. An edgéu, v) is removed if there exists a node
free operation and delivery guarantees. We finally conclugech that(u, w), (w,v) € E and |uw|, lwv| < |uv|. A simpler
and discuss open research issues in Sec. VI. definition would be‘for any triangle in the graph, remove the
longest edge” In the localized Delaunay triangulation, each
nodew applies the Delaunay triangulation on itdop neigh-
borhood set. In the Delaunay triangulation, a triangle texis

The common representation of a wireless network is a grajprthere is no other vertex inside the circle passing through
G = (V,E), whereV is the set of vertices (the hosts, orll the end points of this triangle. This locally construtte
nodes) andE C V? the set of edges giving the availableDelaunay triangulation has to be exchanged with lalop
communications: if a nodeis a physical neighbor of a node neighbor nodes in order to remove Delaunay triangulation
(v lies within the communication range afand thus receives edges which have not been preserved by other neighbor nodes.
its messages), then there exigigv) € E. If we assume Different variants of localized Delaunay triangulationvea
circular communication ranges and that all nodes have theen described in [7], [8], [9]. All discussed edge removal
same communication radiu®, then the seft is defined by: strategies are illustrated by Fig. 1.

Il. PRELIMINARIES

E ={(u,v) € V*| lw| < R}, l1l. RELATED WORK

|uv| being the Euclidean distance between nodesdv. This A class of multicasting protocols relies on a backbone to
model is known as thanit disk graphmodel. A generalization achieve delivery of the message in an effective way. Theiglea
of this model, theguasi unit disk graphmodel, allows a slight to construct a geometric overlay multicast tree, and tharséo
variation in each node’'s communication range in the magnhe edges of this tree to route the message in a unicast fashio
tude ofv/2 between a minimum and maximum communicatiobetween each of its vertices. Such a backbone may be for
radiusrmin @andrmax. More precisely, forrmax/rmin = V2 instance an Euclidean minimum spanning tree or a Steiner tre
any edge sek complies with the quasi unit disk assumptiorconstructed over the source node and the set of destinations
if the following holds: It may actually be any tree spanning all destination nodes.



(a) Gabriel graph. (b) Relative neighborhood graph. (c) Delaunay triangulation.

Fig. 1. Edges removal strategies for constructing planaptgraif a node exists in the grey area, the correspondingsedgeremoved.

In [10], the construction of such backbones is proposed in 410 o
order to minimize miscellaneous metrics (e.g., bandwidth,
energy consumption). Another example of a backbone-asisist
multicast protocol is MSTEAM [11], which uses a minimum
spanning tree to decide when the message should be split into
multiple packets and which next hop to choose toward a set of
destination nodes. In this paper, we apply this idea to exten
face routing to the multicast case. NG
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A. Face traversal in unicast communication , , _
Fig. 2. Face unicast routing: the message travels along tes fatersected

A unicast face routing algorithm for ad hoc and sens@y e source-destination ling.
networks was originally described in [12]. The algorithm
makes use of an overlay planar graph to achieve the message ) ) o
delivery by routing packets in a localized way along the fad® Face traversal in multicast communication

edges of this graph. The faces used to route the message are )
the ones which are intersected by the straight line joining" the multicast schemes GMR [14] and GMREE [15],

the source nodes to the destinationt. Face traversal is face traversal is employed for each of the destination nodes

repeatedly done by using the left/right hand rule: a receivéS @ separate instance. _Mo_re precisely, whenever a mode
node sends the message along the edge which is lying nd&ides that a set of destinati¢f;, ..., ¢} can no longer be

in counterclockwise/clockwise direction of the edge it wadandled in greedy forwarding mode, a unicast face traversal

received from. For instance, when starting at nede Fig. 2 according to the source-destination lisie is started for each

the faceF, will be traversed along the path, v, when using of these destination nodes. Each of these individual face
right hand rule and along the path,v; when using the left traversals are accomplished until encountering a nodehwhic

hand rule. When the message is going to cross the edgea enables greedy forwarding again. In order to reduce barntwid
face switch occurs, so that the packet will be next routeidiins "eduirements the routing scheme merges packets visitieg th

face F,. It can be observed that face traversal might produS@Me next hop node in a single transmission. However, @espit

long detours from the shortest possible path, in partioutegn S Optimization, conceptually the algorithm performsefa
the network is sparse. Greedy routing in contrast, if sufaés tr.a\./e'rsal for each destlnatlon.node individually. Thlsqmm .
often achieves a path length close to the shortest one. THEiSIOint routes and thus to a higher energy consumptiorceSin
face routing is generally used as a recovery mechanismfﬂ'?e recovery is handled by_ individual unicast face traav!ers
case of a greedy routing failure. When greedy routing can garrectness of t_he sgheme in terms of loop-free operation an
applied again, face traversal is stopped and greedy rOutig];éarar?teed delivery is ensured by the well-known results fo
is resumed again. It has been observed when face routhlf unicast greedy-face-greedy schemes [13].

is used as a recovery mechanism only, under the GG andA face recovery approach which can handle several desti-
RNG topology, a specific rule for switching between facesation nodes in a single face traversal was described in [16]
is not required [13]. Under these graph models returning infor the first time. In the described multicast scheme PBM,
greedy mode is always possible when traversing the very fifate recovery is used as well in order to recover from greedy
face only. However, this holds not in general. For instanceuting failures. When a node has no neighbor node which
when applying combined greedy and face routing on a LDjprovides positive progress for a given set of destination
switching between adjacent face might be necessary befamdes {t¢i,...,¢;}, multicast face recovery is started. The
greedy routing can be started again [13]. destinations are handled in a single traversal of the fagehwh



; N variants applied in multicast schemes. As we shall see in the

‘\‘ F _s’ next section, the proposed MFACE scheme is the first generic
/ variant that provides delivery guarantees while assuming a

planar topology and any underlying multicast backbone. All

D schemes given in this table are loop-free.
t2 ° ® ° tl

IV. A GENERICMULTICAST FACE ALGORITHM

Fig. 3. A message drop in PBM: the message will traverse fa@nd will
never find a node closer to a destination nedéhan u. In the following section, we describe an extension of the

face routing mechanism for the multicast case, referred as
MFACE, which is intended to be used under any planar

containss on its boundary and which is intersected d&y, p topology. We assume a message addressed from a source node
being the center of gravityt; +... +t)/k of all destination s to a set of destination nodé$= {ti,...,t;}. Furthermore,
nodes. In each face recovery step, however, it is tested fe@ assume that any construction mechanism was applied on
each destination if the current node is closertiahan the S = {s}UT in order to calculate a multicast backbone being
node where the message entered face recovery mode. Foaapanning treéd which includes at least all nodes
destinations which satisfy this condition, greedy forwagd e first consider the source nodewhich initiates the
is started again. The remaining destinations are kept i@ fagticasting task. LetA be the multicast backbone which is
recovery mode. to be used to reach all destination nodes/inThe message

A proof on correctness of this scheme was still missinus has to be routed along the edges\ofand must be split
by now, and in fact, it turns out that the described varia@at nodes if multiple paths start from this node. Actually, each
is merely a good heuristic in order to recover from greedyf these paths is represented by an edge which originates at
routing failures. A simple example which shows that dejjvernode s and spans a subset of destination nodes. These are
guarantees are not provided by this scheme is depictedfariming exactly a destination subset to whighhas to send
Fig. 3. Nodeu is located closer ta; andt, as it isv and an individual message copy. The algorithm thus instargiate
w. Since none of the neighbors are providing some progresseparate multicast task for each edgdrom the multicast
towardst; andt,, multicast face recovery is started for thédackbone which originates at More precisely, for each such
destination seft;,t»}. The center of gravity of t; andt, is edgest, the algorithm initiates a multicast task which only
located within the face”. However, during face traversal ofconsiders the subtree & which is reachable by the edge.
F no node is encountered which is located closet;tor ¢, A special case occurs, when the subtree contains no déstinat
than |ut,| = |uts|. Thus, the message will traverse the entirgodes. In this case the subtree can simply be ignored.
face and will be dropped aft_er passing tr_le first traversakedg pqr any other subtree originating frost which contains
uv for the second time. This happens independently of the |east one destination node, face traversal for this nasti
existence or nonexistence of a path connectingith ¢; or 55k is started by selecting the face adjacens tavhich is
t2. intersected by the open line segmést]. When s has only

The first scheme implementing a multicast extension ohe neighbor nodes, face traversal start is done via the
face routing which provides delivery guarantees is presentedge sv. When s has at least two neighbors, the selection
in [11]. The described multicast algorithm MSTEAM applie®f the first traversed edge is done according tolst angle
face traversal in order to handle a message to a set hgfuristic[17]: from the possible face edges originatingsat
destinations by using one of these destinatiohsas the the edgesv is selected which minimizes the angle betwaen
gateway to all others. The recovery scheme is designedaidsv. This procedure is summarized by algorithms 1 and 2.
run over a planar topology resulting from Gabriel Graph
construction. In this case, planar graph recovery with @esp Algorithm 1 Starting multicast face traversal
to a source destination ling can be simplified to traversal™ g current node

of the very first face which contains on its boundary and ¢, ... ¢, «— multicast destinations

which is intersected byt. Correctness of the scheme is proved A  multicast backbone ovefrs, ty, ..., tx}

in [11] for Gabriel Graphs. More precisely, the Gabriel Grap for all edgesst in A do

property is required to prove caseof Lemmal. The proof of A’ « subtree ofA reachable viast

this case requires that for an edge intersectingst at least if A’ contains at least one destination ndtden
one of the nodes andv is lying closer tof than the Euclidean su «— edge minimizing/ust

distance betweers and t. Thanks to Corollary 1 in [13], rule «— determine traversal rule for, u, andt
this property also holds for Relative Neighborhood Graphs. begin traversal alongu according torule and subtree
It follows that the face recovery mechanism of MSTEAM A/

provides delivery guarantees and loop-free operation ds we end if

in Relative Neighborhood Graphs. end for

Table | provides a summary of all known face routing



Algorithm | Delivery Guaranteeg Planar Topology| Multicast Rule

GMR, GMREE | yes any separate unicasts
PBM no any average over destination points
MSTEAM yes GG, RNG multicast overlay
MFACE yes any multicast overlay
TABLE |

ALL KNOWN FACE RECOVERY VARIANTS APPLIED IN MULTICAST COMMUNICATION.

Algorithm 2 Determining the traversal rule Intersection with the starting edge

s « current node

u < next node Two cases arise, whemw intersects withst in a point p.

+ « destination node When face traversal has already visited an intersection tith

if « is located right ofst then which is located closer to than it isp, then this intersection
rule < clockwise is simply ignored. If the intersectiop is the one closest

else to ¢ compared to all other intersections visited so far, then
rule < counterclockwise the multicast face routing mechanism restarts traverséhef

end if face which has the current node on its boundary and which

intersects with the open line segment (pt]. Traversal stfrt
this face is done according to the best angle method, ie., th
current forwarding node: selects the outgoing edge which
minimizes the angle with respect to the line segment

This rule is illustrated by Fig. 5, where we assume that
the current multicast subtree handling was started at Bode
The message is traveling along the edges of fAgesince
this face is intersected by the edge. When it arrives at
node u, a face switch occurs. Edgev is intersecting with
the backbone edget;, the edge which was used in order
to determine face traversal start. Thus, one single instaffic
the multicast message is kept and the face intersected by the
remaining line segment oft; is traversed. According to the
_ , , . best angle variant, traversal is started along edgesince
Fig. 4. Starting multicast face traversal:iedges originate a¢, and a copy

of the message will be sent along each of them. Lvuty < Lwuty is satisfied.

_ i Intersection with any other edge of the backbone
Refer to Fig. 4 for an example. The multicast backbone

edges originating at are sty, sty, and sts. Thus, s initiates Whenuuv intersects with any other multicast backbone edge
3 multicast tasks, one for each edgg. The multicast task ¢;t; different from st, then the edget is removed from the
created forst; will traverse the faceF;, while the two multicast backbone and the remaining tree is split into two
multicast tasks created for the edges and st3 will both subtreesA; and A,. Tree A; denotes the subtree which is
traverse the facé,. According to the best angle heuristic, theeachable over the directed edge;, while tree A, denotes
start edge for traversal af; will be sv sinceZvst; < Zwst; the subtree which is reachable over the directed edge

is satisfied. The remaining multicast backbone considanedThe multicast message is split into two copies in order to
this case isA;. Traversal of faceF, will be done in two address each of both subtrees in a different multicast task.
directions, alongw for ¢, since/wst, is minimum, and along Selecting the face which is to be traversed next is done in the
start edgesu for stz since/usts is minimum. In this example, same way as it is done for the cage intersecting withst.

A, will be the remaining multicast backbone considered in tHeet p be the point of intersection between and¢;¢;. For

first case, whileAs will be the remaining multicast backbonehandling the remaining subtrek,, that face is selected which

in the latter case. is intersected by the open line segméptt;]. For subtreeA,,

We now describe how faces are switched whenever tmee face is selected which is intersec_ted by the opppsite ope
current multicast message arrives at a face edge Whichl'ﬂ,e segmen(pt_i]. Fgce traversal st_art is done aCC_Ord'”Q t_o t_he
intersected by any of the edges of the remaining multicaXgSt angle variant, i.e., the edge is selected which mirisniz
backbone handled by that message. dzéie the backbone tree "€ anglé with respect to the edges; andut;, respectively.
edge where traversal of the face was started at (for instanCe>P€cial case occurs, when the remaining multicast bagkbon
edgest, in the traversal of face”, in Fig. 4), letu be the A consists only of npdes which are no message Qestlnatlons.
current forwarding node, and let be the next face edge to be!™ this case the multicast task fa; can simply be ignored.
traversed. We consider two different casesuofintersecting Finally, we have to consider the case that the current dsite
with any of the edges from the multicast backbone. nodewv is equal to one of the multicast destinations. In this



Algorithm 3 Continuing multicast face traversal

rule < traversal rule
A «— remaining multicast backbone
e < traversal start edge
xt — edge multicast backbone is originating from
p « last intersection point with:¢
u «— previous node
v «— current node
w <+ next node according toule
if v is a multicast destinatiothen
removev from multicast destinations
start face traversal at
else ifvw does not intersect with an edge Af then

if vw # e then
send message alongu Fig. 5. Switching faces on intersected boundaries.

else
drop message V. CORRECTNESS OMMFACE

end if

else . In the following section we proof correctness of MFACE in

if vw intersects withpt then terms of loop free operation and delivery guarantees. Toefpr
vw — edge minimizing/wut is organized as follows. We first show in Lemma 1, when at
rule — determine traveral rule for, w, and¢ least one destination node is reachable, face exploratin f
begin traversal alongw according torule and subtree 4, edge intersected by the multicast backbone will always
A arrive at an additional intersection point. Then we show in

else Lemma 2 that after a message split each message instance
removext from A . . is addressing a disjoint multicast destination set and that
t1t; — edge inA intersecting withvw no destination is erased in this step. These two algorithm
p « intersection point obw and;t; invariants are finally used in order to prove the proposition
A1 < subtree ofA reachable vidst; of Theorem 1 and Theorem 2.
A, «— subtree ofA reachable vidty . o
for k =1,2 do Lemma 1:Let A be a connected backbone which originates

érom xt. Letvw be an edge which intersects with at a point
instancek p. Let F' be the face which hasw as a boundary edge and
if A, contains at least one destination node dq/hich intersects withpt. If v can reach at least one destination
message instande then node inA then F' also intersects witi\ in a pointg different

removets_;, from multicast destinations for messag

vw «— edge minimizing/wut;, from p.
rule < determine traveral rule fos, w, andt; Proof: If ¢ is a boundary node of’ or if ¢ is located
begin traversal alongw according torule and outside ofF’ thenpt is also intersecting the boundary Bfin
subtreeAy a pointg with |gt| < |pt| (see Fig. 6(a)). Sincpt is a segment
end if of the backbone edget it follows that A intersects withF
end for in a point different fromp.

en'd if Assume that is located within faceF" (see Fig. 6(b)). By
end if assumptionv can reach at least one destination ndglelt
follows from Lemma3 in [13] that destination nodg is either
a node of the boundary of or is located outside of'. By

case, the multicast message is passed to the upper proto@ﬁﬂjmptionA is connected and is the edgeA originates

layer, then node is removed from the set of destinationsT?M- Thus, there exists at least one edgeAnwhich is

and multicast face traversal is restarted at nadaising different fromat and which intersects with the face boundary

Alg. 1. Refer to Alg. 3 for a summary of the whole describe§f £ -, We have again an intersection pajng p. u
procedure. Lemma 2:Let T' be the set of destinations handled by a

For an illustration of the described strategy refer to Fig. gnulticast message instance. Whenever the message is split

When traveling along the facB,, the message arrives at thémo several instances,. eaph instance is addre;sing andisjo
intersection poinp of backbone edge t; and Fy. Thus, the nongmp_ty set of destination subsets. The union over those
message is split into two multicast subtasks. One instancefstination subsets is.

handled in facef; in order to address the subtree originating  Proof: When multicast face exploration is started in a
from the directed edge;t;. The other instance is handled innode s the destination set is split into the subsets which are
face F3 addressing the subtree originating from the etige. reachable over exactly one of the backbone edges origgatin
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(@) Nodet is located outside ofF' or on the (b) Nodet is located inside oft".
boundary ofF'.

Fig. 6. The cases in the proof of Lemma 1

from s (seest, sto, andsts in Fig. 4 for an example). For .

each subtree, a multicast message is created only if it iosnta f X ]

at least one destination node. s [ X [ t
When a message is split into two instances due to an e es e

intersection with a backbone edgets, the edgest the

backboneA originates from is removed frorA. The resulting

tree A’ is still spanning all destinations addressed by thf@9- 7- A sequence of intersections leading towatrds
multicast instance since is not a destination node in this

case. In fact, either traversal &f was started irs or traversal ) _ )
of A was started due to a visited edge intersecting with thé| < [pt| compared to the previous encountered intersegtion

multicast backbone. In the first casewas already visited With 2t (p = = if no previous intersection was encountered so
and is thus no longer a destination node. In the latter sas&®"). it will begin traversal of the face having as a boundary

was removed from the destination nodes when traversal of"0de and which intersects the open line segnigfit When
started. the intersection poing satisfies|qt| > |pt|, the intersection is

. . ) o simply ignored.
The remaining multicast backbond’ is split into the

subtreeA, reachable via,t, and the subtre@\, reachable ~ Since the number of edges are finite, it follows that the
via t,t,. Let T be the destination nodes which are connectdB€SSage can only visits a finite sequence of edges ., ex
by A;. The destination nodes addressed by the first messd§grsecting withzt while aftere. no closer intersection to
instance arel} \ {t»}. The destination set addressed by thEXIStS (€€ Fig. 7). If the message arrives;atvithout being
second message & \ {t,}. In both cases an instance of aspht so far, the fa}CEF qontalmngt is traversed. Thg message
multicast message is created only, if it addresses at lewst will either be split during this face traversal or visit thesti
multicast destination. Finally, it holdg, \ {t>} andT» \ {t,} face traversal edge twice in the same direction. In therlatte
are disjoint and satisf{; \ {t2} UTy \ {t:} = T. m case the message will be dropped. ]

Theorem 1:The described MFACE routing algorithm is Theorem 2:Let s be the multicast start node ant be

loop free, independently of the underlying multicast bamida 2N connected backbone which connecisith a given set of
destinationsI" = {¢1,...,tx}. The described MFACE routing

Proof: Whenever a message is split, it addresses a subgglorithm provides guaranteed delivery for eaghwhich is
S of the destination§” which where handled before that mes;qachable froms.

sage split, whileS # T is satisfied by Lemma 2. Moreover, o L

two multicast messages are never merged. It follows, that fo Proof: Lett; be a destination node which is reachable
each possible subset @f at most one instance of a messagi®M s- Due to Lemma 2 node; appears in a sequence of
may exist during a multicast task. It is thus sufficient towghoMeSSage instances, all addressing a destination subsee of t
that each potential message instance is forwarded onlyta fifff€Vious one, until either the message is delivered; tor
number of steps. dropped without delivery. Assume for the sake of contraalict

] ) o that the message is dropped.
Let m be a message instance for a given destination subset

and letzt be the originating edge of the multicast backbone A Message is dropped only if it traverses a fdcavithout

A handled bym. As soon as the message arrives at an ed jnding an edge intersecting with the handled remaining mul-

intersecting an edge oA which is different fromat, the Icast backbone\. Traversal of face i§ either starte_d due to

message instance disappears. It is split into several castti A!9- 1 Or Alg. 3. Letzt be the edge which was used in order to

sub tasks. define the multicast backbone on face traversal start. By Alg
] ) the start nodes selects the face which hason its boundary

_ Two cases arise when the message arrives at an @dgeand which intersects witlt. By Alg. 3 face traversal is started

intersecting withzt. When the intersection point satisfies 4,6 to an intersection aft with a face edge. Let p be the



intersection point. The algorithm starts traversal of taeef  There are some fundamental questions which arise with re-
which hase as a boundary edge and which intersect with spect to both localized unicast and localized multicastingu
In both cases the precondition of Lemma 1 is satisfied. = By now planar graph traversal is the only known solution

The face traversal start nodehas received a message fron{Vhich achieves delivery guarantees in a pure localized grann
the multicast start node. Sincet; is reachable froms, it A\ unresolved problem, however, remains how far one can go

follows, thatv is able to reach nodg as well. Due to Lemma 1 beyond the required unit disk or quasi unit disk grlaph nekwor
F intersects also with\ in a point which is different from models. It has been shown that under a centralized topology

» and s, respectively. Thus, face traversal will encounter afPntrol mechanism referred as CLDP [21] planar graph rgutin
intersection withA. a contradiction works well even if there might exist intersections among

some of the remaining network edges. CLDP works under any
VI. CONCLUSION AND OPEN RESEARCHTOPICS undirected network topology. However, the scheme sacsifice
the localized nature of planar graph routing. The protoatits
Under a localized protocol, changes in the network grapize probing messages which might travel any distance which
due to appearing and disappearing links require messag@é not be bound by a constakht A fundamental question
exchange only among those nodes which are immediatefymains if in arbitrary networks it is possible at all to lga
affected by that change. Consequently, localized routivgsd construct a topology, possibly with intersecting edgesictvh
not suffer from control message overhead of their centrdlizsupports delivery guarantees of a face traversal baseihgout
counterparts. They scale well with any network size, makirggorithm. Moreover, in three dimensional networks even fo
such schemes attractive in particular for large scale sensiee unit disk graph model no localized routing algorithm has
network scenarios consisting of thousands of nodes. been described so far which provides delivery guarantees. A
In this paper, we presented MFACE, which is the Verguestion remains if localized rou_ting and guaranteeq daliv
first multicast extension of localized face routing which i& Possible at all in the three dimensional case. Finally, al
able to work with any multicast backbone on any givelpcalized routing algorithms require that nodes are able to
planar topology. For instance, the variant used in MSTEAtermine their physical location (either relative to othe
is restricted to two planar graphs (Gabriel graph and radatio absolute). A fundamental question remains if geographic
neighborhood graph) and to a specific class of multicast-badRformation is a necessary condition to enable the defimioib
bones (no additional points, like Steiner points, are atidy localized unicast or muItlcast. schemes WhICh' p_rqwde éq}w
MFACE does not have these limitations and may be us@yarantees. In other words, it remains open if it is possible
in combination with any multicast backbone assisted gree@} {© explore a network graph in a depth first search manner
multicast scheme. Moreover, we have shown that MFACE {¥¢thout memorizing state in the messages and the network

loop-free and guarantees delivery as long as a path exidfsles.
between the source node and the destinations.
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