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#### Abstract

The signed k -distance transformation (k-DT) computes the $k$ nearest prototypes from each location on a discrete regular grid within a given $D$ dimensional volume. We propose a new k-DT algorithm that divides the problem into $D$ 1-dimensional problems and compare its accuracy and computational complexity to the existing raster-scanning and propagation approaches.


## 1. INTRODUCTION

The signed k -distance transformation (k-DT) computes the $k$ nearest prototypes from each location on a discrete regular grid within a given $D$ dimensional volume. It was introduces by Warfield [1] as a way to speed up k-NN classification when the size of the feature space was smaller than or comparable to the size of the data to classify. A typical example of such a problem is the classification of tissues in multichannel MR images. The data is a 3dimensional MR volume while the feature space is typically a $1-$, 2 - or 3-dimensional space. The algorithm proposed by Warfield relies on $2^{D}$ raster scans over the data, one from each corner of the volume to its opposite corner. Locally, it performs a fast sorting of the $k$ nearest prototypes from the up to $k .(D+1)$ prototypes nearest to the current location or to the $D$ direct neighbors already reached by the current scan. It 2D it uses either the approximate chamfer distance in 2 raster scans or the special raster scanning first proposed by Danielsson for the Euclidean 1-DT.

A faster implementation relying on ordered propagation was proposed by Cuisenaire and Macq [2]. The propagation fronts from the $k$ nearest prototypes reach each location before the propagation from any other prototype, which avoids unnecessary computations and removes the need of an explicit sorting process. On the other hand, handling of the ordered propagation front adds to the computational complexity, which nevertheless remains well below that of Warfield's approach.

These are the only two $k$-DT algorithms we are aware of. Both rely on generalization of the Euclidean 1-DT, which has been the topic of extensive research. An detailed state of the art up to the year 1999 can be found in [3]. It includes a number of rasterscanning algorithms which inspired Warfield's $k$-DT and propagation algorithms that inspired our previous work [2]. But among 1-DT algorithms, a particularly efficient approach divides the $D$ dimensional problem into $D$ 1-dimensional problems [4, 5, 6, 7]. This approach - among the most efficient in 2D and by far the most efficient in 3 and more dimensions - has not yet been extended to the $k$-DT.

This is the topic of this paper, which is organized as follows.

In section 2 we recall the principles behind all the separable Euclidean 1-DT algorithms. In section 3 we show how these can be extended the $k$-DT and describe the resulting algorithm in details. Section 4 discusses and computational complexity and compares it to the previous approaches.

## 2. THE SEPARABLE 1-DT

The Euclidean 1-DT is the transformation that computes for each pixel $\mathbf{p}$ the distance to the nearest pixel from a set $X$, i.e.

$$
\begin{equation*}
D_{X}(\mathbf{p})=\min _{\mathbf{x} \in X}(\|\mathbf{p}-\mathbf{x}\|) \tag{1}
\end{equation*}
$$

Often, we are actually interested in the identity of this pixel instead of merely knowing its distance. This is sometimes called signed DT, Voronoi transform or feature transform. We write it

$$
\begin{equation*}
\mathbf{V}_{X}(\mathbf{p})=\arg \min _{\mathbf{x} \in X}(\|\mathbf{p}-\mathbf{x}\|) \tag{2}
\end{equation*}
$$

In $[4,5,6,7$ ], the $D$-dimensional problem is split into $D 1$ dimensional problems. When processing the $d$ th dimension, one produces an intermediate result

$$
\begin{gather*}
D_{X, d}(\mathbf{p})=\min _{\mathbf{x} \in X_{d}(\mathbf{p})}(\|\mathbf{p}-\mathbf{x}\|)  \tag{3}\\
X_{d}(\mathbf{p})=\left\{\mathbf{x}=\left(x_{1}, \ldots, x_{D}\right): \forall i>d, x_{i}=p_{i}\right\} \cap X \tag{4}
\end{gather*}
$$

where $X_{d}(\mathbf{p})$ is the set of object points with the same coordinates as $\mathbf{p}$ for $i>d$. Initially, $D_{X, 0}$ is 0 for objects pixels and $\infty$ for background pixels. Then, the algorithms proceed iteratively by computing, for all $\mathbf{p}$,

$$
\begin{gather*}
D_{X, d}(\mathbf{p})=\min _{\mathbf{q} \in L_{d}(\mathbf{p})}\left(\sqrt{D_{X, d-1}(\mathbf{q})^{2}+\|\mathbf{p}-\mathbf{q}\|^{2}}\right)  \tag{5}\\
L_{d}(\mathbf{p})=\left\{\mathbf{q}: \forall i \neq d, p_{i}=q_{i}\right\} \tag{6}
\end{gather*}
$$

where $L_{d}(\mathbf{p})$ is the line of pixels with all coordinates identical to p's except for the $d$ th. After iterating over the dimensions from $d=1$ to $D$, we get $D_{X}=D_{X, D}$.

How (5) is implemented practically varies between authors. Obviously all of them get rid of the square root operation by computing $D_{X, d}^{2}$ instead of $D_{X, d}$. Also, they use the alignment of $\mathbf{p}$ and $\mathbf{q}$ to simplify $\|\mathbf{p}-\mathbf{q}\|$. Equation (5) becomes

$$
\begin{equation*}
D_{X, d}(\mathbf{p})^{2}=\min _{\mathbf{q} \in L_{d}(\mathbf{p})}\left(D_{X, d-1}(\mathbf{q})^{2}+\left(p_{d}-q_{d}\right)^{2}\right) \tag{7}
\end{equation*}
$$

Beyond this, the faster algorithms $[5,6,7]$ rely on the property that the intersection of the Voronoi partition $\mathbf{V}_{X}$ and the line
$L_{d}(\mathbf{p})$ is ordered, i.e. that if we have two pixels $\mathbf{q}$ and $\mathbf{r} \in L_{d}(\mathbf{p})$ such that $q_{d}<r_{d}$, then the nearest pixels $\mathbf{x}=\mathbf{V}_{X, d}(\mathbf{q})$ and $\mathbf{y}=\mathbf{V}_{X, d}(\mathbf{r})$ are such that $x_{d} \leq y_{d}$. Unfortunately, this property does not hold for the $k$ nearest pixels, and therefore those algorithms cannot be extended to implement the $k$-DT.

On the other hand, Saito [4] implements (7) in two scans over $L_{d}(\mathbf{p})$, and relies on a couple of heuristic rules to restrict the search intervals. While these heuristic only work for the 1-DT, a similar approach can be attempted for the $k$-DT, as we show in the next section.

## 3. THE SEPARABLE K-DT

### 3.1. Notations

When considering the k-DT, there is no reason to restrict ourselves to an object set $X$ where each object pixel only appears once. Instead, we use an explicit representation where each of the object pixels $\mathbf{x}(i)$ is identified by its index $i$ with $1 \leq i \leq S_{X}$

We note $N(\mathbf{p}, m)$ the index of the $m^{\text {th }}$ nearest object pixel from $\mathbf{p}$. For all $m, n$ such that $1 \leq m<n \leq S_{X}$, we have

$$
\begin{equation*}
\|\mathbf{p}-\mathbf{x}(N(\mathbf{p}, m))\| \leq\|\mathbf{p}-\mathbf{x}(N(\mathbf{p}, n))\| \tag{8}
\end{equation*}
$$

This relates to the previously defined $\mathbf{V}_{X}$ via

$$
\begin{equation*}
\mathbf{V}_{X}(\mathbf{p})=\mathbf{x}(N(\mathbf{p}, 0)) \tag{9}
\end{equation*}
$$

The aim of the k -DT is to compute $N(\mathbf{p}, m)$ for all $m \leq k$ and for all $\mathbf{p} \in I$ where $I$ is a $D$-dimensional volume of size $S_{1} \times \ldots \times S_{D}$.

### 3.2. Principle

Similarly to the Euclidean DT algorithms, the principle of our approach is to split this $D$-dimensional problem into $D$ 1-dimensional ones. Initially, we consider $N_{0}(\mathbf{p}, m)$ for which the indices under consideration are only those such that $\mathbf{x}(i)=\mathbf{p}$.

Then, for $N_{1}(\mathbf{p}, m)$, we consider the indices such that $\mathbf{x}(i)$ is in the same line as $\mathbf{p}$, i.e. $x(i)_{j}=p_{j}$ for $1<j \leq D$. It can be computed from the $N_{0}$ by considering the $k . S_{1}$ indices $N_{0}(\mathbf{q}, m)$ where $\mathbf{q}$ is in the same line as $\mathbf{p}$, i.e $p_{j}=q_{j}$ for $j \neq 1$.

More generally, $N_{d}(\mathbf{p}, m)$ considers only indices such that $x(i)_{j}=p_{j}$ for $d<j \leq D$. It can be computed from the $k . S_{d}$ indices $N_{d-1}(\mathbf{q}, m)$ for $\mathbf{q} d$-aligned with $\mathbf{p}$, i.e $p_{j}=q_{j}$ for $j \neq d$. By iterating over the dimensions from $d=1$ to $D$, we end up with $N(\mathbf{p}, m)=N_{D}(\mathbf{p}, m)$.

This idea is formalized in algorithm 1 where we use the set $I_{d}=\left\{\mathbf{p}: \mathbf{p} \in I, p_{d}=0\right\}$ to iterate over all lines in the $d^{\text {th }}$ dimension, of which $\mathbf{e}_{\boldsymbol{d}}$ is the unit vector. For memory efficiency, we consider a single array $N$ instead of one per dimension. Indeed, $N$ has a size $k \times S_{1} \times \ldots \times S_{D}$ which is typically quite large. Instead, we do consider $N_{d-1}$ and $N_{d}$ separately for the 1dimensional sweeps. For computational efficiency, we also store $\Delta_{d-1}$ and $\Delta_{d}$, the square of the distances to corresponding to the indices in $N_{d-1}$ and $N_{d}$. These 4 arrays each have a size $k \times S_{d}$ which is typically negligible compared to $N$ 's.

### 3.3. Computing $N_{d}$ from $N_{d-1}$ in 1D

Let us now consider how to compute $N_{d}$ from $N_{d-1}$. First, let us notice that, for all $m \leq k$, is is possible to compute $N_{d}(\mathbf{p}, m)$ for all $n \leq k$ by using only $N_{d-1}(\mathbf{q}, n)$ at pixels $\mathbf{q} d$-aligned

```
for all \(\mathbf{p} \in I\) do \{Initialization \(\}\)
    for \(m=1: k\) do
            \(N(\mathbf{p}, m) \leftarrow \infty\)
    end for
end for
```

for $i=1: S_{X}$ do $\left\{\right.$ Compute $\left.N_{0}\right\}$
$m \leftarrow 1$
while $(N(\mathbf{x}(i), m) \neq \infty) \wedge(m \leq k)$ do
$m \leftarrow m+1$
end while
if $m \leq k$ then
$N(\mathbf{x}(i), m) \leftarrow i$
end if
end for
for $d=1: D$ do $\left\{\right.$ Compute $N_{d}$ from $\left.N_{d-1}\right\}$
for all $\mathbf{p}^{\prime} \in I_{d}$ do
for $p_{d}=1: S_{d}$ do
$\mathbf{p} \leftarrow \mathbf{p}^{\prime}+p_{d} \cdot \mathbf{e}_{\mathbf{d}}$
for $m=1: k$ do
$N_{d-1}\left(p_{d}, m\right) \leftarrow N(\mathbf{p}, m)$
$\Delta_{d-1}\left(p_{d}, m\right) \leftarrow\|\mathbf{p}-\mathbf{x}(N(\mathbf{p}, m))\|^{2}$
end for
end for
$\operatorname{kdt} \_1 \mathrm{~d}\left(N_{d-1}, \Delta_{d-1}, N_{d}\right)$
for $p_{d}=1: S_{d}$ do
$\mathbf{p} \leftarrow \mathbf{p}^{\prime}+p_{d} \cdot \mathbf{e}_{\mathbf{d}}$
for $m=1: k$ do
$N(\mathbf{p}, m) \leftarrow N_{d}\left(p_{d}, m\right)$
end for
end for
end for
end for

Algorithm 1: Computes the k-distance transformation $N(\mathbf{p}, m)$ for all locations $\mathbf{p} \in I$ and all values $1 \leq m \leq k . N(\mathbf{p}, m)$ is the index of the $m^{\text {th }}$ nearest neighbor from $\mathbf{p}$ in the explicit set of prototypes $X=\left\{\mathbf{x}(i), 1 \leq i \leq S_{X}\right\}$
with $\mathbf{p}$, i.e. such that $p_{j}=q_{j}, \forall j \neq d$. Indeed, if we consider $i=N_{d}(\mathbf{p}, m)$, then we must have $i=N_{d-1}(\mathbf{q}, n)$ for some $n \leq m$ and for $\mathbf{q}$ such that $q_{d}=x(i)_{d}$ and $q_{j}=p_{j}, \forall j \neq d$, since $N_{d-1}(\mathbf{q},$.$) considers a subset of the indices considered by$ $N_{d}(\mathbf{p},$.$) .$

Similarly to Saito [4], we use a write-paradigm instead of the read-paradigm considered so far. In other words, instead of trying to compute a given $N_{d}(\mathbf{p}, m)$ by considering $N_{d-1}(\mathbf{q}, n)$ for all values of $\mathbf{q}$ and $n$, we consider a given $N_{d-1}(\mathbf{p}, m)$ and assess whether it can be propagated to $N_{d}(\mathbf{q}, n)$ for all values $\mathbf{q}$ and some $n \leq k$. This is performed in two scans over the line. First we scan for increasing values of $p_{d}$ and propagate backward for $q_{d}$ between $p_{d}-1$ and 1, i.e.

```
for \(p_{d}=1: S_{d}\) do
    for \(m=1: k\) do
        for \(q_{d}=p-1:-1: 1\) do
            check if \(N_{d-1}(\mathbf{p}, m)\) should be added to \(N_{d}(\mathbf{q},\).
        end for
    end for
    end for
```

Then, we do the reverse, scanning for decreasing values of $p_{d}$ and propagating towards $q_{d}$ between $p_{d}+1$ and $S_{d}$.

Checking if $N_{d-1}(\mathbf{p}, m)$ propagates to $\mathbf{q}$ is simply done by comparing the squared distance to the currently stored $k^{t h}$ nearest neighbor for $\mathbf{q}$

$$
\begin{equation*}
\|\mathbf{q}-\mathbf{x}(N(\mathbf{q}, k))\|^{2}=\Delta_{d}(\mathbf{q}, k) \tag{10}
\end{equation*}
$$

with the squared distance to $N_{d-1}(\mathbf{p}, m)$, i.e.

$$
\begin{equation*}
\left\|\mathbf{q}-\mathbf{x}\left(N_{d-1}(\mathbf{p}, m)\right)\right\|^{2}=\Delta_{d-1}(\mathbf{p}, m)+\left(p_{d}-q_{d}\right)^{2} \tag{11}
\end{equation*}
$$

Both expressions are easy to evaluate once we store the $k . S_{d}$ values of both $\Delta_{d-1}$ and $\Delta_{d}$ for the current line. If (11) is smaller than (10), then $N_{d-1}(\mathbf{p}, m)$ needs to be inserted at the proper level among the $k$ nearest neighbors of $\mathbf{q}$.

Finally, we need to add a proper heuristic in order to restrict the range of values which $q_{d}$ scans. In his 1-DT algorithm [4], Saito scans $q_{d}$ in the same direction as $p_{d}$ and gets an upper bound for $q_{d}$ as $p_{d}+\left(\Delta_{d-1}\left(p_{d}+1,0\right)-\Delta_{d-1}\left(p_{d}, 0\right)+1\right) / 2$. Indeed, for larger values, the distance to $N\left(p_{d}, 0\right)$ becomes always larger than the distance for $N\left(p_{d}+1,0\right)$.

It would be possible to adapt this method directly to the $k$-DT and bound $q_{d}$ by $p_{d}+\left(\Delta_{d-1}\left(p_{d}+1, k-m+1\right)-\Delta_{d-1}\left(p_{d}, m\right)+\right.$ 1) $/ 2$ when propagating $N_{d-1}\left(p_{d}, m\right)$. Unfortunately, this turns out to be relatively inefficient as only nearest neighbors of $p_{d}$ and $p_{d}+1$ can stop the propagation. Instead, it is more efficient to back-propagate for decreasing values of $q_{d}$ in the scan where $p_{d}$ increases and vice-versa. Then, as soon as $N_{d-1}\left(p_{d}, m\right)$ does not fulfill (11) smaller than (10), we can stop propagating. With such a scheme, all neighbors for $q_{d} \leq p_{d}$ can contribute to stop the propagation. The same heuristic can also be used for the return scan with decreasing values of $p_{d}$.

Algorithm 2 summarizes the considerations of this section and proved a detailed description of the resulting method. The matlab notation is used for the loops' limits and steps.

## 4. COMPUTATIONAL COMPLEXITY

A theoretical assessment of the computational complexity of this method is not an easy task. In [3], experiments showed that Saito's Euclidean 1-DT algorithm [4] - which has significant similarities with this one - has an image-dependent complexity. For a $D$ dimensional image of size $S$ in each dimension, the computational cost can vary between $\circ\left(S^{D}\right)$ and $\circ\left(S^{D+1}\right)$. Besides, even in the later case, there is a $\circ\left(S^{D}\right)$ term that dominates for values of $S$ up to approximately 300 .

Instead, we chose to evaluate the computational complexity of our method experimentally and compare it with the raster scanning algorithm of Warfield [1] and our previous propagation algorithm [2]. The algorithms were implemented in C and run on a 3 GHz Pentium 4 computer with 2 GB of RAM, 512 KB of L2 and 8 KB of L1 cache.

At figure 1, we compute the $k$-DT in 3 dimensions, finding the $k$ nearest neighbors among a 1000 samples from two gaussian distributions located in opposite octants of the volume. The size $S$ of the cubic volume over which we compute the $k$-DT is determined such that the total amount of data generated is approximately constant, i.e. $k \times S \times S \times S \approx 64.10^{6}$. We vary $k$ between 2 and 40 , and therefore $S$ between 317 and 117 .

The separable approach is consistently faster than the previous methods. While its computational time does increase slightly with

```
for \(p=1: S_{d}\) do
    for \(m=1: k\) do
        \(N_{d}(p, m) \leftarrow N_{d-1}(p, m)\)
        \(\Delta_{d}(p, m) \leftarrow \Delta_{d-1}(p, m)\)
    end for
end for
for \(p=1: S_{d}\) do
    for \(m=1: k\) do
        propagate \((p, m, 1)\)
    end for
end for
for \(p=S_{d}:-1: 1\) do
    for \(m=1: k\) do
        propagate \((p, m,-1)\)
    end for
end for
procedure propagate \((p, m, \alpha)\)
    if \(N_{d-1}(p, m) \neq \infty\) then
        \(q \leftarrow p-\alpha\)
        \(\delta \leftarrow \Delta_{d-1}(p, m)+\alpha^{2}\)
        \(l \leftarrow m\)
        while \(\left(\delta<\Delta_{d}(q, k)\right) \wedge\left(1 \leq q \leq S_{d}\right)\) do
            while \(\delta \geq \Delta_{d}(q, l)\) do
                \(l \leftarrow l+1\)
            end while
            for \(n=k:-1:(l+1)\) do
                \(\Delta_{d}(q, n) \leftarrow \Delta_{d}(q, n-1)\)
                \(N_{d}(q, n) \leftarrow N_{d}(q, n-1)\)
            end for
            \(\Delta_{d}(q, l) \leftarrow \delta\)
            \(N_{d}(q, l) \leftarrow N_{d-1}(p, m)\)
            \(q \leftarrow q-\alpha\)
            \(\delta \leftarrow \Delta_{d-1}(p, m)+(p-q)^{2}\)
        end while
    end if
end procedure
```

Algorithm 2: Procedure kdt_1d $\left(N_{d-1}, \Delta_{d-1}, N_{d}\right)$, computes $N_{d}$ from $N_{d-1}$
$k$, it is between 2 and 4 times faster than the propagation method, and between 4.5 and 9 times faster than the raster scanning approach.

Additional experiments in 3D with different numbers or positions of the samples - as well as with different total amount of data generated - lead to similar conclusions.

## 5. DISCUSSION

While the previous section is focused on computational complexity, the separable $k$-DT offers a number of additional benefits compared to the propagation or raster scanning methods.

Firstly, it computes the exact $k$-DT and is the first $k$-DT algorithm to do so. Indeed, both propagation and raster scanning can make a few isolated errors similar the errors of similar Euclidean 1-DT algorithms such as Danielsson's [8].

Secondly, it is extremely easy to parallelize as each line can be processed independently, which provides a linear speed-up with the number of processors used.


Fig. 1. Computational times for the $k$-DT algorithms computed with 1000 prototypes. $k$ varies between 2 and 40 and the size $S$ of the cubic volume in which the $k$-DT is computed is chosen so that $k \times S \times S \times S \approx 64.10^{6}$

Thirdly, compared to the propagation method, it requires a very low memory overhead compared to the amount of data it generates.

Finally, let us note that the experiments of the previous section were performed in 3 dimensions. In 2D, the results are less impressive. While the algorithm still perform efficiently, it is not always significantly outperforming the other methods. On the other hand, in $D>3$ dimensions, the new method is both easier to implement and very significantly faster than the alternatives

## 6. CONCLUSION

We have developed a new algorithm to compute the Euclidean $k$ distance transformation, which generalizes the classical Euclidean DT by computing not only the nearest object point but the $k$ nearest points, and can be applied to implement $k$-NN classification of multi-channel data.

The proposed method is both more accurate and significantly faster than previously published algorithms, especially in $D>3$ dimensions.
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