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ABSTRACT

The prediction of extratropical cyclones by the European Centre for Medium-Range Weather Forecasts
(ECMWF) and the National Centers for Environmental Prediction (NCEP) ensemble prediction systems
(EPSs) has been investigated using an objective feature tracking methodology to identify and track the
cyclones along the forecast trajectories. Overall the results show that the ECMWF EPS has a slightly higher
level of skill than the NCEP EPS in the Northern Hemisphere (NH). However in the Southern Hemisphere
(SH), NCEP has higher predictive skill than ECMWF for the intensity of the cyclones. The results from
both EPSs indicate a higher level of predictive skill for the position of extratropical cyclones than their
intensity and show that there is a larger spread in intensity than position. Further analysis shows that the
predicted propagation speed of cyclones is generally too slow for the ECMWEF EPS and shows a slight bias
for the intensity of the cyclones to be overpredicted. This is also true for the NCEP EPS in the SH. For the
NCEP EPS in the NH the intensity of the cyclones is underpredicted. There is small bias in both the EPS
for the cyclones to be displaced toward the poles. For each ensemble forecast of each cyclone, the predictive
skill of the ensemble member that best predicts the cyclone’s position and intensity was computed. The
results are very encouraging showing that the predictive skill of the best ensemble member is significantly
higher than that of the control forecast in terms of both the position and intensity of the cyclones. The
prediction of cyclones before they are identified as 850-hPa vorticity centers in the analysis cycle was also
considered. It is shown that an indication of extratropical cyclones can be given by at least 1 ensemble
member 7 days before they are identified in the analysis. Further analysis of the ECMWEF EPS shows that
the ensemble mean has a higher level of skill than the control forecast, particularly for the intensity of the
cyclones, from day 3 of the forecast. There is a higher level of skill in the NH than the SH and the spread
in the SH is correspondingly larger. The difference between the ensemble mean error and spread is very
small for the position of the cyclones, but the spread of the ensemble is smaller than the ensemble mean
error for the intensity of the cyclones in both hemispheres. Results also show that the ECMWF control
forecast has 4 to 1 day more skill than the perturbed members, for both the position and intensity of the
cyclones, throughout the forecast.
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1. Introduction

The atmosphere is a chaotic system and therefore has
a finite limit of predictability (Lorenz 1963). Even with
a perfect forecast model, small errors in the initial con-
ditions will grow rapidly, resulting in a total loss of
predictability at higher lead times. From a practical
point of view, today’s models are not perfect and defi-
ciencies in the parameterization schemes, used to rep-
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resent unresolved atmospheric processes, will cause
further forecast error. Ensemble prediction provides a
method of extending the intrinsic limit of predictability
of a single deterministic forecast. By integrating an en-
semble of forecasts, each started from slightly different
initial conditions, an estimation of the probability den-
sity function of forecast states can be obtained (Leith
1974). One of these forecasts is integrated from the
analysis and is referred to as the control forecast. The
initial conditions for the other ensemble members are
obtained by applying perturbations to the analysis, with
the aim of sampling the probability density function of
the errors in the initial state.

A variety of methods have been developed, and
implemented operationally, for generating initial con-
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dition perturbations. For example, the European Cen-
tre for Medium-Range Weather Forecasts (ECMWF)
uses a singular vector method, which selectively
samples the perturbations with fastest linear growth
over a finite time interval (Buizza and Palmer 1995;
Molteni et al. 1996). At the National Centers for Envi-
ronmental Prediction (NCEP), the bred-vector method
is used, which aims to randomly sample fast growing
analysis errors using the full nonlinear model (Toth and
Kalnay 1993, 1997). The singular vector and bred-
vector approaches are similar in the sense that they
both select fast growing perturbations. At the Meteo-
rological Service of Canada (MSC), a different ap-
proach is used, which involves the assimilation of ran-
domly perturbed observations (Houtekamer et al.
1996). The question of how to best perturb the initial
conditions is a subject at the forefront of current re-
search (Hamill et al. 2000).

Current ensemble prediction systems (EPSs) of op-
erational meteorological centers differ not only in how
the initial condition perturbations are generated, but by
many other factors as well, such as the resolution of the
forecast model and the number of ensemble members
integrated. As well as perturbing the initial conditions,
some centers, such as ECMWF, also perturb the fore-
cast model (Buizza et al. 1999). It is important that the
forecasts generated from the different EPS are verified
and compared, to explore the impact these factors have
on forecast skill and to determine how the forecast sys-
tems could be improved. There are a number of con-
ventional methods used to verify ensemble forecasts,
such as the root-mean-square (rms) error, the Brier
score (Brier 1950), pattern anomaly correlation (PAC;
see, e.g., Wei and Toth 2003), and relative operating
characteristic (ROC) curves (e.g., Mason and Graham
2002). In a recent study, Buizza et al. (2005) compared
the ECMWF, NCEP, and MSC EPS using all of the
above forecast verification measures.

Although there have been some studies that focus on
individual weather elements, such as precipitation
(Ebert 2001), the verification of EPS is often based on
the 500-hPa geopotential height. This tends to focus on
the large-scale aspects of the general circulation. In this
paper an alternative method for assessing forecast skill,
which focuses on individual synoptic-scale weather sys-
tems, has been applied to the ECMWF and NCEP EPS.
The method involves the identification and tracking of
extratropical cyclones (Hodges 1995, 1999) along fore-
cast trajectories. Statistics can then be generated to de-
termine the rate at which the position and intensity of
the forecast storm tracks diverges from the analyzed
tracks with increasing lead time. Diagnostics for other
storm characteristics such as their growth and speed can
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also be produced. This storm-tracking approach to
forecast verification was first used in a recent study by
Froude et al. (2007, hereafter FBH) to explore the pre-
diction of storms and the impact that different types of
observation have on their prediction, using the 40-yr
ECMWF Re-Analysis (ERA-40; Simmons and Gibson
2000). The study provided detailed information con-
cerning the prediction of extratropical cyclones, which
could not be obtained from other more conventional
forecast verification measures. For example, the study
showed a higher level of predictive skill for the position
of the cyclones than for their intensity, which we be-
lieve indicates that the vertical structure of the storms
may not be properly represented by forecast models.
The study also showed that the propagation speed of
the forecast cyclones was generally too slow.

Extratropical cyclones are fundamental to the day-
to-day weather in the midlatitudes, and we therefore
believe that this analysis method provides a good mea-
sure of the ability of NWP to predict the weather. The
method is also perhaps particularly well suited for the
analysis of an EPS constructed from dynamical pertur-
bations, since analysis errors located in regions of high
baroclinic instability, where cyclogenesis is favorable,
tend to amplify and grow rapidly throughout the fore-
cast. Indeed, studies have shown that both singular vec-
tor and bred vector perturbations tend to be located in
highly baroclinic regions (Hartmann et al. 1995; Hos-
kins et al. 2000; Toth and Kalnay 1997). It is therefore
suggested that the storm-tracking analysis methodology
may provide a more useful measure of the growth and
development of these dynamical perturbations than the
error growth of the 500-hPa geopotential height field.

There have been several case studies of the predic-
tion of extratropical cyclones by EPS. Recently Jung et
al. (2005) investigated the prediction of three severe
European storms by the ECMWEF EPS. Other studies
include that of Buizza and Hollingsworth (2002) and
Buizza and Chessa (2002), which explored the predic-
tion of some particularly destructive storms, also by the
ECMWF EPS, that hit Europe and the United States,
respectively. These studies have shown that ensemble
prediction can provide additional information to that
obtained from a deterministic forecast, which can be
valuable to the forecaster. One particular advantage of
ensemble forecasting highlighted was the measure of
risk that can be provided via probabilities. Although
these case studies clearly illustrate the value of en-
semble forecasting for the prediction of intense cy-
clones, a statistical analysis of a large number of storms
is required to provide a truly complete and objective
assessment of the prediction of cyclones by EPS. This is
the motivation for this study.
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The main aims of this paper are to determine the
ability of the ECMWF and NCEP EPS to predict ex-
tratropical cyclones and to explore the benefits an EPS
can offer over a single deterministic forecast in the pre-
diction of these cyclones. We currently have a larger
amount of ECMWF than NCEP EPS data. Since the
storm-tracking methodology used in this paper requires
a larger amount of data than other forecast verification
methods (see FBH), it has not been possible to produce
all of the diagnostics for the NCEP EPS. This paper is
concerned with the ability of an EPS to predict extra-
tropical cyclones and does not address the reliability of
such predictions. Since this paper is the first statistical
analysis of the prediction of extratropical cyclones by
EPS, a more complete comparison of the two systems
and other EPS systems will constitute future work.

The paper continues with a description of the data we
have used in section 2. The analysis methodology is
discussed in section 3, the results are presented in sec-
tion 4, and a discussion of the results and conclusions
are given in section 5.

2. Data description

The ECMWF EPS data used in this study are from
the time period of 6 January-5 July 2005. During this
time period the ensemble forecasts were integrated at a
spectral resolution of T255 with 40 vertical levels using
the operational forecast model. The ECMWF EPS con-
sists of 50 perturbed members integrated out to 10 days
at 0000 and 1200 UTC. There is also a control forecast,
integrated from the unperturbed analysis, but at the
same resolution as the perturbed members. This analy-
sis is obtained from the operational early delivery four-
dimensional variational data assimilation (4DVAR)
system first introduced in June 2004 (Haseler 2004). A
singular vector-based method is used to perturb the
initial conditions in the extratropics (Buizza and Palmer
1995; Molteni et al. 1996). The singular vectors are com-
puted at a horizontal resolution of T42 with 40 vertical
levels using a model with simplified physics that does
not currently include moist processes. A total energy
norm (Buizza and Palmer 1995) is used as the measure
of growth in the singular vector computation, with an
optimization time of 48 h. Both initial and evolved sin-
gular vectors are used, corresponding to those pertur-
bations that grow fastest in the next 48 h of the forecast
and the 48 h prior to the forecast start time, respectively
(Barkmeijer et al. 1999). In addition to the initial con-
dition perturbations, random perturbations are applied
to the parameterized physical processes (stochastic
physics; Buizza et al. 1999) to represent the model un-
certainty.
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The NCEP EPS data used in this study are from the
time period of 6 January-5 April 2005. During this time
period the ensemble forecasts were integrated out to 16
days at a resolution of T126L28 for the first 7.5 days,
from which point the resolution was reduced to T621.28
for the remaining 8.5 days of the forecast. NCEP has a
smaller ensemble than ECMWEF with just 10 perturbed
members, but it is run more frequently, every 6 h at
0000, 0600, 1200, and 1800 UTC. There is also a control
forecast integrated from the unperturbed analysis at the
same resolution as the perturbed members, but only
once a day at 0000 UTC. NCEP uses a three-
dimensional variational data assimilation (3DVAR)
system to generate their analyses, known as the spectral
statistical interpolation (SSI) analysis system (Parrish
and Derber 1992). A methodology known as the bred-
vector method (Toth and Kalnay 1993, 1997) is used to
perturb the initial conditions. The method selects grow-
ing errors generated in the data assimilation process by
running breeding cycles. A breeding cycle is initiated by
adding/subtracting a random perturbation to/from the
analysis at time f#,. The full nonlinear model is then
integrated forward in time from both these initial states
for 24 h to time t,. The difference between the two
forecasts is computed and rescaled using a regional re-
scaling algorithm (Toth and Kalnay 1997). This differ-
ence is then added and subtracted from the analysis at
time ¢, to form two bred-vector perturbations and the
process is then repeated forward in time. NCEP uses
five breeding cycles to generate their initial condition
perturbations, and unlike ECMWEF they do not perturb
the forecast model. The NCEP EPS data, used for this
study, were accessed directly by the storm-tracking
software using the Open-source Project for a Network
Data Access Protocol (OPeNDAP; see online at http:/
www.opendap.org/) from the NCEP nomad5 server
(available online at http:/nomadS.ncep.noaa.gov/ncep_
data/index.html).

Initially the results of this paper were computed with
just the first 3 months of the ECMWF data we have
available (i.e., the same time period as the NCEP data).
The results were the same as those obtained with the 6
months used in this paper, but the statistics were less
stable. Unfortunately we only have 3 months of NCEP
data available to us at the moment, but we believe that
the conclusions of the study are unaffected by this. We
have not been able to produce all the statistics for the
NCEP EPS. A considerably larger data sample than 6
months (1 yr or more) would be required to generate
these missing statistics for two reasons. First the lower
frequency of the control forecast, compared with the
ensemble members, means it has not been possible to
generate statistics for the control forecast. The second
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reason is due to the considerably smaller number of
ensemble members in the NCEP EPS and is discussed
at the end of the next section.

3. Analysis methodology

The analysis methodology used in this study was first
implemented in FBH. A brief description of the
method will now be given, but the reader is referred to
the previous referenced study for a more in-depth de-
scription and discussion.

The extratropical cyclones were identified and
tracked along the 6-hourly forecast trajectories of each
of the perturbed ensemble members and the control
forecasts in both hemispheres using the tracking
scheme of Hodges (1995, 1999). Before the cyclones
were identified, the resolution of the data was reduced
to T42 and the planetary scales with total wavenumber
less than or equal to 5 were removed (Hoskins and
Hodges 2002, 2005). Removing the planetary scales is
necessary so that the cyclones can be identified as ex-
trema without being masked by the larger scales. Ini-
tially the identification and tracking was performed
with both the 850-hPa relative vorticity (&gs,) and mean
sea level pressure fields. However, since the results
from the two fields were rather similar, this paper con-
centrates on just the &5, field. There are several rea-
sons for choosing vorticity rather than pressure (Hos-
kins and Hodges 2002). Vorticity features with a mag-
nitude exceeding 1.0 X 107> s™' were identified as
maxima in the NH and minima in the SH and consid-
ered cyclones. Once the cyclones had been identified
the tracking was performed, which involves the mini-
mization of a cost function (Hodges 1999) to obtain
smooth trajectories (storm tracks). The tracking was
performed separately in the NH and the SH. Only those
storm tracks that lasted at least 2 days, traveled farther
than 1000 km, and had a majority of their life cycle in
20°-90°N or 20°-90°S were retained for the statistical
analysis. The identification and tracking was also per-
formed with the ECMWF and NCEP operational
analyses for the selected time periods to use for the
verification.

The forecasted storm tracks, from the two different
EPS, were validated against their own analyses using a
matching methodology. While it is common practice for
operational centers to validate their forecasts against
their own analyses, this may result in higher levels of
skill than those that would be obtained if the forecasts
were validated against an independent data source.
This issue was addressed in the study of Bengtsson et al.
(2005), which showed that errors in the earlier part of
the forecast were most affected by this bias. We have
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also validated the NCEP EPS against the ECMWF
analyses. There was very little difference in the results,
but the errors were again slightly larger for the earlier
part of the forecast. While we are confident that any
biases introduced into the results from verifying the two
EPS against their own analyses will have no impact on
the conclusions of this paper, the predictive skill of both
systems may be a little on the optimistic side.

A forecast storm track was considered to be the same
system as an analysis storm track (i.e., matched) if the
two tracks met certain predefined spatial and temporal
constraints. A forecast track was said to match an
analysis track if

1) Atleast T% of their points overlapped in time, that
is, 100 X [2n,,/(n, + ng)] = T, where n, and nj
denote the total number of points in the analysis and
forecast tracks, respectively, and n,, denotes the
number of points in the forecast track that over-
lapped in time with the analysis track.

2) The geodesic separation distance d between the first
k points of the forecast track (which coincide in time
with the analysis track) and the corresponding
points in the analysis track was less than S°, that is,
d=S5°.

The geodesic separation distance between a point A,
on a forecast track, and a point B, on an analysis track,
is defined as the great-circle distance between the two
points. It is calculated (assuming the earth is a perfect
sphere) as cos '(P, - Pj), where P, and P, are unit
vectors directed from the center of the earth to points A
and B, respectively. We used this geodesic measure to
avoid any biases caused by working with projections
(i.e., a separation distance of S° corresponds to the
same distance in kilometers at any latitude). Since the
geodesic separation distance is measured between
analysis and forecast points that occur at the same time,
it will include components of both along-track error
(error occurring purely because the forecasted storm is
propagating at a different speed than the analyzed
storm) and cross-track error (error occurring because
the forecasted storm takes a different path than the
analyzed storm). These two types of error can also be
measured separately (see sections 4c and 4e).

The forecast tracks that matched analysis tracks were
used to generate diagnostics concerning the position
and intensity of the storms. In FBH the sensitivity of
the diagnostics to the choice of parameters k, 7, and S
was explored in detail. They found that although the
number of forecast storm tracks that matched analysis
tracks varied with different choices of the parameters,
the diagnostics produced from the matched tracks were
unaffected. In this study the diagnostics were initially
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produced for three different levels of matching criteria,
which are listed below:

1) k=4,T=60%, and § = 2°
2) k=4,T =60%, and S = 4°
3) k=4,T=30%,and S = 4°

As with FBH the number of forecast tracks that
matched varied considerably for the different matching
criteria, but there was very little difference between the
diagnostics generated from the matched tracks. For this
reason when we present the results concerning the
number of tracks that match we show all 3 matching
criteria; however, the diagnostics produced from the
matched tracks are shown for just criterion 2. We note
that the parameter k is set to 4 (1 day) in all 3 matching
criteria. In FBH the same criteria but with k£ = 1 were
also explored and were found to have no impact on the
diagnostics produced from the matched tracks, but it
did cause a large number of tracks to be incorrectly
matched. We have therefore kept k = 4 for this study.

As an additional constraint, only those storms whose
genesis occurs within the first 3 days of the forecast or
that already existed at time 0 were considered. Results
from the study of Bengtsson et al. (2005) indicated that
the skill in predicting storm tracks after 3 days is rela-
tively low. If a storm was generated in a forecast at a
lead time greater than 3 days, and matches a storm in
the analysis, then it was probably more due to chance
than an accurate prediction. Although this may not be
the case for the more recent forecast and analysis sys-
tems used in this study, we keep this constraint so that
the methodology is consistent with FBH and the statis-
tics of two studies can therefore be compared.

The number of ensemble members that match will
vary for different storms and forecast start times (see
section 4b). In addition the storm tracks of the different
ensemble members will be different lengths and so the
number of ensemble member tracks available decreases
with increasing lead time. The statistics of section 4
therefore only include those data points where at least
5 perturbed member tracks are available, since calcu-
lating these values from less than 5 members would not
be very informative. Restricting the diagnostics further
by increasing this value of 5 does have some effect on
the diagnostics, but it also limits the amount of data
available, particularly at the higher lead times. We be-
lieve that as long as all the diagnostics are produced
with the same restriction, the conclusions will be unaf-
fected by the choice of value. Since the NCEP EPS
has a smaller number of ensemble members than the
ECMWF EPS, there will be less data points (particu-
larly at higher lead times) where at least 5 matching
perturbed members are available. This is the second
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reason (see section 2) why a much larger data sample
would be required to produce some of the statistics of
this paper for the NCEP EPS.

4. Results

a. An example of a Pacific storm

Before presenting the statistical analysis, an example
of an intense Pacific storm predicted by both the
ECMWF and NCEP EPS (Fig. 1) is discussed to help
put the statistics into context. The storm was first iden-
tified in the ECMWEF analysis at 0600 UTC 1 March
2005 in southeast China. It then traveled over Taiwan
and across the Pacific south of Japan reaching its peak
5 days later. The track of the storm then curved in to
the northwest while decaying over the next 3% days.

Figure la shows the track of the storm in the
ECMWEF analysis and the tracks from the ECMWEF en-
semble forecast started at 1200 UTC 27 February 2005
(1.75 days before the storm was identified in the &5,
analysis) that match the analysis track for matching cri-
terion 2. Figure 1b shows the corresponding intensities
(in units of 107> s~ ! of &g, relative to background field
removal) as a function of forecast lead time. The mean
track and mean intensity of all matching ensemble
member tracks is also shown. Sixteen of the perturbed
members contain a track that matches the analysis track
in this earlier forecast. The control forecast does not
have a matching track for this particular forecast. This
is due to the generation of a double &5, center early in
the forecast, causing the track to be separated into two
parts and not satisfy the matching criterion. Relaxing
the matching criterion does result in a larger number of
matched ensemble member tracks for this particular
storm. However, as explained previously, the statistics
produced from the matched tracks were virtually iden-
tical for the different matching criteria and since we
have chosen criterion 2 for the statistics, we use it also
in this example for consistency. The genesis of the
storm occurs a little earlier in time and farther inland
than the analyzed storm for most of the perturbed
members. A majority of the tracks predicted by the
perturbed members lie to the left of the analyzed track,
which causes the mean track to also lie to the left. It can
also be seen from the numbers indicating the forecast
lead time on the mean track and analyzed track that the
ensemble member storms are generally moving at a
slower speed than the analyzed storm. The initial
growth of the cyclone, until around day 5 of the fore-
cast, is predicted well by all the matching ensemble
members. At this point the analyzed cyclone weakens
slightly before further increasing in intensity. Although
a couple of ensemble members do predict the double-
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peaked form of the analyzed cyclone quite well, most of
the ensemble members continue to increase in intensity
at day 5, without first decaying slightly. They then reach
their peak too early at around day 6 of the forecast. It
can be seen from the mean intensity that the amplitude
of the cyclone is generally underpredicted.

Figures 1c,d show the tracks and intensities predicted
by the ECMWEF ensemble forecast started at 1200 UTC
1 March, which is the first forecast to be made when the
&gs0 center is present in the initial conditions. Here the
control forecast predicts the track of the storm very
well. The control also predicts the amplitude of the
storm very well; it is just slightly out of phase with the
analysis. Thirty-seven of the perturbed members pre-
dict the storm. The ensemble member tracks are more
evenly distributed about the analyzed track than in the
earlier forecast, resulting in a high-quality mean track
prediction that is better than the control forecast at the
high lead times. Again the forecasted cyclones are mov-
ing at a slower speed than the analyzed cyclone. Some
of the perturbed members, like the control, predict the
double-peaked shape of the analysis, while others reach
their peak a day or more early (as in the earlier fore-
cast) and then completely decay without first regaining
intensity. The mean intensity is actually very similar to
the earlier forecast, showing a significant underpredic-
tion of the storm’s amplitude by the ensemble mem-
bers, between day 4 and 6, around the storm’s peak.

Figures le,f show the track and intensity of the storm
identified with the NCEP analysis. The storm is not
identified until 1200 UTC 2 March, 30 h after the
ECMWEF analysis, and it does not reach as high a peak
in intensity. This is probably due to the lower resolution
of the NCEP analysis system to that of ECMWF. The
1200 UTC 27 February 2005 NCEP EPS has two match-
ing perturbed ensemble members. Both of the en-
semble members only predict the earlier part of the
storm. A low-resolution control forecast is not available
for the NCEP EPS at 1200 UTC.

Figures 1g,h show the tracks and intensity of the
storm predicted by six ensemble members of the NCEP
EPS started at 1200 UTC 1 March. The mean track and
intensity is shown when there are at least five ensemble
members available to average. Two of the ensemble
members predict the track and intensity of the storm
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very well, but the other four members do not regain
intensity after the initial growth and have decayed com-
pletely by day 5 or 6 of the forecast. The ensemble
members underpredict the amplitude of the cyclone. As
with the ECMWF EPS, the forecasted cyclones are
propagating at a slower speed than the analyzed cy-
clone on average.

b. Number of forecast storm tracks that match

In this section the impact that the 3 different match-
ing criteria have on the number of forecast storm tracks
that match analysis storm tracks is investigated. Table 1
shows the percentage of tracks from all the perturbed
ensemble members that match with analysis tracks, for
the ECMWF and NCEP EPS, for each of the 3 match-
ing criteria. It also shows the percentage of tracks from
just the control forecast that match with analysis tracks.
The second column shows the total number of forecast
tracks, which exist at time 0 or whose genesis occurs
within the first 3 days of the forecast. Since this was a
restriction introduced in the matching methodology
(see section 3a), the other columns of the table show
the percentage of these tracks that match with analysis
tracks.

The percentages increase steadily as the matching
criteria are relaxed and are comparable in both hemi-
spheres. A higher percentage of the perturbed en-
semble member tracks and the control forecast tracks
match for the ECMWF EPS than for the NCEP EPS.
The difference between the percentage of ECMWF and
NCEP perturbed member tracks that match is compa-
rable to the difference between the percentage of
ECMWEF and NCEP control forecast tracks that match.
This suggests that the superior skill of the ECMWF
EPS is due to the higher-resolution model and 4DVAR
data system rather than the perturbation methodology.
Another noticeable observation is that the percentage of
control forecast tracks that match is consistently higher
(by up to 10%) than that of the perturbed member tracks
for both the ECMWF and NCEP EPS. Since the control
forecast has been generated from an optimal analysis,
one might expect it to be better than the perturbed
members for the earlier part of the forecast. The spatial
matching focuses on the earlier parts of the forecast

—

F1G. 1. Example of the prediction of a Pacific storm by the ECMWF and NCEP EPS. The tracks and intensities, as a function of
forecast lead time, of the analyzed storm and storm predicted by the ensemble members of the ECMWEF EPS started at 1200 UTC
(a),(b) 27 Feb 2005 and (c),(d) 1 Mar 2005 and by the NCEP EPS started at 1200 UTC (e),(f) 27 Feb 2005 and (g),(h) 1 Mar 2005 are
shown. The mean track and mean intensity of the ensemble members is also shown when at least 5 ensemble members are available.
Units of intensity are 107> s~! (relative to background field removal). The numbers along the tracks correspond to the forecast lead

time (in days).
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TABLE 1. Percentage of ECMWF and NCEP perturbed ensemble member tracks and control ensemble member tracks that match
with analysis tracks for each of the three matching criteria in the NH and SH. The second column in the table shows the total number

of forecast tracks that begin within the first 3 days of the forecast and the other columns show the percentage of these tracks that match

analysis tracks.

No. of tracks % match % match % match
in forecasts §=2°T=060% S =4°T=60% S=4°T=30%
NH:
ECMWEF perturbed 414762 26.3 38.9 56.3
ECMWF control 8239 355 475 64.8
NCEP perturbed 83928 20.9 36.5 52.1
NCEP control 2089 29.1 42.6 58.5
SH:
ECMWEF perturbed 432 389 26.9 39.7 57.7
ECMWEF control 8683 36.1 48.8 66.8
NCEP perturbed 85201 21.1 343 51.8
NCEP control 2120 28.6 423 61.7

tracks and this may therefore be the reason why a
higher percentage of control forecast tracks match.

We note that all the forecast storm tracks (except
those whose genesis occurred at a lead time greater
than 3 days) were compared with all of the analysis
tracks. This means that the percentages of Table 1 in-
clude forecast storm tracks that have been identified in
forecasts, integrated from initial states that occur be-
fore and after the vorticity center was first identified in
the 850-hPa analysis (see the discussion of FBH’s Table
2 for further clarification).

It is apparent that ensemble forecasts, integrated
from analyses in which the &5, centers already exist, are
likely to have a larger number of matching ensemble
member tracks than ensemble forecasts started from
earlier analyses. This is investigated in Fig. 2, which
shows the average percentage of perturbed ensemble
members that match analysis tracks as a function of the
number of days M the forecast was started after the &5,
center was first identified in the analysis. Positive val-
ues of M correspond to forecasts that are integrated
from analyses after the &5, center was first identified.
Negative values correspond to forecasts that are inte-
grated from analyses before the &, center was first
identified. A value of 0 corresponds to forecasts that
are integrated from analyses in which the &s, center
was first identified. Since the ECMWF EPS has 50 per-
turbed members and NCEP has just 10, the percentages
correspond to different numbers of ensemble members
for the 2 systems. For example, a value of 50% corre-
sponds to 25 ECMWF ensemble members and 5 NCEP
ensemble members. The results are shown for both the
ECMWEF and NCEP EPS for each of the 3 matching
criteria in both hemispheres.

The shape of the curves is very similar for the ECMWF
and NCEP EPS. Relaxing matching criterion 1 to cri-

terion 2 (i.e., the spatial condition has been relaxed
from 2° to 4°) has significantly more impact on forecasts
for which M = 1. This is not surprising since the fore-
casts with M > 1 have been generated from analyses
that contain well-developed &5, centers and the posi-
tions of the cyclones are likely to be well predicted for
the first part of the forecast. Relaxing the spatial crite-
ria will therefore have a limited effect. Forecasts with
M = 1 will have been integrated, either from analyses
that contain weak and undeveloped &5, centers, or
from analyses that do not contain &5, centers at all.
This means the positions of the cyclones will probably
not be as well predicted in general and relaxing the
spatial criterion will therefore have more of an impact.
Relaxing matching criterion 2 to 3 (i.e., the temporal
criterion has been relaxed from 60% to 30%) causes
the percentages to further increase, but has the most
impact when M = 2. This is because forecasts with high
values of M can only predict the later part of the storm
tracks. The number of points that coincide with the
analysis tracks will therefore be limited, meaning that a
temporal criterion with a high value of T (i.e., 60%)
may not be satisfied. A similar argument would apply
to forecasts for which M = —2, since these forecasts can
only predict the earlier part of the storm tracks. How-
ever, we only considered storm tracks whose genesis
occurs within the first 3 days of the forecast and con-
sequently very few ensemble member tracks match for
M = —3. The few that do correspond to forecast tracks
that begin earlier in time than the corresponding ana-
lyzed tracks.

The percentage of ensemble members that match is
slightly higher in the SH than the NH for both the
ECMWF and NCEP EPS. This could be because SH
storms are subjected to less changeable surface bound-
ary conditions, in the form of coastlines and varying
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F1G. 2. Average percentage of perturbed ensemble members that have a storm track that matches the analysis track for
the ECMWEF EPS in the (a) NH and (c) SH, and for the NCEP EPS in the (b) NH and (d) SH for each of the three
matching criteria. The x axis corresponds to the number of days M after the cyclones have been identified as 850-hPa
vorticity centers in the analysis. Negative numbers correspond to forecasts made before the cyclones have been identified

in the analysis.

orography, than NH storms (this idea was also dis-
cussed in the Bengtsson et al. 2005 study). NH storm
tracks may therefore be more likely to get broken into
smaller sections and consequently not satisfy the tem-
poral matching criterion. In agreement with the results
of Table 1, the percentage of ensemble members that
match is higher for the ECMWF EPS than for the
NCEP EPS.

c. Forecast skill of the perturbed members and the
control

As explained previously in section 3, the matched
tracks were used to generate further diagnostics. The
statistics of this subsection and the following subsec-
tions have been generated from tracks that matched
using criterion 2. All the forecast tracks for different
values of M (see above) have been included in the di-
agnostics. Ideally it would be better to separate the

diagnostics for different values of M, but this would
require a larger data sample than we currently have
available (see FBH for more discussion of this).
Figure 3 shows some diagnostics for the cyclones pre-
dicted by the ECMWF EPS. The solid lines of Figs. 3a,c
show, in the NH and SH, respectively, the minimum,
mean, and maximum separation distance of the
matched perturbed member storm tracks from the
analysis tracks as a function of forecast lead time. As
with the matching criteria these separation distances
are calculated between points on the analysis and fore-
cast tracks that occur at the same validation time and
therefore include components of along-track and cross-
track error. It should be noted that the mean curve is
the mean separation distance of the perturbed mem-
bers from the analysis and not the separation distance
of the mean track from the analysis, which is investi-
gated in the next subsection of this paper. The mean
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FiG. 3. Ensemble diagnostics for the ECMWF EPS. The solid lines show the minimum, mean, and maximum separation
distance in the (a) NH and (c) SH, and absolute intensity difference in the (b) NH and (d) SH, between the matched
perturbed member tracks and analysis tracks as a function of forecast lead time. The dotted lines show the separation
distance/absolute intensity difference between the best and worst perturbed ensemble members (for details see text) and
analysis tracks and the dashed lines show the separation distance/absolute intensity difference between the control

forecast tracks and analysis tracks. Units of separation distance and intensity difference are geodesic degrees and 10

(relative to background field removal), respectively.

curve in the figure therefore corresponds to the average
skill of the perturbed member forecasts. The difference
between the minimum and maximum curves provides a
measure of the ensemble spread. In this subsection the
term “spread” is used to refer to this difference. This is
different than the usual meaning of ensemble spread,
which is used to refer to the average distance of the
ensemble members from the ensemble mean and is ex-
plored in the next subsection of this paper.

The dotted lines of Figs. 3a,c show the separation
distance of the best and worst track of the ensemble
from the analysis. To calculate the best and worst track,
the average separation distance of each ensemble mem-
ber track from the corresponding analysis track over its
whole lifetime was computed. The ensemble members

=5 Sfl

with the lowest and highest values were taken to be the
best and worst tracks, respectively. The minimum (and
maximum) error of the ensemble will be obtained from
different ensemble member tracks at different lead
times, whereas the best (and worst) ensemble member
error is obtained from the same ensemble member at
all lead times. The diagnostics described above have
included the perturbed ensemble members only and
not the control. In Figs. 3a,c, the dashed line shows the
separation distance of the matched control forecast
tracks from the analysis tracks. Figures 3b,d show the
same diagnostics, but for absolute intensity difference
rather than separation distance. Here the best and
worse ensemble member tracks are determined by the
average absolute intensity difference between forecast
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FI1G. 4. The same as in Fig. 3 but for the NCEP EPS. The diagnostics for the control forecast are not included.

and analysis tracks over their whole lifetime. Hence the
best ensemble member for the separation distance re-
sults is not necessarily the best member for the intensity
results. In fact, calculations show that only about 12%
of ensemble members that are best for position are also
best for intensity. Figure 4 shows the diagnostics for the
NCEP EPS. Since the NCEP control forecast is only
run once a day, the NCEP EPS data we currently have
available are not sufficient for producing the diagnos-
tics for the control forecast.

By comparing the separation distance curves with the
intensity curves, it can be seen that the error growth
rates of the storm’s intensity differ considerably with
those of the storm’s position for both the ECMWF and
NCEP EPS. For intensity the errors grow rapidly in the
earlier part of the forecast, but at higher lead times the
errors grow at a slower rate and the curves become
almost flat, showing signs of saturation. The error in
position, on the other hand, grows quite slowly at the
beginning of the forecast but becomes faster at the

higher lead times. This difference between the error
growth rates was also found in FBH and suggests a
higher level of skill in the prediction of the position of
the cyclones than in their intensity. The spatial match-
ing may have some impact on the growth of the sepa-
ration distances. However, in FBH the diagnostics were
also produced using just one point for the spatial
matching criterion (k = 1) and there was virtually no
difference in the position or intensity error growth
rates. There is also a larger spread (more uncertainty)
in intensity than position. This is deduced by comparing
the minimum and maximum curves with the mean
curves. For example, for the ECMWF EPS in the NH
(Figs. 3a,b), the maximum error in position at day 3 is
about 7° and the mean error reaches this value about
2Y5 days further into the forecast. Similarly the mean
error at day 3 is about 3° and the minimum error curve
reaches this value about 3% days further into the fore-
cast. Now considering the intensity curves, the maxi-
mum error at day 3 is about 2.4 X 107° s™', but the
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mean error does not reach this value in the 7-day fore-
cast range plotted. A similar result is found when com-
paring the minimum and mean intensity errors.

The ECMWEF control forecast has consistently higher
skill than the perturbed members by Y2-1 day for both
position and intensity. This is to be expected in the
earlier part of the forecast, since the initial part of the
control forecast has been optimized by the 4DVAR
system. If the perturbed ensemble members were ob-
tained using only initial condition perturbations (and
not model perturbations), then it might be expected
that the error of the control forecast would converge to
that of the perturbed members at higher lead times.
However, the ECMWF EPS also includes model per-
turbations, which may have an impact on the skill of the
perturbed members at higher lead times. Unfortunately
we have insufficient data for the NCEP control forecast
to determine whether it is also consistently better than
the perturbed members.

The difference between the mean curves and the best
ensemble member curves is significant, showing that
the best ensemble member can provide a much better
prediction of a cyclone than a single deterministic fore-
cast. For the ECMWF EPS the day 5 skill of the best
ensemble member is comparable to the day 3 skill of
the control and to the day 2% skill of the mean curve
for the position of the cyclones. For the intensity of the
storms these improvements are even greater, increasing
by about 1 day. Similar improvements are also gained
from the best ensemble member of the NCEP EPS. The
high level of skill of the best ensemble member is en-
couraging in itself because it indicates that the errors in
the initial state are being sampled effectively. However,
from a practical point of view, the question of how soon
into the forecast the best ensemble member can be de-
termined is more important. If, for example, the en-
semble member that is best for the first day of the
forecast is still best (or better than the average en-
semble member) some time further into the forecast,
then this would provide helpful information to an op-
erational weather forecaster. This was investigated by
selecting the ensemble member that was best for the
first day and first 2 days of the forecast and then com-
puting the error growth of this ensemble member (not
shown). Rather disappointingly, the error of these se-
lected ensemble members diverges very quickly to that
of the average ensemble member.

The perturbed members and the control forecast of
the ECMWEF EPS have slightly less skill in the SH than
the NH. A more noticeable feature is that the spread of
the ensemble is considerably larger in the SH than the
NH. The NCEP perturbed members also have slightly
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less skill in the SH than the NH, but the spread is very
similar in the two hemispheres.

By comparing Fig. 3 with Fig. 4 we see that the NCEP
EPS has a smaller spread than the ECMWF EPS. This
is because the NCEP EPS has far fewer ensemble mem-
bers and this is therefore not a very fair or objective
comparison. In Fig. 5, the minimum, mean, and maxi-
mum diagnostics are shown for the NCEP EPS and for
a 10-member version of the ECMWF EPS, obtained by
randomly selecting 10 of the 50 ECMWF ensemble
members. In the NH, the ECMWEF perturbed ensemble
members have approximately 2 a day more skill in
predicting the position of the cyclones and approxi-
mately 1 day more skill in predicting the intensity of the
cyclones than the NCEP perturbed ensemble members.
However, in the SH, the NCEP perturbed ensemble
members are about ' a day better, from day 4 of the
forecast, at predicting the position of the cyclones and
are about 1 day better, from day 3 of the forecast, at
predicting the intensity. As with the full 50-member
ECMWEF EPS, the spread of the 10-member ensemble
is larger in the SH than the NH. This is investigated in
more detail in the next subsection.

As mentioned previously, the error in cyclone
position discussed so far includes both along-track
and cross-track error (referred to as total position er-
ror). The two components of the total position error
were also computed separately. Figure 6 shows a
schematic illustrating the along-track, cross-track, and
total position error. As with the total position error,
the along-track and cross-track errors were calcu-
lated using the geodesic separation distance defined in
section 3. The cross-track intersection point on the
analysis track (labeled X on the schematic) is also cal-
culated using spherical geometry. Figure 7 shows the
minimum, mean, and maximum diagnostics for along-
track and cross-track error for the ECMWF EPS. The
along-track errors are larger than the cross-track errors
in both hemispheres. This shows that errors in the
propagation speed of the forecasted cyclones are hav-
ing a larger impact on the total position error than er-
rors in the track the storm takes. These errors are in-
vestigated in more detail in section 4e. The along-track
and cross-track errors were also computed for the
NCEP EPS (not shown). As with the ECMWF EPS,
the along-track errors were larger than the cross-track
erTors.

The diagnostics of this subsection include cyclones of
all amplitudes, but they were also produced for just the
intense cyclones (not shown) using the same method-
ology as FBH. As with this previous study, the results
were comparable for the position of the storms, but
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F1G. 5. Minimum, mean, and maximum separation distance in the (a) NH and (c) SH, and absolute intensity difference
in the (b) NH and (d) SH, between the matched perturbed member tracks and analysis tracks for the NCEP EPS (dashed
lines) and for 10 randomly selected perturbed members of the ECMWEF EPS (solid lines) as a function of forecast lead
time. Units of separation distance and intensity difference are geodesic degrees and 107> s~ ! (relative to background field

removal), respectively.

there was a larger absolute error in the predicted in-
tensities of the higher-amplitude storms.

d. The ensemble mean and ensemble spread

One of the aims of ensemble prediction is that the
average of the ensemble forecasts will provide a fore-
cast that is, although somewhat smoothed, superior to
the control forecast (Leith 1974; Toth and Kalnay 1993,
1997). This is investigated in this subsection. The results
are only presented for the ECMWF EPS, since we have
insufficient data at this time to generate the diagnostics
for the NCEP EPS. For each ensemble forecast, the
mean track and mean intensity of the ensemble mem-
ber tracks (including the control) that matched were
computed. Figures 8a,c show the mean separation dis-
tance of the mean tracks and control tracks from the
analysis tracks in the NH and SH, respectively. The skill

of the mean track and control track is almost identical
until day 4 of the forecast, from which point the error
growth of the control track becomes slightly larger. By
day 7 of the forecast, the mean track has about a /2 a
day advantage over the control forecast in both hemi-
spheres. However, this may be of little benefit, since
forecasts of this high lead time will have low levels of
skill in general.

Figures 8b,d show the results for absolute intensity
difference. The difference between the error growth
rates of the ensemble mean and control is more signifi-
cant for the cyclone intensity than for position. From
day 2 of the forecast the error growth of the control
forecast is larger than that of the ensemble mean, and
by day 7 of the forecast the ensemble mean has about 2
days more skill than the control forecast. The skill of
the ensemble mean is higher in the NH than the SH for
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FIG. 6. Schematic illustrating the along-track and cross-track error.

both position and intensity of the cyclones. This corre-
sponds to the larger spread in the SH than the NH
shown in Figs. 3, 5.

Although the difference between the ensemble mini-
mum and maximum error curves of Figs. 3-5 provides a
measure of the ensemble spread in relation to the
analysis, ensemble spread is generally measured in re-
lation to the ensemble mean. For an EPS to be statis-
tically reliable, the average distance of the ensemble
mean from the analysis should be equal to the average
distance of the ensemble members from the ensemble
mean (i.e., the error of the ensemble mean should be
equal to the ensemble spread). Ensemble spread was
calculated as the mean separation distance/absolute in-
tensity difference of the ensemble member tracks from
the ensemble mean track. Figure 9 shows the ensemble
spread and ensemble mean skill for the position and
intensity of the cyclones in both hemispheres. The dif-
ference between the ensemble mean error and spread is
very small for the position of the cyclones. In the NH
the spread is almost identical to the skill until day 4,
when the ensemble mean error begins to exceed the
spread ever so slightly. In the SH the results are even
more encouraging, since very little difference can be
seen between the two curves. The lower level of skill in
the SH corresponds well with the larger spread.

There is a much larger difference between the mean
error and spread curves for the intensity of the cy-
clones. The error growth of the ensemble mean is larger
than the spread in both hemispheres, but there is more
of a difference in the NH. This shows that the intensi-
ties predicted by the ensemble members are not evenly
distributed about the analyzed intensities. This under-

dispersion of the ECMWEF EPS was also found by
Buizza et al. (2005) for the 500-hPa geopotential height
field, from about day 5 of the forecast. The Buizza et al.
(2005) study also found this to be the case, and to a
greater extent, for the NCEP and MSC EPS.

Since the ensemble mean and spread results of this
subsection are computed from ensemble member
tracks that match with analysis tracks, they are un-
known before the forecast verification time has past. It
is suggested that in an operational forecast situation,
measures of ensemble mean and spread could instead
be obtained by matching perturbed ensemble member
tracks with control forecast tracks, rather than with
analysis tracks. Since the diagnostics of this subsection
were unaffected by the choice of matching criteria (see
section 3), we believe this could provide a useful prac-
tical measure of ensemble mean and spread.

e. Intensity, propagation speed, and track bias

In this subsection we investigate whether there is any
bias in the prediction of cyclone intensity, propagation
speed, and track. Figures 10a,c show the mean signed
intensity difference between the matched ECMWF and
NCEP perturbed ensemble member tracks and corre-
sponding analysis tracks for the NH and SH, respec-
tively. The difference between the matched ECMWF
control tracks and analysis tracks is also shown, but we
have insufficient data to show this for the NCEP con-
trol. In the NH, the ECMWEF system shows very little
bias, but there is a small positive bias in the SH showing
that the perturbed forecasts and the control forecast are
in general slightly overpredicting the amplitude of the
storms. However, the small magnitude of these biases
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F1G. 7. Minimum, mean, and maximum cross-track error in the (a) NH and (c) SH, and along-track error in the (b) NH
and (d) SH, of the perturbed members storm tracks of the ECMWF EPS. The errors are also shown for the control
forecast. Units of cross-track and along-track error are geodesic degrees.

should be noted. The perturbed member bias grows
faster than the control bias over the first 2 days of the
forecast in both the NH and SH. It seems likely that this
corresponds to the initial condition perturbations,
which have been selected because they grow fastest (in
terms of the total energy norm) over the first 2 days of
the forecast.

The results are very different for the NCEP EPS. In
the NH, the bias of the perturbed members becomes
increasingly negative with forecast lead time, whereas
in the SH there is a very small positive bias at the
beginning of the forecast. This could perhaps be due to
the lower resolution of the NCEP EPS, which may be
unable to capture the rapid growth of some NH storms.
Indeed, FBH showed that the growth of intense NH
storms was badly predicted. In this previous study, the
forecast model was integrated at a resolution of
T159L60, which is still higher than the T126/T621.28
resolution of the NCEP EPS.

FBH also showed that the forecasted storms in gen-

eral moved at a slower speed than the analyzed storms.
To determine whether this was also the case for the
EPS, we calculated the propagation speeds of the
analysis and forecast storms at each point on their
tracks, by comparing the position of consecutive points
on the tracks. Since the points on the tracks are 6 h
apart, the speed calculated at each point corresponds to
the average propagation speed of the storm in the next
6 h. Figures 10c,d show the mean signed speed differ-
ences between the matched forecast tracks and analysis
tracks in the NH and SH, respectively. Although the
bias is small in magnitude, it is consistently negative for
the ECMWF EPS in both hemispheres and is larger in
the NH. This difference between the hemispheres was
also found in FBH, but the magnitude of the bias was
slightly larger in both hemispheres. The NCEP EPS has
a similar bias in the SH, but in the NH the bias is
negative initially and then becomes positive from day 3
of the forecast. This may simply be because the smaller
data sample we have available for the NCEP EPS is
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F1G. 8. Separation distance in the (a) NH and (c) SH, and absolute intensity difference in the (b) NH and (d) SH,
between ECMWF ensemble mean tracks (computed from the matched perturbed ensemble members and control) and
analysis tracks (solid lines) and ECMWF control forecast tracks and analysis tracks (dashed lines) as a function of forecast
lead time. Units of separation distance and intensity difference are geodesic degrees and 1075 s~ (relative to background

field removal), respectively.

insufficient to obtain a clear signal of the bias. How-
ever, there does seem to be some correspondence be-
tween the speed bias and the intensity bias. It appears
that an overprediction of cyclone intensity corresponds
to a propagation speed that is too slow, whereas an
underprediction of cyclone intensity corresponds to a
propagation speed that is too fast. This seems feasible
when the growth of a baroclinic disturbance is inter-
preted in terms of a pair of counterpropagating Rossby
waves (Hoskins et al. 1985). This theory was first intro-
duced by Bretherton (1966) with a two-layer model but
has recently been extended to the primitive equations
by Methven et al. (2005). The theory shows that the
near-surface Rossby wave will propagate eastward
more rapidly on its own than when it interacts with the
upper-level Rossby wave. Once the lower wave couples
with the upper wave, the phase locking will reduce the

speed and the disturbance will intensify. Hence an
overprediction of intensity would imply an underpre-
diction of propagation speed and vice versa.

To investigate any bias in the track that the fore-
casted cyclones take, the cross-track error presented in
section 4c was used. Cross-track errors were assigned
positive (negative) values if the forecasted cyclone lay
to the left (right) of the analyzed cyclone so that a bias
could then be calculated (Figs. 10e,f). There is a small
positive bias in the NH and small negative bias in the
SH for both the ECMWF and NCEP EPS. This corre-
sponds to a slight poleward bias in both hemispheres.

f- How far in advance can storms be predicted?

The statistics of Fig. 2 show that a proportion of cy-
clones are predicted by forecasts made before the &5,
center has been identified in the analysis cycle (M < 0).
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F1G. 9. Spread-skill diagnostics for ECMWEF EPS. The solid lines show the skill and are the same as the dashed lines
of Fig. 8. The dashed lines show spread calculated as the mean separation distance and mean absolute intensity difference
between the matched perturbed ensemble member tracks and ensemble mean track. Units of separation distance and
intensity difference are geodesic degrees and 107> s~ ! (relative to background field removal), respectively.

This is also illustrated by Figs. 1a,b, which show that 16
of the 50 ECMWF perturbed members predict the cy-
clone 1% days before the storm is first identified in the
analysis. In FBH, statistics were generated to determine
how far in advance of their identification in the analysis
cycle extratropical cyclones could be predicted. This
idea has been extended to EPS and the results are pre-
sented in this subsection.

The first time a cyclone is identified in the analysis is
defined to be the time of the first point in the analysis
track. It is therefore defined by the parameters used in
the cyclone identification and tracking methodology,
which requires that the vorticity center must exceed a
magnitude of 1.0 X 107> s~ ! (relative to the large-scale
background field removal) to be considered a cyclone.
Although the identification of a &5, center is not the
only indication of a developing storm, it marks a spe-
cific stage of cyclone development, which can easily be

identified in the analysis. To determine whether a cy-
clone was predicted N days before it was first identified
in the analysis, the forecast storm tracks identified in
the forecast made N days before were examined to see
if any of them matched the analysis track. The con-
straint that the forecast tracks must begin within the
first 3 days of the forecast (see section 3) was removed,
so that the possibility of predicting storms up to 7 days
before they are first identified in the analysis could be
considered.

Figure 11 shows, for the ECMWF and NCEP EPS in
both hemispheres, the percentage of analysis storms
that are predicted by at least 1 perturbed member and
by at least 10%, 20%, 50%, and 80% of perturbed
members as a function of N. The percentage of analysis
storms predicted by the control is also shown for the
ECMWF EPS. Since the NCEP EPS has 10 members,
the curves corresponding to 1 member and 10% of
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(b) Intensity Bias — SH
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F1G. 10. Bias in intensity in (a) NH and (b) SH, propagation speed in (c) NH and (d) SH, and cross-track error
in (e) NH and (f) SH of the perturbed member tracks for the ECMWEF (solid lines) and NCEP (dotted lines)
EPS. The biases are also shown for the ECMWEF control forecast tracks (dashed lines). Units of intensity, speed,
and cross-track error are 107> s™! (relative to background field removal), kmh™!, and geodesic degrees,

respectively.

members are the same. The percentages will clearly
depend on the choice of matching criteria; however, the
general relationship between the different curves re-
mains the same.

The results for the ECMWEF EPS are discussed first.
Comparing the percentage of cyclones predicted by the

control forecast with the percentage predicted by at
least 1 perturbed member illustrates how an EPS can
extend the limit of predictability available from a single
deterministic forecast. In the NH, approximately 20%
of the cyclones are predicted by the control forecast 4
days before they have been identified in the analysis



JuLy 2007

(@) ECMWF — Northern Hemisphere

100 ——T——T T

Percentage Match

T

0 1 2 3 4 5 6 7
Days Before Storm Genesis Occurs

(c) NCEP — Northern Hemisphere

100

Percentage Match

T et - L

0'1\\‘!\\"‘"1

0 1 2 3 4 5 6 7
Days Before Storm Genesis Occurs

FROUDE ET

AL. 2563

(b) ECMWEF — Southern Hemisphere

100
90
80
70
60
50
40
30 [\
20
10 |

0 =
0 1 2 3 4 5 6 7
Days Before Storm Genesis Occurs

Percentage Match

(d) NCEP — Southern Hemisphere

100 : : ==
90
80
70
60
50 |
40 [
30 P

20 F O
10 |

— 1Mem
— 10% .
— 20%
— 50%
— 80%
— — Control

Percentage Match

0 1 2 3 4 5 6 7
Days Before Storm Genesis Occurs

FIG. 11. The percentage of analysis tracks that are predicted by at least 1 perturbed member and by at least 10%, 20%,
50%, and 80% of perturbed members, as a function of the number of days N before the storm was first identified as an
850-hPa vorticity center in the analysis, for the ECMWF EPS in the (a) NH and (b) SH, and for the NCEP EPS in the
(c) NH and (d) SH. The percentage of tracks predicted by the ECMWF control forecast is also shown by dashed lines.
There are no solid black curves in the NCEP plots because 1 member is 10% of a 10-member ensemble and this is already

shown by the red curve.

cycle, whereas about 80% are predicted by at least 1 of
the perturbed ensemble members. It is very encourag-
ing that a large number of cyclones can actually be
predicted as much as 7 days before they are identified
in the analysis cycle. However, the reliability of a pre-
diction by one ensemble member needs to be consid-
ered, as it is possible that a significantly large number of
false alarms also occur. The reliability aspect of cyclone
prediction will be investigated in future work (see sec-
tion 5 for further discussion).

When N = 0 the percentage of cyclones predicted by
the control forecast is slightly higher than the percent-
age predicted by at least 50% of the perturbed mem-
bers. However, as N increases the percentage predicted
by 50% of perturbed members falls much faster than
the percentage predicted by the control. This again

highlights the superior quality of the control forecast to
the perturbed ensemble members.

The percentages are higher in the SH than the NH
when N = 0, but they fall faster in the SH as N increases
and become lower than in the NH from N = 3 or 4. A
similar difference between the hemispheres was also
found in FBH. The reason why a larger number of
cyclones are predicted in the NH than the SH when N
is large could be because of the higher density of upper
air observations available, particularly the radiosonde
observations located in the upstream parts of the main
storm-track regions. Extratropical cyclones are often
initiated by perturbations in the upper-level flow. If
such information is not available in the initial condi-
tions of SH forecasts this could have a significant influ-
ence on the generation of a &5, center later in the
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forecast. On the other hand, when cyclones are more
developed in the initial conditions (i.e., N is small), the
larger number that are predicted in the SH than in the
NH (also seen in Fig. 2) could be due to the less varied
surface boundary conditions of the SH discussed previ-
ously.

The most noticeable difference in the NCEP results
is that the percentages fall less rapidly with increasing
N. This is almost certainly because the NCEP forecasts
are integrated to 16 days, whereas ECMWF forecasts
are only integrated to 10. As N is increased, the tem-
poral matching criterion (see section 3) is less likely to
be satisfied by the ECMWEF forecast tracks than the
NCEP forecast tracks because the length of the tracks is
limited. In future work we plan to repeat this analysis
for the NCEP EPS with the forecasts truncated to 10
days. This might be considered a fairer comparison, but
it could also be argued that the advantage the longer
length of the NCEP forecasts has in giving early indi-
cations of future storms should be taken into consider-
ation in the diagnostics. Unlike the results for the
ECMWF EPS, the percentages in the NH and SH are
comparable when N = 0, but the percentages do fall
faster in the SH than in the NH.

5. Discussion and conclusions

This paper explores the prediction of extratropical
cyclones by the ECMWF and NCEP EPS. The analysis
methodology has enabled us to determine detailed and
useful information about the prediction of the cyclones
by the ECMWF EPS. We have currently not been able
to produce a complete set of diagnostics for the NCEP
EPS for a number of reasons, including the smaller
number of ensemble members, the lower frequency of
the lower-resolution control forecast, and the smaller
size of our data sample. However, it has been possible
to perform some preliminary comparisons of the NCEP
EPS with the ECMWEF EPS. This study is the first sta-
tistical analysis of the prediction of extratropical cy-
clones by EPS. A more complete comparison of the two
systems, and other ensemble systems, will form the ba-
sis of future work. In particular we hope that the data
provided via The Observing-System Research and Pre-
dictability Experiment (THORPEX) Interactive Grand
Global Ensemble (TIGGE) project will enable us to
perform such a study (see http://www.wmo.ch/thorpex/
pdf/tigge_summary.pdf for details of this project). The
main results of the paper will now be discussed.

In general the ECMWF EPS has a higher level of
skill in predicting the cyclones than the NCEP EPS. A
higher percentage of ECMWF forecast storm tracks
match with analysis storm tracks than NCEP forecast
tracks in both hemispheres. The difference between the
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percentage of ECMWF and NCEP perturbed member
tracks that match is comparable to the difference be-
tween the percentage of ECMWF and NCEP control
forecast tracks that match, which suggests that the su-
perior skill of the ECMWF EPS is due to the model and
assimilation system rather than the perturbation meth-
odology. Further analysis of the matched forecast
tracks shows that in the NH the ECMWF perturbed
ensemble members have slightly higher skill than the
NCEP perturbed ensemble members for the prediction
of both the position and intensity of the storms. How-
ever, in the SH the NCEP perturbed ensemble mem-
bers have slightly more skill, particularly for the inten-
sity. This is perhaps because the lower resolution of the
NCEP system causes more difficulties in the prediction
of the cyclones in the NH than in the SH. NH storms
are influenced more by land-sea contrasts and change-
able orography than SH storms and a higher resolution
model may therefore be more important in the NH
than in the SH. However, the large number of differ-
ences between the ECMWF and NCEP EPS makes it
difficult to determine the exact causes of the differences
in predictive skill in the two hemispheres. The ECMWF
and NCEP EPS use completely different models, reso-
lutions, data assimilation schemes, and perturbation
methodologies. Indeed one of the main conclusions of
the Buizza et al. (2005) study was the difficulty in com-
paring such different systems and that further studies,
in which different perturbation methods are explored
using a single analysis and forecast system, are neces-
sary to determine the advantages and disadvantages of
the different perturbation methodologies.

Both the ECMWF ensemble mean track and inten-
sity have a higher level of skill than the control forecast
from around day 3 of the forecast, but the difference is
more significant for the intensity than position. The
skill of the ensemble mean and control forecast is
higher in the NH than the SH for both the position and
intensity of the cyclones. This confirms the results of
FBH, which showed that the high quantity of upper air
observations available in the NH significantly improved
the prediction of the storms. It is difficult to tell wheth-
er this is the case for the NCEP EPS, since we unfor-
tunately have insufficient data to generate diagnostics
for the ensemble mean or the control forecast. The
diagnostics do, however, show that the perturbed en-
semble members have slightly higher skill in the NH
than in the SH, but the difference in skill is less than
that of the ECMWF perturbed members.

The difference between the ensemble mean and
spread of the ECMWF EPS is very small for the posi-
tion of the cyclones. There is a larger spread in the SH
than the NH, which corresponds well with the larger
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error of the mean track. The difference between en-
semble mean and spread is larger for the intensity of
the cyclones. This shows that the analyzed intensities
do not lie in the center of the envelope of ensemble
member intensities on average and may possibly imply
that the analyzed intensities of the cyclones are statis-
tically different than the intensities predicted by the
ensemble members. It reinforces the result that there is
a higher level of skill in the prediction of cyclone posi-
tion than intensity, which is suggested by the difference
in the error growth rates.

In FBH it was suggested that the lower level of pre-
dictive skill for the intensity of cyclones was due to
errors in the storm’s vertical structure. The fact that the
along-track error is a larger contributor to the total
position error than the cross-track error (Fig. 7) also
suggests that this is the case. Both the intensity and
propagation speed of storms depends on the interaction
of upper- and lower-level disturbances (see section 4e).
Errors in the storm’s vertical structure will therefore
result in errors in both intensity and propagation speed.
Since the along-track error is a result of propagation
speed error, it will be affected by errors in the storm’s
vertical structure. The cross-track error, however, is
caused by errors in the direction the storm propagates,
which will be determined mainly by the 700-hPa wind
field and less affected by errors in the vertical structure.
Errors occurring in the vertical structure of forecast
cyclones will be investigated in future work.

The low level of predictive skill for the intensity of
cyclones is a trait common to both the ECMWF and
NCEP models. It is possible that a higher resolution
and/or frequency of upper air observations than cur-
rently available would be required to accurately predict
the growth and development of extratropical cyclones.
The use of targeted observations (e.g., Leutbecher et al.
2002) may improve the prediction of cyclone intensity
considerably.

Another possible way of decreasing the difference
between the ECMWF ensemble mean and spread for
cyclone intensity would be the inclusion of moist phys-
ics in the computation of the extratropical singular vec-
tors. This is currently being investigated at ECMWF.
Coutinho et al. (2004) analyzed the impact that the
moist physics had on the singular vectors. They found
that the large-scale latent heat release led to larger
growth and smaller horizontal scales. As a continuation
of this study, Hoskins and Coutinho (2005) applied sin-
gular vector perturbations computed with both dry and
moist physics to some extreme European cyclones. The
singular vectors computed with moist physics were
found to be much more relevant to the development of
these intense cyclones than those computed without
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moist processes. Forecasts integrated from initial con-
ditions perturbed with moist singular vectors were pro-
duced, and for each cyclone one of the perturbed fore-
casts was superior to the control forecast. If the growth
of the cyclones is better represented by moist singular
vectors then this could potentially decrease the differ-
ence between the ensemble mean and spread. The im-
pact of moist singular vector perturbations on the pre-
diction of extratropical cyclones by the ECMWF EPS
will be investigated in future work.

The propagation speed of the cyclones predicted by
both the perturbed members and the control forecast of
the ECMWF is on average too slow, although the small
magnitude of this bias should be noted. The results for
the NCEP EPS in the SH also indicate that the cyclones
are moving too slowly, but in the NH the results are less
clear. A further result that is possibly related is that the
NH cyclones predicted by the NCEP EPS are generally
underpredicted, whereas the intensity of cyclones pre-
dicted by the NCEP EPS in the SH and those of the
ECMWF EPS in both hemispheres is, if anything, over-
predicted. It is possible that the resolution of the NCEP
EPS is too low to accurately model the fast growth of
NH storms. However, these results should be consid-
ered preliminary because of the smaller amount of
NCEP data we currently have available. There is also a
small bias in both the ECMWF and NCEP EPS for the
forecasted cyclones to move too far toward the Poles.

The ECMWEF control forecast has a consistently
higher level of skill (*2-1 day) than the perturbed mem-
bers, throughout the first 7 days of the forecast, for both
the position and intensity of the cyclones. It is to be
expected that the control forecast is better than the
perturbed members in the earlier part of the forecast,
since it has been optimized to best fit available obser-
vations via 4DVAR. For an EPS constructed from ini-
tial condition perturbations alone, it would perhaps be
expected that the error of the control forecast would
converge to that of the perturbed members at higher
lead times. However, the model perturbations included
in the ECWMF EPS may cause the control forecast to
have an advantage over the perturbed ensemble mem-
bers at higher forecast lead times. It would be very
interesting to compare the predictive skill of the per-
turbed ensemble members of other EPS with their con-
trol forecasts.

A very encouraging result is the very high level of
skill provided by the best ensemble member for both
the ECMWF and NCEP EPS. We remind the reader,
however, that a rather low number of ensemble mem-
bers that are best in terms of the position of the cy-
clones are also best in terms of their amplitude. It may
therefore be better to use some type of combined mea-
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sure of position and intensity to determine the best
track. The difficulty with the best ensemble member is
how to identify it at some useful time (i.e., before the
final validation time of the forecast has past). Prelimi-
nary analysis suggests that this is very difficult; the error
of the ensemble member, which is best for the first day
or 2 of the forecast, rapidly approaches the error of the
average ensemble member. However, the high skill of
the best ensemble member should still be considered
encouraging, since it suggests that the errors in the ini-
tial state are being effectively sampled.

Another encouraging result is the potential for EPS
to provide early indications of cyclones. The results
show that an indication by at least 1 ensemble member
of a majority of cyclones can be given 7 days before
they have been identified (as &s5, centers) in the analy-
sis cycle. An important question that needs to be con-
sidered is the reliability of such an indication by one
ensemble member. It is possible that a large number of
incorrect predictions (false alarms) also occur. To ad-
dress this issue, probabilistic scoring methodologies,
such as the Brier skill score (Brier 1950), will need to be
invoked and will be investigated in future work. The
interesting point about the diagnostics of Fig. 11 is that
they show the potential of ensemble forecasting to ex-
tend the limit of predictability of a single deterministic
forecast. It would be interesting to see how the percent-
age of cyclones predicted by at least one ensemble
member would change as the number of ensemble
members was increased. The reliability of the predic-
tion of a storm by 1 ensemble member is clearly ques-
tionable. However, once the ensemble size approaches
the limit at which 100% of cyclones are predicted by at
least 1 member, it could be argued that the probability
density function of the forecasts’ states can be suffi-
ciently estimated. It is therefore suggested that the di-
agnostics of the figure could potentially provide a use-
ful guide in determining how many members an en-
semble forecast should have.

The results presented in this paper could potentially
be useful to both the developers of ensemble forecast
systems and to the users of these systems. A developer
could use the statistical approach of this paper to evalu-
ate the impact of future upgrades to an ensemble fore-
cast system. The user could use the storm-tracking
method to help with the forecasting of individual
storms. Modifications to the methodology presented in
this paper would be required, such as matching en-
semble member tracks with control forecast tracks to
obtain measures of ensemble mean and spread for en-
semble forecasts of individual storms (discussed in sec-
tion 4d). The user should also be influenced by the
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results of the statistical analysis of the forecast devel-
oper.
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