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Convergence Condition of Explicit Finite Element Method
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SYNOPSIS

The convergence condition of the explicit difference

method for the heat transfer problem is aiready ob­

tained. On the other hand, if the problem is formu­

lated by using the weighted residual method for spatial

axis, we have no tool to estimate the critical time­

step width. In this paper, the estimation method is

theoretically presented, and its propriety is examined

through a number of numerical experiments.

1. INTRODUCTION

Heat Transfer Equation is the one which governs the heat transfer

phenomenon, and in the field of Civil Engineering, many phenomena are

govered by the same equation, for example, the seepage problem, the

problem of the salt wedge in the ground water, the water pollution and
the thermal stress in massive concrete. And, their solutions are

desired.
The development of the digital computer in recent years has caused

that of the numerical analysis, and, at present most of governing

equations which present actual engineering problems can be approxi­

mately solved. These approximate solutions are mainly obtained by

use of the Finite Difference Method (FDM) and the Weighted Residual

Method (WRM) including the finite element method (FEM). Both of them

express the solution of the governing equation at approximate nodal

values located in space and time domain. Historically, the former is
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firstly developed, and it is widely applied in many engineering field.

But, at its application to actual problem we find many difficulties

for locating node in space, for example the settlement of grid nodes,

the treatment of the complicated boundary configuration, and the in­

troduction of the boundary conditions and so on. The Weighted Resid­

ual Method which is lately developed is advantageous comparing to FDM,

because most of the comlexities encountered at the application of FDM

disappear in WRM. Therefore, in recent years the discretization of

spatial axes is mai~ly done by use of WRM. On the other hand, the

discretization along the time axis for most of governing equation is

done by applying the FDM. The reason is that FDM can prepare a num­

ber of effective procedures and suitable one among them can be arbi­

trarily selected. Especially, for rather large scale problems the

forward difference scheme is preferably used,lbecause the objective

linear equations need not to be solved but variables are explicitly

determined. In the case of using the explicit method along the time

axis and also any finite difference scheme along the spatial axes, the

conditional equation on the stability of the numerical solution has

been made clear. 2) But in case that FEM is applied for the discreti­

zation of spatial axes and the forward difference scheme is used for

that of the time axis, the stability condition of the numerical solu­

tion is not yet clarified.

In this paper, firstly the heat transfer equation is formulated by

using the Galerkin method along the spatial axes and by the forward­

differrence scheme along time axis. Successively, the stability con­

dition of the numerical solution for this mixed type of equations is

theoretically introduced by using "Brauer's Theorem", and we discuss

the merits of using the mixed-type of formuration ( for the heat

transfer problem ) comparing to the stability condition according to

FmL The results are examined through a number of numerical experi­

ments, and we show that the mixed type formulation can not only make

the discretization of spatial and time axes ease but also elongate the

width of the time-step comparing to the one by use of only FDM.

2. THE THEORETICAL ESTIMATION OF THE CRITICAL TIME STEP WIDTH

2.1 The Mixed Use of The Finite Element Method and The Finite Differ­

ence Method
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Let's express the heat transfer equation as

+
at

(2.1)

with the boundary condition of eq.(2.2) which is illustrated in

Fig.2-2.

(2.2)}
on

on-h(cjJ-v)

-
cjJ

an

,where h is the heat transfer coefficient and v is the value of cjJ out

of the region. s
n

Fig.2-l Boundary condition

Firstly we try discretizate eq. 's (2.1) and (2.2) by using WRM along

the spatial axes and FDM along the time axis, respectively. At the

application of WRM we fix the time axis, that is, the right-hand of

eq.(2.1) can be expressed as

T (constant)
at

(2.3)

Then, we may treat eq.(2.4) instead of eq.(2.l).

a 2 cjJ a 2 cjJ
+ T 0 (2.4)

ax 2 ay 2

Application of The Galerkin Method on eq.(2.4) yields to
3)

a 2 cjJ a 2 cjJ acjJ
JJ( + T )OcjJdxdy J { -+ h(cjJ-v) }OcjJds (2.5)

ax 2 ay 2 s2 an
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Integration of eq.(2.5) gives following expression;

ClQ> CloQ>
f f{ - -- + - -- }dxdy + f fTdxdy

Clx Clx Cly Cly

=-f h(Q>-v) oQ>ds
s2

(2.6)

Let's express above equation in matrix form.

introduce eq. (2.7). ,4)

For this purpose we

Q> = [N]T{q:,} (2.7)

,where [N] is the shape function matrix and {q:,} is the node value vec­

tor of an element.

Introduction of eq.(2.7) into eq.(2.6) gives the following matrix

expression.

Cl[N] Cl[N]T a[N] Cl[N]T
JJ( -- --+-- -- )dxdy{q:,} + f J[N]dxdy T

Clx Clx Cly ay

=-hf [N][N]Tds + hf [N]ds v
s2 s2

(2.8)

Now, we consider on the discretization along the time axis. Since

the spatial axes and the time axis are discretizated separetely, we
set T = {T} and replace {T} by

{q:,.} - {q:,. l}
~ ~-

T
l1t

(2.9)

,where l1t is the discretization width along the time axis and {q:,i} ,

{q:,. I} are the grid value vector at the i, i-I time steps respective-·
~-

ly.

Eq.(2.9) is introduced in eq.(2.10) and we obtain

Cl[N] Cl[N]T Cl[N] Cl[N]T
ff( -- --+-- -- )dxdy{q:,. }

Clx Clx ay Cly ~-1

1
+If

l1t
[N] dxdy ({ q:, . }- {q:,. I})

~ ~-

=-hf [N] [N]Tds{q:,. I} + hf [N]ds v
s2 ~- s2

(2.10)
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Finally, eq.(2.10) is expressed as the matrix equation;
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K9. l+C(~·-t. 1)=-B1t. 1 +B21- 1 1- 1-

a[N] a[N]T a[N] a[N]T
,where K=Jf ( -- -- +-- -- ) dxdy

ax ax ay ay

1

(2.11)

C=ff
L'>t

[N]dxdy

(2.12)

B2=hf [N]ds v
s2

That is, eq.(2.11) is equivalent to following equation whose solu­

tion vector, 9., is directly obtained by introducing ~. l'
1 1-

~.=At. l+B
1 1-

-1,where A=C (C-K-B1)

B=B2

2.2 The Critical Time - Step Width

From eq.(2.l4) we obtain following expression;

(2.13)

(2.14)

(2.15)

,where t i is the value of ~ at the i-th time step and to is the ini­
tial value.

Eq.(2.15) clarifies that the convergence of t i to a definite value,
i.e. (I-A)-lB, is wholly governed by the property of the matrix A.
If the maximum eigenvalue, Amax ' of A satisfies following relation,
then above equation converges. (5)
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Amax ::;; 1 (2.16)

Let's examine the maximam eigenvalue of the matrix A in eq.(2.13).

From eq. (2 . 14 )

-1­
A=(I-C K)

,where K=(K-B1) .

Then, the s-th row of A is explictly expressed as following;

[~tKs 1,~tK 2,···,~tK s_l,l-~tK ,~tK s+l,···,~tK ], s, s, s,s s, s,n

, because the matrix C is the diagonal one, and its s-th diagonal ele­

ment is equal to Cs/~t.

Here, we apply the Brauer's Theorem which shows the domain of the
eigenvalues of any matrix. (6)

(2.17)

P =sand

1-ass~t-Ps~t ::;; Amax ::;; 1-ass~t+Ps~t

s-1 - n-
~ jK k l+ ~ IK k l

k=1 s, k=s+1 s,
,where a =Kss s,s

Assume that
subject to the

Therefore,

A is a convergence matrix. Then, its A must bemax
restrictions of eq.s (2.16) and (2.17).

-1 ::;; I-a ~t-P ~tss s (2.18)

1 ~ I-a ~t+P Mss s (2.19)

From eq.(2.18) we obtain

2

a + Psss

(2.20)
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And, from eq.(2.19) we obtain
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Since ~t ~ 0 , eq(2.21) yields to

-a +P :s 0ss s

But in practice the case

a +P > 0
S8 S

(2.21)

(2.22)

(2.23)

exists.

This contradiction appears because A is aubject to the restric-max
tions of eq.s (2.18) and (2.19). Therefore, the domain where the re-
al eigenvalues locate should be expressed as following instead of
eq. (2.17) .

1-a ~t-P ~t+S :s A ~ 1-a ~t+P ~t-a
S8 s max ss s (2.24)

,where a and S are the positive values.
the illustration given in Fig.2-2.

Eq.(2.24) is explained by

1-a ~t-P ~tss s

Domain of the eigenvalue defind by the Brauer's Theorem

1-a ~t+P ~tss s
-----'c:;;:or--------,d-"----7A

Domain of the real eigenvalue

Fig.2-2 The domain of the eigenvalue

Here, we should notice that eq.(2.24) has no contradiction to the
Brauer's Theorem, because the theorem can show only the maximum domain
where all eigenvalues exist. Then, A must be subject to themax
restrictions of eq.s (2.16) and (2.24), so we obtain

-1 ~ 1-a ~t-P ~t+Sss s

1 ~ I-a ~t+P ~t-ass s

(2.25)

(2.26)
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From eq. (2.25)

2 + S
f',t :;;

a + Pss s

From eq.(2.26)

(2.27)

(2.28)
-a + Pss s

But, at present we have no information on the value of a and S.
Therefore, we set S=O and ignore eq.(2.28), and the critical time-step

width is represented as

2
(2.29)

a + Psss

As far as f',t satisfies eq.(2.29), the calculation converges, and
also eq.(2.28) is satisfied automatically. In this paper, above

equation is used for the theoretical estimation of f',tcr ' Above con­
sideration on the convergence condition of eq.(2.29) by use of the

Brauer's Theorem results in that the condition is actually determined

by the values of entries of A, as shown in eq.(2.29). Let the domain

of our concern be as shown in Fig.2-l. Then, it is obvious that the

critical value, f',t of whole equation is determined by nodal pointscr
in R, on Sl or on S2' Let's denote the minimum values of f',t in R, on

Sl and on S2 by f',tJJ) , f',t~:), f',t~;), respectively. Then, the criti­
cal time-step, f',t ,for whole system is expressed as following,cr

f',t cr min f',t O ) f',t(2) f',t (3)
cr' cr' cr (2.30)

We show that f',t cr has no influence on the convergence condition as
far as we use the explicit solution method.

Let's rewrite eq.(2,13) as following,

<to
{ 1.}

@. 11.,

B
} + { }

B1
(2.31)

, where subscript "1" indicates the nodal value of Sl' Since

<t i ,l = ~i-1,1 ( = @1 ), we may treat following expression instead of
eq. (2,13) .
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(2.32)

And, the convergence condition is governed only by the maximum

eigenvalue of All' which is the submatrix of A. Then, we may treat
eq. (2.33) instead ofeq.(2.30).

(1) (3)
~tcr = min ( ~tcr ' ~tcr (2,33)

But, we should notice that ~tcr obtained from eq(2.33) can't give
the true critical value, because in above theoretical consideration we

set S=O and ignore eq(2.28) and get eq(2.29).

In successive section the difference between the true critical and

theoretical values are surveyed through a number of numerical, experi­

ments.

3. NUMERICAL EXPERIMENTS ON THE CRITICAL TIME - STEP WIDTH

In preceding section the critical time-step width, ~tcr' is theo­
retically obtained by using the Brauer's Theorem, and the considera­

tions on the estimation method clarified that the theoretical value of

~t may be an underestimat(~d one. That is, it is expected that thecr
true critical value is larger than the estimated one.

In this section the extension of the estimated value of ~tcr is

measured through a number of numerical experiments. Eq.(2.33) for

the estimation of ~tcr clarifies that the critical time-step width is
influenced by the physical, geometrical and topological properties

which decide the values of entries in the coefficient matrix.
But the most important concern for the user of the mixed-type for­

muration as given in this paper is what kind of facters of the dis-
cretization procedures gives influences to ~tcr Finite element mod-
els used in this numerical experiments are as following;

The domain is a unit square area, i.e. O~x~l and O~y~l, and the

area is subdivided into Nand M nodes located along x and y axes,

respectively. All finite elements have the same property of constant

strain, and only the central node of the region is heated. By using
above finite element nodes we examine the influences of following fac­

tors to true ~tcr
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1. The influence of the lengthes of the finite elements.

2. The influence of the different boundary conditions.

3. The influence of the conbination of several element lengthes.
Furthermore, by slight modification of above model we can examine

following item;
4. The influence of the angle of finite elements.

The results obtained by the numerical experiments are as follow­

ings;

[Experiment 1] Uniformly subdivided model

The purpose of this experiment is to know the influence of the ele-

ment-length on ~tcr The unit area is uniformly subdivided, and the
lengthes of element is ~x{=1/(N-1)} and ~y{=I/(M-1)} along x and y

axes, respectively. ( See Fig.3-1 )

1.0

1. 0 ---->01>1

Fig.3-1 Uniformly subdivided model

All boundaries is sl type, because by this restriction the influ­
ence of the boundary condition is removed as mentiond in previous sec­

tion. The theoretical value of ~tcr is easily obtained by applying
the Brauer's Theorem for an arbitrarily selected row in the coeffi-
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cient matrix A.
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Llt Llt
1-4 ( + - ) ;;;

Llx 2 Ll y 2

A ;;; 1max (3.1)

,where Llx and Lly are the element lengthes along x and y axes, respec-

tively. Since we have I A I;;; 1 for the numerical convergence,max
then the following critical value of the time-step width is obtained;

Llt ;;;cr (3.2)

Above condition is just same as the one which is obtained by FDM

applied for spatial and time axes. The results of the numerical

experiments are summarized in Table 3-1, and from the table we can re­

mark following items;

1. The theoretical values of Lltcr have good coincidence with the

experimental values.

2. The extension of Llt becomes large when both of Llx and Llycr
are enlarged at the same time.

This experiments result in that eq.(3.2) can give good estimation

of the critical value of the time-step width for this case.

Table 3-1 The result. of the numerical experiments

---- 0.025 0.050 0.100 0.167
E 1. 561

0.025 - - -
T 1. 561
E 2.500 6.249

0.050 T 2.500 6.249 - -
E 2.940 10.27 25.66

0.100 T 2.940 10.00 25.00 -
E 3.093 11. 77 37.90 71.13

0.167 T 3.093 11. 46 36.80 69.66

Note; E and T means the experimental and theoretical values,

respectively.
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[Experiment 2] Irregularly subdivided model
The aim of this experiment is to know the influence of the differ­

ent element lengthes set in a model. For this purpose a unit square

with only sl-type boundary condition is irregularly subdivided along

x-axis and uniformly along y-axis. The loading condition is just
same as the one of the experiment 1. The model used in this experi­

ment is illustrated in Fig.3-2, and the results are summarized in
Fig.3-3,3-4 and 3-5.

1-1---I-I-----1

n 1 elements n 2 elements

Model A Model B

~x1~x2~x3 ~x4 ~x5

H f---l I-----l 1--1 H

I 1

Model C

Fig.3-2 Models fer the experiments

(%)

40

+J
<J 30
4-l
0

.c 20
+J
~
0
H 10c:>

0
1:1 1:2 1:5 1:10 1:30

Fig. 3-3 A Type
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(%)

100

50

o
1:1:1 1:2:1

n 1 :n2 :n3""

2:6:2

3:4:3

4:2:4

1:5:1 1:10:1 1:30:1

(%)

100

50

Fig. 3-4 B Type

n1:n2:n3:n4:n5""
2:2:2:2:2

3:1:2:1:3

o~--+------+-----+--­

1:1:10:1:1 1:2:10:2:1 1:5:10:5:1

Ratio of edge 1engthes

(~x1:~x2:~x3:~x4:~x5)

Fig. 3-5 C Type
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The theoretical value given in the figure for the comparison are

obtained by applying the Brauer's Theorem for the row, which corre­

sponds to the node surrounded by the smallest elements, in the coef­

ficient matrix A. Then, we obtain

l'.t l'.t
1-4( +

l'.x 2
S

) ~

l'.y 2
S

A ~ 1max (3,3)

,where l'.x and l'.y are the smallest element lengthes, which surrounds s
the node, along x and y axes, respectively.

Since we have I Amax I ~ 1 for the numerical convergence, then the

following critical value of the time-step width is obtained;

l'.x 2l'.y 2
s s

l'.x 2+l'.y 2
s s

(3.4)

(2)

(3)

The result of the experiments are summarized as followings;

(1) A node surrounded by finite elements with the smallest ele­
ment length governs the critical value of l'.t as it is expected

from the theoretical consideration.

The number of finite elements with the largest edge length

gives influence to l'.t , and their location also gives influencecr
to the value. That is, if they are located at the central area

of the domain, then we may expect that true critical value of l'.t
is larger than the theoretical evaluation.

The tendency of the increasing of observed values of l'.tcr
comparing to its theoretical value is strengthened as the domain
is discretizated irregularly.

[Experiment 3] Angle of triangular finite element

For this numerical experiment the domain is slightly modified and
we treat a parallelogram as shown in Fig.3-6 instead of a square area.

For this modification we consider two types of parallelograms ( A
and B shown in Fig.3-6 ), and both cases are used for the experiments.
Their surrounding edges are restricted to be sl-boundary condition.
Theoretical values of l'.t for this experiment are evaluates as fol-er
lowings;
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(1) The acute-angled triangular elements ( See.Fig.3-7 )
The entries of an arbitrarily selected row in the coefficient matrix A

is as following;

125

L 2+L 2-L 2
[ ... 1 2 3 l'lt

Bl'l2
...

-L 2+L 2+L 2
1 2 3 l'lt

Bl'l2

L 2-L 2+L 2
1 2 3 l'lt

Bl'l2

L 2+L 2+L 2
••• 1- 1 2 3 l'lt

4l'l2

L LL 2+L 2
1 2 3 l'lt

8l'l2

-L 2+L 2+L 2
1 2 3 l'lt

8l'l2

, where L1 ,L2 ,L3 are the length of three edges of the trianglar ele­

ment shown in Fig. 3- 5 and l'l is the area.
Then, the Brauer's Theorem gives following expression;

L 2+L 2+L 2
1- 1 2 3 l'lt ~

2l'l2
A ~ 1max (3.5)

Consider that Amax must locate between -1 and 1, then we obtain
following stability condition for l'ltcr ;

4l'l2
(3.6)

L 2+L 2+L 2
123

(2) The obtuse-angled triangular elements ( See.Fig.3-8 )
The entries of a row in the coefficient matrix A is the same one of
the first case. The application of the Brauer's Theorem yield to be

Amax - ( 1-
L 2+L 2+L 2

1 2 3 l'lt ) I ~
4l'l2

-L 2+3L 2-L 2
1 2 3 l'lt

4l'l2
(3.7)

,where L1 , L2 and L3 are lengthes of three edges of the triangle ele­
ment and we assume that L2 is the longest one among them.

The same procedure presented in case (1) follows to

l'ltcr L 2
2

(3.8)
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I
1.0

1
A

The edge lengthes

are invariable.

Fig. 3-6

Fig.3-7

The acute-angled

triangular element

B

The area of the region
is invariable.

The parallelogram domain

Fig.3-8

The obtuse-angled
triangular element

Now, we show the results of the numerical experiments.

See.Fig.3-9)

From these experiments we can notice following items;

(1) The increasing of the observed value of ~tcr to the theoreti­

cal one is maximized at 6=60° in both cases, A and B, and the

growth of ~t for the thoretical value reaches round 30%.

(2) For case B with 6<45° we can't expect the increasing of the
critical time-step width comparing to the theoretical one.

(3) From the first item the discretization using regular triangle
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finite elements is preferable from the view point of the nu­

merical stability, because increasing of ~tcr is expected.

(%) (%)

40 40
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.j.J
.j.J

<J 30 <J 30
'H 'H0 0
..c ..c.j.J 20 .j.J 20~ ~0
l-I 0

l-It' t'

10 10

o 0
90 80 70 60 5040 30 20 10 (0) e 90 80 70 60 50 4030 20 10 (0) e

Type A Type B

Fig.3-9 The results of Experiment 3

[Experiment 4] Boundary condition

In the mixed-type formulation given in section 2 we consider two

type of boundary conditions, i.e. 8 1 and 8 2 , The consideration in

previous section clarified that sl-condition gives no influence to

the numerical stability. Therefore, in this experiment we consider
the influence of s2-boundary condition, that is

an
-h(¢-v) (3.9)

,where h is the heat transfer coefficient and v is the value of ¢ out

of the region.
For this purpose the square area is regularly subdivided, and for

all nodes on boundary above boundary condition is applied. This

boundary condition is introduced in the coefficient matrix as the

matrix B1 and B2 in eq.(2.12). In, this experiment we must examine
the propriety of eq.(2.33). ~t (l/shown in eq.(2.33) is obtaind ascr
eq.(3.2). ~tc~3)iS obtained as following.

The entries of 'the row, which correspond the node on s2' are as
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followings;

3 l;t 3 l;t 1 l;t 1 3 1 2
- - h 1-( 3 + - - + h )l;t

2 l;y2 .? .Q, l;y2 2 l;x 2 .Q,

3 l;t 1 l;t
- - h- ... J

2 l;y2 2 .Q,

,where .Q, is the element length on s2.
Then, the Brauer" s Theorem gives following expression;

l;t l;t l;t
1- 3- - 6-· - h- ~

l;x 2 l;y2 Q,

l;t
~ 1-3h­

Q,
(3.10)

Consider that A must locate between -1 and 1, then we obtainmax

2 1
l;t ~

3 2 1 1 1
+ -- + - h-

l;x 2 l;y2 3 Q,

l;t
3 h- ~ 0

Q,

In case h>O, eq. (3.12) is absolutely satistied.

l;t (3) ~
2 1

cr :3 2 1 1 1
-+- + - h-
l;x 2 l;y2 3 Q,

(3.11)

(3.12)

So we obtain

(3.13)

Table 3-2 The result of Experiment 4

h l;t(l) l;t (3) the real l;tcr cr cr

0.1 0.00250 0.00221 0.00249

1.0 0.00250 0.00219 0.00247

10.0 0.00250 0.00200 0.00224

100.0 0.00250 0.00105 0.00125
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The results are summarized in Table 3-2, and the table indicate
following items;

0) The physical value "h" gives influence to lltcr

(2) The more the physical value "h" increase, the bigger the real

lltcr is influenced by lltcr (3), that is, it is clarified the

boundary condition shown in eq.(3.9) influence the convergence
strongly.

4. CONCLUDING REMARKS

In this paper we presented the discretization method of the Heat
Transfer Equation by using the finite element method in spatial axes
and the explicit difference scheme in time axis, and the convergence
condition of above explicit equation is surveyed theoretically and
experiamentally. The thoretical approach could give several conver­
gence conditions by applying the Brauer's Theorem, and through numer­

ical experiments the propriety of proposed convergence conditions is
examined. At the same time, it was also remarked that the critical

time-step width by proposed method is underestimated one, and that
the difference between the true critical width is governed by edge­
length, angle of triangular finite elements, their rearrangement in
the problem area and boundary condition. The authors could clarify
that this difference is caused by the reduction process of the theo­

retical estimation method using the Brauer's Thorem. Generally
speaking, the smallest finite element governs the critical time-step

width, lltcr ' except the boundary condition, and for the numerical sta­
bility the finite element model should consist of only regular trian­
gular meshes.
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