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Investigation of Evolution Strategy and Optimization
of Induction Heating Model

Makoto Horii, Norio TakahashiFellow, IEEE and Takashi Narita

Abstract—An optimal design method using the finite element
method and the evolution strategy (ES) is investigated. The evo-
lution strategy is applied to the optimization of induction heating
model. The position of auxiliary coil, frequency and ampere-turns
are optimized so that the distribution of eddy current density on
the surface of steel becomes uniform. It is shown that the selection
of the appropriate parameter is important in the practical appli-
cation of ES.

probability
~ density p

Index Terms—Evolution strategy, induction heating model, op-
timization, standard deviation.
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I. INTRODUCTION

ARIOUS optimization methods, such as a direct search

method, an evolution strategy (ES) [1]-[3], a simulategig 1. Normalized distribution of probability density.
annealing method (SAM) [4], have been applied to the optimal

design of magnetic devices. ES and SAM are used to find th@yndard deviationj: number of times that Rechenberg’s 1/5
global minimum of objective function. But, the effects of varg,ccess law is carried out: number of design variables).
ious parameters of ES, such as the initial value of standard deviTpe parent vector of next generation is determined as follows

ation, on the convergence characteristic and the CPU time Wg{ecomparing the objective functidi, of the parent vector and
not investigated using actual magnetic devices. Therefore, t‘hﬁc of the child vector (selection):

criterion for selecting optimal values of these parameters was *)
not clear. 2D = | Fe (We < Wp) @
In this paper, factors affecting the convergence characteristic v wé ) (We > W,)

and CPU time of ES are investigated. ES is applied to tiggy. (2) denotes that if the objective functid¥. of the child
optimal design of induction heating device [5] which is progectorz* is smaller thaniV,, of the parent vectomék), the
posed by the “Investigation Committee on Highly Advanceghy yectors(* is adopted as the parent vectgf ™ at the

Optimization Technique for Electromagnetic Problems,” IE % + 1)th generation. IV, of the child vectors ") is larger
of Japan. It is shown that the selection of the appropriate e ©

o , . — anW,, of the parent vecto:c](,k), the child vector®* is not
parameter is important in the practical application of ES. 41) X
chosen at the parent vectxq({k at the(k 4 1)th generation.

But, the evolution is not good if optimized using only the mu-
tation and selection operations. Then, Rechenberg’s 1/5 success
(1+1)-ES is the method that generates one child vector fragw, which changes the standard deviation at every several iter-
one parent vector comparing two objective functions of eagffions, is used. The standard deviatiefj + 1) is decided by
vector. The vector with a good objective function is treated asige following equation, according to the value of the probability
parent vector of next generation. P, that the objective function gets smaller in, for example, 20
The child vector is defined by the fOIlOWing equation (muta(: 10x (number of design Variab|es)) generations:

Il. INITIAL VALUE OF STANDARD DEVIATION OF (1+1)-ES

tion): o) ca (Py<b)
™ = x;k) + N, (0, %)) (1) a(j+1) =< a(j) (P.=1) (3)

i 1

where:cz(f“) is a parent vector of theth generation, ana}ff“) is o(@)/ca (Ps>3)

a child vector.N,, (0, 02(5)) is a normal random vectop(j): Whereca is a constant less than unit.§17 < cq < 1.0).
Fig. 1 shows the normalized distribution of probability den-

. . sity ate = 0.5, 1.0 and 3.0. If an initial value of a design vari-
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Fig. 2. Induction heating model.

TABLE |
INITIAL VALUE AND DESIGN VARIABLE CONSTRAINTS

150 172

on auxiliary coil . .
@’U@y: mvestigated points

main coil
(200kAT, 1.2kHz)

\—auxiliary coil

(AT, /)

design

initial value

CONSTRAINT
variable case | case 2
x (mm) 90 <x <110 100 109.9
y (mm) 75 <y <110 85 75.1
AT (kAT) 3 <AT <9 6 8.99
S(kHz) 1.2<f<3.6 2.4 1.21
TABLE 1l
OPTIMIZATION RESULTS (CASE 1)
c mitlal 907 005 01 05 10 3.0
0 shape
x (mm) 100 1002 993 1018 99.1 98.0 97.5
y (mm) 85 89.7 94.4 95.0 94.5 92.2 93.9
AT (mm) 6 591 5.80 6.06 5.78 5.60 5.59
f(kHz) 2.4 3.46 3.59 3.60 3.58 3.59 3.59
W(10° A/m®)  4.59 1.08 1.05 1.06 1.05 1.04 1.04
number of 424 487 362 633 587 623
1terations
CPU time (s) — 1988 2286 1742 2913 2704 2842
computer used: HP735(45MFLOPS)
TABLE 11l
OPTIMIZATION RESULTS (CASE 2)
c initlal 901 005 01 05 10 3.0
0 shape
x (mm) 109.9 109.7 108.7 965 1034 971 98.4
y (mm) 75.1 80.7 88.4 87.4 89.7 92.4 92.7
AT (mm) 8.99 7.99 7.39 5.33 6.14 5.49 571
f(kHz) 1.21 2.94 3.15 3.60 3.60 3.60 3.54
W(10° A/m? 823 1.27 1.17 1.05 1.08 1.04 1.05
number of 490 546 S61 583 636 717
iterations
CPU time (s) — 2234 2552 2614 2676 2859 3252

IEEE TRANSACTIONS ON MAGNETICS, VOL. 36, NO. 4, JULY 2000

(b)
Fig. 3. Meshes (case 1). (a) Inital shape; (b) optimal shape.

I1l. I NDUCTION HEATING MODEL

Fig. 2 shows the induction heating model [5]. The current of
the main coil flows in thez—y plane, and its ampere-turns are
200 kAT (1.2 kHz). The current of the auxiliary coil flows in the
z-direction. The steel is heated by the Joule loss due to eddy cur-
rent. The relative permeability of steel is assumed as unity.
andy-coordinates of the left-upper poiftof the auxiliary coil,
the maximum ampere-turns AT and the frequelfiayf the aux-
iliary coil are optimized so that the distribution of eddy current
density at eleven points on the surface of steel shown in Fig. 2
becomes uniform. The objective function is defined as follows:

W =max{.J.,;} — min{.J;} 4)

whereJ.; is the maximum value of eddy current density at the
investigated point. Table | shows the initial values and the con-

and is lower g is nearly equal to 0.5) at the boundary of thetraint of each design variable. Two kinds of initial values of de-
constraint (normalized coordinafé, = £0.5). In the case of sign variables, the middle value of constraint (case % 100

a9 = 3.0, p is almost uniform within the constraint. Thereforemm,y = 85 mm, AT = 6 KAT, f = 2.4kHz) and the value near
the solution can be searched in the whole range of constratiig boundary (case 2,= 109.9mm,y = 75.1 mm, AT = 8.99

whenog = 3.0.

KAT, f = 1.21 kHz) are chosen.
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Fig. 4. Flux distribution (case 1). (a) Main coil; (b) auxiliary coil. (b)

V. METHOD OF ANALYSIS Fig. 5. Eddy current distributions (case 1). (a) Main coil; (b) auxiliary coil.
The hexahedral edge elements having only one layer in the V. RESULTS AND DISCUSSION

z-direction is used in the analysis. The number of elements isF_ 4 h he flux distribufi h | . i

about 1400. The mesh is automatically produced at each itera- ('jg' (da) S Owit eh ux |hstr| urtllon w len 0”_|Y main .CIO.' ex-

tion. As this is a linear model, first, the flux distribution is cal-c!te and Fig. 4(b) shows that when only auxiliary coil is ex-

culated when only main coilgiei", Jmein) is excited, and that C|teq. The whole f!ux.dis.tribution can be obtaineq by super-
only auxiliary coil () is excited..]g';ai" and.Jze" denote posing th_ese flux dlstrlbutlons._But_ls should l:_)e notlced_ that the
the z- andy—componénts of the exciting current of main coillfeguencies of these flux distributions are different with each
J§u* is thez-component of the exciting current of auxiliary coil Other- Fig. 5(a) and (b) show the eddy current distributions when

Second, both flux distributions are superposed. By superposmyy main coil or auxiliary coil is excited. These figures clearly

2-D results, the CPU time can be considerably reduced co _?;rateﬁthe ro:cehof.eglcr; Col'l' f dard deviati dinitial
pared with 3-D analysis. e effects of the Initial value of standard deviation and initia

Even if the frequency of the- and y-component/main value of design variable on the convergence are examingdd.
exr !

Jg?;”'i"' of eddy currentinduced by the main coil is different fron?r?os?_rn as 0?1 OO|5 Ol'l' O'Sf' L0, ?jndj'g' T_ab_les I andblll _sh(()jw
the z-component/?** of eddy current induced by the auxiliaryt e effects of initial values of standard deviation on obtaine

coil, the maximum effective valug. of eddy current can be value and CPU time, and so on. When the child vector is out of
obtained by the following equatidr?ax the constraint of design variables, it is not counted as the number

of iterations, because the finite element analysis is skipped in
Jemax = |j€| = \/‘Jffaam .. . .
v valueo, of standard deviation is, the faster the convergence is.

(5) such a case. Tables Il and Il show that the smaller the initial
where the dat) means the complex number. However, the solutions of smaller standard deviations are not
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Differences; of eddy current density (case 1).

butions at optimal shape§ = 3.0) when only the main coil or
auxiliary coil is excited. Fig. 6 shows the contour lines of eddy
current density in the steel at the initial and optimal shapes (case
1) atop = 3.0 and that without auxiliary coil. Fig. 7 shows the
effective eddy current densities at the investigated points. Fig. 8
shows the difference; of eddy current density at the investi-
gated point from the average value; is defined by:

Fig. 6. Contour lines of eddy current density in steel (case 1). (a) Inital value;

where.J,; is the eddy current density at the investigated pgint
and /... is the average value of,;.

(b) optimal value; (c) no auxiliary coil.
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Fig. 7.
(b) optimal value; (c) without auxiliary coil.

good. The solutions at, = 0.01, 0.05, 0.1, and 0.5 fall into

']ei - ']eave
el T eave 100 [%]
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VI. CONCLUSIONS

The results can be summarized as follows.
(1) Itis shown that the optimal value can be obtained using

the evolution strategy if the initial value of standard
deviations is selected as a suitable value, for example
gpg = 3.0.

(2) The 3-D flux and eddy current distribution can be ana-

lyzed within acceptable CPU time by superposing two
results when only main coil or auxiliary coil is excited.

(3) The position of auxiliary coil, frequency, and ampere-

Eddy current densities at investigated points (case 1). (a) Inital value;

(1]

local minima. This suggests that the solution using ES converge?s]
to the global optimum in spite of the selection of initial values
of design variables (case 2) if an initial value of the standard

deviation is selected as larger than 1.0. In this papgs chosen

as 3.0, because the solution can be searched in the whole ranéﬂ
and the number of iterations is not so much increased compared

with the case of less thary, = 0.5.

(3]

Fig. 3 shows the meshes of initial and optimal shapes (case
1) atop = 3.0. Figs. 4 and 5 show flux and eddy current distri-

turns of the induction heating model can be optimized
using the evolution strategy, so that the distribution of
eddy current density on the surface of steel becomes
uniform.
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